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Abstract

Recently, a new strategy was proposed to solve stochastic partial differential equations on random domains. It is based on the extension to the stochastic framework of the eXtended Finite Element Method (X-FEM). This method leads by a “direct” calculus to an explicit solution in terms of the variables describing the randomness on the geometry. It relies on two major points: the implicit representation of complex geometries using random level-set functions and the use of a Galerkin approximation at both stochastic and deterministic levels. In this article, we detail the basis of this technique, from theoretical and technical points of view. Several numerical examples illustrate the efficiency of this method and compare it to other approaches.
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1 Introduction

Computer simulations of mechanical models, supported by the availability of enhanced computational resources, take today a very significant place in decision-makings which can have major consequences in economic or human terms. In a structural analysis, the incorporation of uncertainties inherent in
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the model, related to material properties, loadings or geometry, seems today essential if one seeks to obtain “reliable” numerical predictions, usable in a design process or a decision-making. This necessity led to a rapid development of many ad hoc numerical methods, such as stochastic finite elements methods [1–3]. These methods provide high quality predictions which are explicit in terms of the random variables describing the uncertainties. The increase in their performances, due to the development of ad hoc resolution techniques [4,6–8], allows expecting their use in many domains of applications such as structural design, reliability analysis, etc. The incorporation of uncertainties on material properties or loadings is quite well mastered within the framework of these techniques. However, there is still no available efficient strategy to deal with uncertainties on the geometry although it could have a great interest in various applications.

A natural way to solve a stochastic problem defined on a random domain consists in using a classical stochastic finite element method with remeshings, such as Monte-Carlo simulations [9,10], response surface method, projection [11] or regression [12] methods. These techniques only require the use of a simple deterministic finite element calculation code. However, they require numerous deterministic computations, each of which requiring the construction of a new conforming mesh, which leads to prohibitive computational costs.

In order to avoid remeshings and to obtain an “explicit” description of the stochastic solution, a possible alternative technique consists in building a classical finite element approximation on a reference deterministic domain, and to introduce a random mapping between this domain and the random domain. This technique can also be seen as a classical finite element technique on a random mesh. Such a strategy has been used in [13,14] and also in [5] for the case of random interfaces in layered media. The main difficulty lies in the construction of a suitable random mapping in the case of complex geometries.

Recently, a new stochastic finite element method was proposed for solving partial differential equations on random domains [15]. This technique, called eXtended Stochastic Finite Element method (X-SFEM), is based on an extension to the stochastic framework of the X-FEM method [16,17]. It relies on two major points. The first one consists in representing the geometry in an implicit way by using the level-set technique [18]. The random domain is then characterized by the negative set of a random level-set function, which is defined on a fictitious deterministic domain containing all outcomes of the physical domain. The second point consists in using a Galerkin approximation technique at both deterministic and stochastic levels. A tensor product approximation is made possible by considering prolongation of functions on the fictitious domain. The resulting technique does not require any remeshing and allows the handling of complex geometries. Another advantage is that it leads to a solution which is explicit in terms of the basic random variables de-
scribing the geometry, thus allowing an easy post-processing of the stochastic solution at a very low cost.

In this paper, we introduce the basis of the X-SFEM method from a theoretical point of view and also focus on technical aspects. The method will be presented in the context of linear elasticity. However, the mathematical results and the proposed methodology could be applied to more general linear elliptic stochastic partial differential equations defined on random domains. Here, we only deal with random shapes. This is a degenerated case of the X-FEM method [19,20] where only a classical finite element approximation can be used at the space level, without enrichment of the approximation space by the partition of unity method [21]. Let us mention that fictitious domain methods [22–25], recently extended to the stochastic framework [26], start with similar reformulation of the problem and definition of approximation spaces. However, the methodology proposed in this article differs by the representation of the geometry and the underlying computational aspects (construction and resolution of the discretized problem).

The outline of the paper is as follows. In section 2, we introduce the strong and weak formulations of a linear elasticity problem defined on a random domain. In section 3, we briefly recall the basis of stochastic finite element methods in the case of a deterministic domain. It allows us to point out why their extension in the case of a random domain is not straightforward and also to introduce some useful notations. In section 4, we present possible finite element strategies to deal with random domains and point out some of their drawbacks. Section 5 is devoted to the presentation of the X-SFEM method from a theoretical point of view. In particular, we focus on the mathematical interpretation of the approximation based on a Galerkin projection and compare it to other projection methods. Section 6 details the computational aspects of the X-SFEM method: construction and resolution of the discretized problem. In particular, we illustrate that the construction of the discretized problem requires the development of a specific numerical integration technique at the stochastic level. For that purpose, a general numerical procedure is proposed, which consists in building suitable partitions of the stochastic domain and using a Gaussian quadrature on each subdomain. Finally, in section 7, three numerical examples illustrate several aspects of the X-SFEM method: quality of the Galerkin approximation, influence of the proposed stochastic integration procedure and efficiency of the resolution strategy. The method is systematically compared to other approaches. In particular, it is compared to a stochastic $L^2$ projection method based on X-FEM.
2 Formulation of the problem

2.1 The deterministic problem

In this article, we will focus on the analysis of the deformation of a structure under small perturbations assumption. We consider that the structure occupies a domain $\Omega \subset \mathbb{R}^d$ (see figure 1). It is submitted to body loads $f(x)$ on $\Omega$ and surface loads $F(x)$ on a part $\Gamma_2$ of the boundary $\partial \Omega$. The structure is fixed on a part $\Gamma_1$ of the boundary $\partial \Omega$ such that $\Gamma_1 \cap \Gamma_2 = \emptyset$. The complementary part of $\Gamma_1 \cup \Gamma_2$ in $\partial \Omega$, denoted by $\Gamma_0$, is considered as a free boundary. We denote by $u(x)$ the displacement field, $\varepsilon(u)$ the symmetric part of the displacement gradient ($i.e.$ the strain tensor) and by $\sigma$ the stress tensor. In this article, we will consider the case of a linear elastic material and denote by $C$ the Hooke fourth-order tensor. The strong formulation of the problem writes: find $(u, \sigma)$ such that

\[
\begin{align*}
\text{div } \sigma + f &= 0 \text{ on } \Omega, \\
\sigma &= C : \varepsilon(u) \text{ on } \Omega, \\
\sigma \cdot n &= F \text{ on } \Gamma_2, \\
\sigma \cdot n &= 0 \text{ on } \Gamma_0, \\
u &= 0 \text{ on } \Gamma_1.
\end{align*}
\]

where $n$ is the unit outward normal to the boundary.

![Fig. 1. Model problem](image)

2.2 The stochastic problem

Now, we consider that the structure occupies a random domain. For the sake of generality, we also consider that material properties and loads can be random. Let us suppose that the probability space $(\Theta, \mathcal{B}, P)$ allows the representation
of the probabilistic content of the problem. $\Theta$ is the set of elementary events, $\mathcal{B}$ a $\sigma$-algebra on $\Theta$ and $P$ a probability measure. An element $\theta \in \Theta$ is an elementary event. The random domain can be characterized by the random variable $\Omega : \theta \in \Theta \mapsto \Omega(\theta) \subset \mathbb{R}^d$. $\Omega(\theta)$ represents an outcome of the domain. Figure 2 illustrates two outcomes of the random domain and of the associated parts of its boundary.

Then, the strong formulation of the stochastic problem writes: find random fields $u$ and $\sigma$ which verify $P$-almost surely the set of equations (1). We recall that a property is $P$-almost sure if the probability of the event “the property is false” is zero.

### 2.3 Weak formulation of the stochastic problem

Let us first introduce a classical weak formulation at the space level: find $u$ such that $\forall \theta \in \Theta$, $u(\cdot, \theta) \in \mathcal{U}(\theta) = \{v \in (H^1(\Omega(\theta)))^d; v = 0$ on $\Gamma_1(\theta)\}$, and such that we have $P$-almost surely

$$a(u(\cdot, \theta), v; \theta) = b(v; \theta) \quad \forall v \in \mathcal{U}(\theta), \quad (2)$$

where $a(\cdot, \cdot; \theta)$ is a continuous symmetric coercive bilinear form on $\mathcal{U}(\theta)$ and $b(\cdot; \theta)$ is a continuous linear form on $\mathcal{U}(\theta)$, defined by

$$a(u, v; \theta) = \int_{\Omega(\theta)} \varepsilon(v) : C : \varepsilon(u) \, dx, \quad (3)$$

$$b(v; \theta) = \int_{\Omega(\theta)} f \cdot v \, dx + \int_{\Gamma_2(\theta)} F \cdot v \, ds. \quad (4)$$

Then, a weak formulation at both space and stochastic levels can be introduced. We consider that the problem can be formulated in the following func-
tion space:
\[ V = \{ \mathbf{u} : \theta \in \Theta \mapsto \mathbf{u}(\cdot, \theta) \in U(\theta); \int_{\Theta} \| \mathbf{u} \|^{2}_{U(\theta)} dP(\theta) < \infty \} \]
\[ := L^{2}(\Theta, dP; U). \]  
(5)

The weak formulation then writes: find \( \mathbf{u} \in V \) such that
\[ A(\mathbf{u}, \mathbf{v}) = L(\mathbf{v}) \quad \forall \mathbf{v} \in V, \]
(6)

where
\[ A(\mathbf{u}, \mathbf{v}) = \int_{\Theta} a(\mathbf{u}, \mathbf{v}; \theta) dP(\theta) := E(a(\mathbf{u}, \mathbf{v}; \theta)), \]
\[ L(\mathbf{v}) = \int_{\Theta} b(\mathbf{v}; \theta) dP(\theta) := E(b(\mathbf{v}; \theta)). \]
(7)
(8)

\( E(\cdot) \) denotes the mathematical expectation. We will consider that bilinear form \( A \) is continuous and coercive on \( V \) and that linear form \( L \) is continuous on \( V \), such that problem (6) is well posed. In the case of a deterministic domain, the reader can refer to [2,27] for a detailed and comprehensive study of the regularity requirements on the data (\( C, f \) and \( F \)) leading to the desired properties. To the knowledge of the authors, stochastic problem (6) has not been deeply studied from a mathematical point of view in the case of random domains. In particular, regularity requirements on the random domain should be further analyzed. These mathematical aspects are beyond the scope of this article. Some mathematical results on the effects of uncertainties in the domain can be found in [28,29].

**Remark 1** Coercivity and continuity properties of \( A \) and \( L \) are inherited from those of \( a \) and \( b \): \( \forall \mathbf{u}, \mathbf{v} \in U(\theta), \ |a(\mathbf{u}, \mathbf{v}; \theta)| \leq C_{a}\|\mathbf{u}\|_{U(\theta)}\|\mathbf{v}\|_{U(\theta)}, \ a(\mathbf{v}, \mathbf{v}; \theta) \geq \alpha_{a}\|\mathbf{v}\|^{2}_{U(\theta)}, \) and \( |b(\mathbf{v}; \theta)| \leq C_{b}\|\mathbf{v}\|_{U(\theta)}, \) where \( C_{a}, C_{b} < \infty \) and \( \alpha_{a} > 0. \) These three constants depends on material properties, loads and also on the geometry. If there exists such constants \( C_{a}, C_{b} \) and \( \alpha_{a} \) independent of the event \( \theta, \) coercivity and continuity properties of \( A \) and \( L \) follows with the same constants.

2.4 Stochastic modeling and discretization

In practice, we generally consider that the probabilistic content of the stochastic problem can be represented by a finite set of random variables \( \xi : \Theta \rightarrow \mathbb{R}^{m} \). This is the case when material properties, loads and geometry depend on a finite set of parameters which are random variables. When these parameters are stochastic fields, a preliminary step is usually performed in order to discretize these parameters (e.g. by Karhunen-Loeve decomposition [30,31,1]) and represent them in terms of a finite set of random variables.
Let us now consider that the data of stochastic problem (6) can be written in terms of $\xi$, so that bilinear form $a$ and linear form $b$ can also be written in terms of $\xi$: $a(\cdot, \cdot; \theta) \equiv a(\cdot, \cdot; \xi(\theta))$, $b(\cdot; \theta) \equiv b(\cdot; \xi(\theta))$. Then, by the Doob-Dynkin’s lemma [32], we have that the solution of problem (6) can be written in terms of $\xi$, i.e. $u(\cdot, \theta) \equiv u(\cdot, \xi(\theta))$. The stochastic problem can then be reformulated in the $m$-dimensional image probability space $(\Theta, \mathcal{B}, P_{\xi})$, where $\Theta \subset \mathbb{R}^m$ is the range of $\xi$ and $P_\xi$ the probability measure associated with $\xi$ (see e.g. [2] for details). Function space (6) is now replaced by

$$
\mathcal{V} = \{u : \xi \in \Theta \mapsto u(\cdot, \xi) \in \mathcal{U}(\xi); E\left(\|u(\cdot, \xi)\|_{\mathcal{U}(\xi)}^2\right) < \infty\}. \quad (9)
$$

In the definition of function space $\mathcal{V}$ and of bilinear form $A$ and linear form $L$, the mathematical expectation must be interpreted as $E(f(\xi)) = \int_{\Theta} f(y) dP_\xi(y)$.

In what follows, we will mainly use the initial probability space $(\Theta, \mathcal{B}, P)$. The reader must keep in mind that at each moment, the elementary event $\theta \in \Theta$ can be replaced by $\xi \in \Theta$ in the expression of any random function.

### 3 Stochastic finite element methods in the case of a deterministic domain

Before introducing some classical techniques to deal with random domains, we briefly recall the basis of stochastic finite element methods in the case of a deterministic domain (see e.g. [1–3,33]). It will allow us to introduce some useful notations and to point out why their extension in the case of a random domain is not straightforward.

Here, we suppose that the domain $\Omega$ and the associated parts of its boundary $\Gamma_i$ are deterministic. In this case, function space $\mathcal{U}$ does not depend on the elementary event $\theta$. Then, function space $\mathcal{V}$ has a tensor product structure:

$$
\mathcal{V} = L^2(\Omega, dP; \mathcal{U}) \cong L^2(\Theta, dP) \otimes \mathcal{U} := S \otimes \mathcal{U}, \quad (10)
$$

where $S = L^2(\Theta, dP)$ is the space of second order real-valued random variables. Classical stochastic finite elements methods then introduce a tensor product approximation as follows.
3.1 Approximation at the space level

At the space level, we introduce a finite element approximation space $\mathcal{U}_h$ defined by

$$
\mathcal{U}_h = \{ v(x) = \sum_{i=1}^{N} \varphi_i(x)v_i = \varphi(x)v, \ v \in \mathbb{R}^N \},
$$

(11)

where the $\varphi_i(x) \in \mathcal{U}$ are the finite element basis functions associated with a mesh $\mathcal{T}_h$ of domain $\Omega$. A semi-discretized approximation space $\mathcal{V}_h \subset \mathcal{V}$ can then be defined as follows:

$$
\mathcal{V}_h = S \otimes \mathcal{U}_h = \{ v(x, \theta) = \sum_{i=1}^{N} \varphi_i(x)v_i(\theta) = \varphi(x)v(\theta), \ v \in S \otimes \mathbb{R}^N \}.
$$

(12)

The semi-discretized approximate solution $u_h \in \mathcal{V}_h$ of problem (6) is defined by:

$$
A(u_h, v_h) = L(v_h) \ \forall v_h \in \mathcal{V}_h.
$$

(13)

Problem (13) can be written under the following matrix strong form: find $u : \theta \mapsto u(\theta) \in \mathbb{R}^N$ such that we have $P$-almost surely

$$
A(\theta)u(\theta) = b(\theta),
$$

(14)

where random matrix $A$ and random vector $b$ are defined by:

$$
(A(\theta))_{ij} = a(\varphi_j, \varphi_i; \theta),
$$

(15)

$$
(b(\theta))_i = b(\varphi_i; \theta).
$$

(16)

3.2 Approximation at the stochastic level

Several choices have been proposed for the construction of a basis of the space of second order random variables $\mathcal{S} = L^2(\Theta, dP)$: polynomial chaos [1,34], generalized polynomial chaos [35,36], h-p finite elements [37] or wavelets [38,39]. Let $\{H_{\alpha}\}_{\alpha \in J}$ be such a basis, where $J$ denotes a countable set of indices. Then, we can naturally introduce a finite dimensional approximation space $\mathcal{S}_P \subset \mathcal{S}$, defined by

$$
\mathcal{S}_P = \{ v(\theta) = \sum_{\alpha \in J_P} v_{\alpha}H_{\alpha}(\theta), \ v_{\alpha} \in \mathbb{R} \},
$$

(17)

where $J_P$ is a subset of $P$ indices in $J$. In the following, we will suppose that the $H_{\alpha}$ are orthonormal, i.e. $E(H_{\alpha}H_{\beta}) = \delta_{\alpha\beta}$. 
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Let us illustrate the construction of the generalized polynomial chaos approximation [35,36], which will be used in numerical examples. We consider, as in section 2.4, that the probabilistic content of the problem is represented by \( m \) random variables \( (\xi_1, \ldots, \xi_m) := \xi \). For the construction of chaos basis associated with an arbitrary probability measure, the reader can refer to [36]. Here, we will consider that random variables are statistically independent (property possibly obtained by a suitable mapping). Let \((\Theta, \mathcal{B}, P_\xi)\) be the associated image probability space. The space \( L^2(\Theta, dP_\xi) \) of second order random variables on \( \Theta \) has a tensor product structure: 
\[
L^2(\Theta, dP_\xi) = \bigotimes_{j=1}^m L^2(\Theta^{(j)}, dP_{\xi_j}),
\]
where \( \Theta^{(j)} \subset \mathbb{R} \) is the range of random variable \( \xi_j \) and \( P_{\xi_j} \) the associated marginal probability measure. Basis functions \( \mathcal{H}_\alpha \) are then taken as multi-dimensional orthonormal polynomials. A simple way to define the \( \mathcal{H}_\alpha \) is to use a tensor product basis. Let us denote by \( I = \{ \alpha = (\alpha_1, \ldots, \alpha_m) \in \mathbb{N}^m \} \) the set of \( m \)-dimensional multi-indices. Then, denoting by \( \{ h_{\xi_j}^{(\alpha_j)} \}_{k \geq 0} \) the set of orthonormal polynomials in \( L^2(\Theta^{(j)}, dP_{\xi_j}) \), where index \( k \) denotes the degree of the polynomials, the \( \mathcal{H}_\alpha \) are simply defined as follows: 
\[
\mathcal{H}_\alpha(\xi) = \prod_{j=1}^m h_{\xi_j}^{(\alpha_j)}(\xi_j).
\]
The approximation space \( S_P \) can then be defined by selecting the multi-dimensional polynomials with total degree less than \( p \). It consists in taking the following subset of indices \( J_P = \{ \alpha \in I; \sum_{i=1}^m \alpha_i \leq p \} \). In this case, the number of basis functions is \( P = \frac{(m+p)!}{m!p!}. \)

Finally, a tensor product approximation space \( \mathcal{V}_{h,P} \subset \mathcal{V} \) is classically defined as follows:
\[
\mathcal{V}_{h,P} = S_P \otimes U_h
\]
\[
= \{ v(x, \theta) = \sum_{i=1}^N \sum_{\alpha \in J_P} \varphi_i(x) \mathcal{H}_\alpha(\theta) v_{i,\alpha}, \, v_{i,\alpha} \in \mathbb{R} \}
\]
\[
= \{ v(x, \theta) = \varphi(x) v(\theta), \, v(\theta) \in S_P \otimes \mathbb{R}^N \}.
\]

3.3 Definition of the approximation

Many choices are possible for the definition of an approximation in \( \mathcal{V}_{h,P} \). Below, we present the more commonly used definitions, namely the stochastic Galerkin method and the classical projection method.

3.3.1 Stochastic Galerkin method

A classical way to define the approximate solution \( u_{h,P} \in \mathcal{V}_{h,P} \) consists in injecting the approximation space \( \mathcal{V}_{h,P} \) in the weak formulation (6). It leads
to the so-called Galerkin approximation which solves

\[ A(u_{h,P}, v_{h,P}) = L(v_{h,P}) \quad \forall v_{h,P} \in V_{h,P}, \]  

which is equivalent to the following system of \( N \times P \) equations:

\[ \sum_{\alpha \in I} E(H_{\beta} A H_{\alpha}) u_\alpha = E(b H_{\beta}) \quad \forall \beta \in I_P. \]  

\[ (19) \]

\[ (20) \]

3.3.2 Projection method

The projection method consists in defining the approximate solution as the projection on \( V_{h,P} \) of the semi-discretized solution with respect to a suitable inner product. A classical choice consists in using the natural \( L^2 \) inner product on \( V \), defined by

\[ \ll u, v \gg_{L^2} = \int_{\Theta} \int_{\Omega} u \cdot v \, dx \, dP(\theta). \]  

\[ (21) \]

Denoting by \( u_h(x, \theta) = \varphi(x) u(\theta) \in V_h \) the semi-discretized solution, which solves (13), the approximation \( u_{h,P} \in V_{h,P} \) is then defined by:

\[ \ll u_{h,P}, v_{h,P} \gg_{L^2} = \ll u_h, v_{h,P} \gg_{L^2} \quad \forall v_{h,P} \in V_{h,P}. \]  

\[ (22) \]

Equation (22) is equivalent to the following definition of the coefficients of the approximation:

\[ u_\alpha = \int_{\Theta} H_{\alpha}(\theta) u(\theta) dP(\theta) = E(H_{\alpha} u). \]  

\[ (23) \]

We emphasize on the fact that this equivalence comes from the tensor product structure of the approximation and of the particular choice of inner product. The expectation can then be computed by a suitable numerical integration at the stochastic level (quadrature, Monte-Carlo, etc.), which writes

\[ u_\alpha \approx \sum_k \omega_k H_{\alpha}(\theta_k) u(\theta_k), \]  

\[ (24) \]

where the \( \theta_k \) are the integration points (particular elementary events) and the \( \omega_k \) the associated integration weights. For each integration point, computing \( u(\theta_k) = A^{-1}(\theta_k) b(\theta_k) \) requires solving a classical deterministic problem. In this case, the projection method is said to be non-intrusive since it only requires the use of a simple deterministic code for each integration point. However, computational costs are generally prohibitive since this technique often necessitates a large number of integration points in order to obtain a good accuracy on the coefficients. Let us mention that sparse quadrature techniques have been proposed in order to reduce the number of integration points [3].
4 Classical stochastic finite elements to deal with random domains

The question is now: how to define an approximation of problem (6) in the case of a random domain? The extension of classical stochastic finite element methods presented in section 3 is not straightforward since \( \mathcal{V} \), defined in (5), has no more a tensor product structure. In the following, we recall two possible strategies to construct stochastic finite element approximations in the case of a random domain.

4.1 Classical finite element techniques with remeshings

A natural way to solve a stochastic problem defined on a random domain consists in using a classical stochastic finite element method with remeshings, such as Monte-Carlo simulation \([9,10]\), response surface method, projection \([11]\) or regression \([12]\) methods. These techniques require solving problem (2) for given elementary events \( \theta_k \in \Theta \). The meaning of these points depends on the method which is used: random samplings for Monte-Carlo, stochastic integration points for projection method, etc. These techniques have the great advantage that they only require the use of a simple deterministic finite element calculation code.

For a given elementary event \( \theta_k \in \Theta \), we introduce a new finite element mesh \( \mathcal{T}_h(\theta_k) \) of the domain \( \Omega(\theta_k) \) and an associated finite element approximation space \( \mathcal{U}_h(\theta_k) \subset \mathcal{U}(\theta_k) \) defined by \( \mathcal{U}_h(\theta_k) = \{ v_h(x) = \sum_{i=1}^{N(\theta_k)} \varphi_i(x,\theta_k)v_i, \ v_i \in \mathbb{R} \} \). The mesh, and then the basis functions \( \varphi_i(x,\theta_k) \in \mathcal{U}_h(\theta_k) \), clearly depend on the elementary event \( \theta_k \).

The first drawback of these techniques is that they require numerous deterministic computations, each of which requiring the following classical steps: remeshing of the domain, assembling and solving a finite element problem of type (14). Another main drawback is that outcomes of the solution \( u_h(\cdot,\theta_k) \in \mathcal{U}_h(\theta_k) \) are defined on different meshes and that corresponding finite element problems (14) have a different algebraic structure. Information on non-computed outcomes is then unreachable. Moreover, an a posteriori probabilistic characterization of the solution is generally prohibitive since it would require storing the meshes and finite element solutions for all computed elementary events.

Of course, it is possible to focus on a mesh and geometry independent quantity of interest. Let us denote by \( J(u_h(\cdot,\theta)) \) this quantity of interest and by \( J(u_h(\cdot,\theta_k)) \) its computed outcomes. In the context of Monte-Carlo simulations, these outcomes allow evaluating statistics of \( J \). In the case of projection methods (see section 3.3.2), outcomes correspond to stochastic integration...
points which are used to compute the decomposition of $J$ on a stochastic
basis: $J = \sum_{\alpha \in I} J_\alpha H(\theta)\), with

$$J_\alpha = E(H_\alpha J(u_\theta)) \approx \sum_k \omega_k H_\alpha(\theta_k) J(u_\theta(\cdot, \theta_k)).$$

The problem is that these quantities of interest are not necessarily known a priori, before having an idea of the solution.

4.2 Finite element approximation on a random mesh

In order to avoid remeshings and to obtain an “explicit” description of the stochastic solution, an alternative technique consists in building a classical finite element approximation on a reference deterministic domain, and to introduce a random mapping between this domain and the random domain $\Omega(\theta)$. Such a strategy has been used in [13,14]. Let us briefly describe this methodology in our context to point out its advantages and drawbacks.

4.2.1 Description of the random geometry by a random mapping

We first introduce a reference deterministic domain $\Omega^0 \subset \mathbb{R}^d$ and suppose that there exists a continuous one to one mapping $T(\cdot, \theta)$ between $\Omega^0$ and the outcome $\Omega(\theta)$ of the random domain: $T(\cdot, \theta) : x^0 \in \Omega^0 \mapsto x = T(x^0, \theta) \in \Omega(\theta)$. We denote by $T^*(\cdot, \theta)$ the inverse mapping. Reference domain $\Omega^0$ and mapping $T$ allow the description of the random domain $\Omega$. We suppose that the parts $\Gamma_i(\theta)$ of boundary $\partial \Omega(\theta)$ are the images by mapping $T(\cdot, \theta)$ of complementary parts $\Gamma^0_i$ of $\partial \Omega^0$. We denote by $T|_i$ the restriction of $T$ on $\Gamma^0_i$.

4.2.2 Construction of an approximation space

We introduce a fixed finite element mesh $\mathcal{T}_h^0$ of reference domain $\Omega^0$, leading to the definition of the following finite element approximation space: $\mathcal{U}_h^0 = \{ v^0(x^0) = \sum_{i=1}^N \varphi_i^0(x^0) v_i, \ v_i \in \mathbb{R} \}$, where the $\varphi_i^0 \in \mathcal{U}^0 = \{ v \in (H^1(\Omega^0))^d; v = 0 \ \text{on} \ \Gamma^0_1 \}$ are the finite element basis functions associated with the mesh $\mathcal{T}_h^0$. Approximation space $\mathcal{U}_h^0$ being independent of the event, a tensor product approximation space can be introduced: $\mathcal{V}_{h,P}^0 = \mathcal{S}_P \otimes \mathcal{U}_h^0$. An approximation subspace $\mathcal{V}_{h,P}$ of $\mathcal{V}$ is then simply defined by a suitable mapping of functions in $\mathcal{V}_{h,P}^0$:

$$\mathcal{V}_{h,P} = \{ v(x, \theta) = v^0(T^*(x, \theta), \theta), \ v^0 \in \mathcal{V}_{h,P}^0 \}$$

$$= \{ v(x, \theta) = \sum_{i=1}^N \varphi_i(x, \theta) v_i(\theta), \ v_i(\theta) \in \mathcal{S}_P \},$$
where $\varphi_i(x, \theta) = \varphi^0_i(T^*(x, \theta))$. The image of $T^*_h$ by mapping $T(\cdot, \theta)$ is a mesh of $\Omega(\theta)$, denoted by $T_h(\theta)$, which can be considered as a random mesh.

### 4.2.3 Definition and construction of the approximation

At this point, different definitions of the approximation can still be used, as introduced in section 3.3. The approximation $u_{h,P} \in V_{h,P}$ can be written $u_{h,P} = \varphi(x, \theta)u(\theta)$, with $u(\theta) = \sum_{\alpha \in I_P} u_{\alpha} H_{\alpha}(\theta)$. The standard Galerkin approximation is still defined by problem (19). Although the approximation has not a tensor product structure, coefficients $u_{\alpha} \in \mathbb{R}^N$ are still defined by the system of equations (20), where components of random matrix $A$ and random vector $b$ can be written as integral on the reference domain. For every function $f(x, \theta)$, with $x \in \Omega(\theta)$, let $f^0(x^0, \theta) = f(T(x^0, \theta), \theta)$ be the corresponding function defined on $\Omega^0 \times \Theta$. Then, components of $A$ and $b$ write:

$$
(A(\theta))_{ij} = a(\varphi_j, \varphi_i; \theta) = \int_{\Omega^0} \varepsilon(\varphi^0_j) : C^0 : \varepsilon(\varphi^0_i) J^0 \, dx^0, \tag{27}
$$

$$
(b(\theta))_i = b(\varphi_i; \theta) = \int_{\Omega^0} \varphi^0_i \cdot f^0 \cdot J^0 \, dx^0 + \int_{\Gamma^0} \varphi^0_i \cdot F^0 \cdot J^0_2 \, ds^0, \tag{28}
$$

where $J^0$ and $J^0_2$ are the jacobians of mappings $T$ and $T_{|2}$ respectively. In equation (27), the strain term can be written as follows: $\varepsilon(\varphi^0_j) = \frac{1}{2} \left( \frac{\partial \varphi^0_j}{\partial x} + \frac{\partial \varphi^0_j}{\partial x^T} \right)$. The randomness on the geometry is then only contained in mappings $T$ and $T_{|2}$ and their jacobians. However, the integration of the left and right-hand sides of system (20) is not so trivial and necessitates a particular attention. An a priori explicit stochastic representation of the mappings can facilitate this integration.

Another definition of the approximation, based on a projection method, can also be used. It still consists in defining the random vector $u \in \mathbb{R}^N \otimes S_P$ by equations (23) and (24). However, in this case, the approximation $u_{h,P}$ appears to be the projection of the semi-discretized solution with respect to the following inner product on $V$:

$$
\langle u, v \rangle = \int_{\Omega(\theta)} \int_{\Omega^0} u \cdot v(J) \cdot J^{-1} \, dx \, dP(\theta)
= \int_{\Theta} \int_{\Omega^0} u^0 \cdot v^0 \, dx \, dP(\theta). \tag{29}
$$

### 4.2.4 Remarks

Compared to classical finite element techniques with remeshings, this method has the advantage to do not require any remeshing. It also leads to a complete description of the stochastic solution. However, some drawbacks can be pointed
out. First, the construction of mapping $T$ is not so trivial and necessitates the elaboration of ad-hoc numerical techniques [40,13]. Regularity requirements on the random mapping avoid dealing with general random domains, and in particular with topology changes. Moreover, since the approximation space has not a tensor product structure, a simple post-processing of random vector $u$ does not give meaningful information on the solution. For example, the expectation $E(u)$ leads to the expectation of $u^0(x^0, \theta)$ but not the expectation of the physical displacement field $u(x, \theta)$ at a given point $x$.

5 The eXtended Stochastic Finite Element Method (X-SFEM)

In this section, we present the basic principles of the eXtended Stochastic Finite Element Method (X-SFEM), which is the extension of the X-FEM method in the stochastic framework. In this article, we only deal with random shapes. This is a degenerated case of the X-FEM method [19,20] where only a classical finite element approximation can be used, without enrichment of the approximation space by the partition of unity method. In this section, the method is introduced from a theoretical point of view. Computational aspects related to the construction of the approximation will be detailed in the following section.

5.1 Reformulation of the problem on a deterministic domain

We introduce a deterministic spatial domain $B$ which contains all outcomes of the random domain, i.e. $\bigcup_{\theta \in \Theta} \Omega(\theta) \subset B$ (figure 3).

![Fig. 3. Deterministic domain $B$ including all outcomes of the random domain $\Omega(\theta)$](image)

The problem is then reformulated by considering prolongation of functions of $V$ on $B \times \Theta$. The aim of working in this deterministic domain is to facilitate the construction of approximation spaces, independently of the random geometry. We first introduce the function space

$$\mathcal{U}(\theta) = \{v \in (H^1(B))^d; v = 0 \text{ on } \Gamma_1(\theta)\}. \quad (30)$$
Then, the prolongation of the stochastic solution $u$ will be searched in the following function space

$$\mathcal{V} = \{ v : \theta \in \Theta \rightarrow v(\cdot, \theta) \in \overline{U}(\theta); \int_{\Theta} \| v \|^2_{\overline{U}(\theta)} dP(\theta) < \infty \} := L^2(\Theta, dP; \overline{U})$$  \hspace{1cm} (31)

The stochastic problem (6) can now be equivalently reformulated as follows: find $u \in \mathcal{V}$ such that

$$A(u, v) = L(v) \quad \forall v \in \mathcal{V}$$  \hspace{1cm} (32)

where bilinear form $A$ and linear form $L$ are defined as in the initial formulation (6). Bilinear form $A$ is clearly only semi-coercive on $\mathcal{V}$, such that there exists infinitely many solutions of problem (32). However, we can show that the “physical part” of these solutions is unique and coincides with the solution of the initial problem (6) (see [15]). The physical part of a solution $u \in \mathcal{V}$ is the restriction $u|_{\mathcal{P}}$ of $u$ on the physical domain $\mathcal{P}$ of $B \times \Theta$, defined by

$$\mathcal{P} = \{(x, \theta) \in B \times \Theta; x \in \Omega(\theta)\}. \hspace{1cm} (33)$$

In other words, all solutions of problem (32) differs by functions whose support is included in the complementary subset of $\mathcal{P}$, which can be called the “non-physical domain”. In the following, we will denote by $I_{\mathcal{P}}(x, \theta)$ the indicator function of $\mathcal{P}$, defined on $B \times \Theta$, which writes

$$I_{\mathcal{P}}(x, \theta) = \begin{cases} 1 & \text{if } (x, \theta) \in \mathcal{P} \\ 0 & \text{otherwise} \end{cases} \hspace{1cm} (34)$$

where $I_{\Omega(\theta)}(x)$ is the classical indicator function of spatial domain $\Omega(\theta)$. Bilinear form $A$ and linear form $L$ can be equivalently rewritten as follows:

$$A(u, v) = \int_{\Theta} \int_{B} \varepsilon(v) : C : \varepsilon(u) I_{\mathcal{P}} dx dP(\theta), \hspace{1cm} (35)$$

$$L(v) = \int_{\Theta} \int_{B} v \cdot f I_{\mathcal{P}} dx dP(\theta) + \int_{\Theta} \int_{\Gamma_{2}(\theta)} v \cdot F \, ds \, dP(\theta). \hspace{1cm} (36)$$

5.2 Representation of the geometry using random level-sets

5.2.1 Random level-sets

Here, we represent the random geometry in an implicit manner using the level-set technique [18]. The level-set technique consists in representing an hypersurface $\Gamma$ in $\mathbb{R}^d$ by the iso-zero of a function $\phi$ called a level-set function. Then,
to represent a random hyper-surface $\Gamma(\theta)$, it is natural to introduce a random level-set function $\phi(x, \theta)$ such that

$$\Gamma(\theta) = \{x \in \mathbb{R}^d; \phi(x, \theta) = 0\}.$$  \hspace{1cm} (37)

The level-set is generally taken as the signed distance function to the hyper-surface: $\phi(x, \theta) = \pm \text{dist}(x, \Gamma(\theta))$. The distance function have some interesting properties. For example, on the hyper-surface, the gradient of $\phi$ with respect to $x$ is the unitary normal to the hyper-surface. Let us note that the dirac measure on $\Gamma(\theta)$, characterized by a level-set $\phi$, can be written $\delta_{\Gamma(\theta)}(x) = \delta(\phi(x, \theta))$, where $\delta$ is the classical dirac delta function.

Fig. 4. Random level-set $\phi(x, \theta)$ whose iso-zero represents the boundary of random domain $\Omega(\theta)$

Here, the hyper-surface to be represented can be the complete boundary $\partial \Omega(\theta)$ of domain $\Omega$ (figure 4) or a part of this boundary. By convention, we consider that $\phi(\cdot, \theta)$ takes negative values on random domain $\Omega(\theta)$ and positive values on the complementary domain in $B$. The random domain $\Omega(\theta)$ and its boundary can then be characterized by

$$\Omega(\theta) = \{x \in B; \phi(x, \theta) < 0\},$$

$$\partial \Omega(\theta) = \{x \in B; \phi(x, \theta) = 0\} \cup \{x \in \partial B; \phi(x, \theta) < 0\}.$$ \hspace{1cm} (39)

The indicator function of the physical domain, defined by (34), can then be simply written in terms of the level-set:

$$I_P(x, \theta) = I_{\Omega(\theta)}(x) = \mathcal{H}(\phi(x, \theta))$$ \hspace{1cm} (40)

where $\mathcal{H} : \mathbb{R} \to \{0, 1\}$ is the heaviside function defined by $\mathcal{H}(y) = \begin{cases} 1 & \text{if } y > 0 \\ 0 & \text{if } y \leq 0 \end{cases}$.

In order to define boundary conditions, we also need to describe random parts of the boundary $\partial \Omega$. This description is also greatly simplified by using the level-set technique. Let us see for example how to describe $\Gamma_2(\theta)$, where surface loads are applied, and how to define integrals on $\Gamma_2$. Two first cases can be encountered:
\[ \Gamma_2 = \{ x \in B; \phi = 0 \} : \]
\[ \int_{\Gamma_2(\theta)} f \, ds = \int_B f \delta(\phi) \, dx \]  \tag{41}

\[ \Gamma_2 = \{ x \in \partial_2 B; \phi < 0 \} : \]
\[ \int_{\Gamma_2(\theta)} f \, ds = \int_{\partial_2 B} f \mathcal{H}(-\phi) \, ds \]  \tag{42}

In (41), \( \Gamma_2 \) is the iso-zero of the level-set \( \phi \). In (42), \( \Gamma_2 = \partial_2 B \cap \Omega \), where \( \partial_2 B \) is a deterministic part of the boundary of \( B \). Of course, these cases do not span all the possibilities. For example, a specific treatment is required if \( \Gamma_2 \) is only included in the hyper-surfaces described in (41) and (42). A possibility consists in introducing an auxiliary level-set \( \tilde{\phi} \) whose iso-zero characterizes the boundary of the hyper-surface. If we consider by convention that \( \tilde{\phi} \) takes negative values on \( \Gamma_2 \), that leads to the following two other cases:

\[ \Gamma_2 = \{ x \in B; \phi = 0; \tilde{\phi} < 0 \} : \]
\[ \int_{\Gamma_2(\theta)} f \, ds = \int_B f \mathcal{H}(-\tilde{\phi}) \delta(\phi) \, dx \]  \tag{43}

\[ \Gamma_2 = \{ x \in \partial_2 B; \phi < 0; \tilde{\phi} < 0 \} : \]
\[ \int_{\Gamma_2(\theta)} f \, ds = \int_{\partial_2 B} f \mathcal{H}(-\phi) \mathcal{H}(-\tilde{\phi}) \, ds \]  \tag{44}

The case of equation (43) is illustrated on figure 5.

Fig. 5. Level-set \( \tilde{\phi}(\cdot, \theta) \) whose iso-zero on \( \partial\Omega(\theta) \) represents the boundary of hyper-surface \( \Gamma_2(\theta) \)

5.2.2 On the construction of levels-sets

For some particular shapes (circles, hyper-planes, ellipses, polygones, etc), an explicit expression of level-sets can be used [20]. Then, considering the parameters of these level-sets as random variables (e.g. center coordinates and radius of the circle, etc), we easily define the associated random level-sets.
In the context of the level-set technique, a simple way to obtain more complex geometries consists in using classical boolean operations on basic domains. Let us suppose that $\Omega_1$ and $\Omega_2$ are two random domains, respectively characterized by random level-sets $\phi_1$ and $\phi_2$. Then, we want to define a random domain $\Omega$, characterized by a random level-set $\phi$, by doing boolean operations on $\Omega_1$ and $\Omega_2$. Below, we present classical boolean operations and the associated manipulations on level-sets:

- **union**: $\Omega = \Omega_1 \cup \Omega_2$,
  \[ \phi(x, \theta) = \min\{\phi_1(x, \theta), \phi_2(x, \theta)\} \]  

- **intersection**: $\Omega = \Omega_1 \cap \Omega_2$,
  \[ \phi(x, \theta) = \max\{\phi_1(x, \theta), \phi_2(x, \theta)\} \]  

- **complement**: $\Omega = \Omega_1^c$,
  \[ \phi(x, \theta) = -\phi_1(x, \theta) \]

In this article, we will consider that level-sets are obtained by the above techniques and that the probabilistic characterization of these level-sets is given. The question of the probabilistic identification of random level-sets, as well as the representation of more general random shapes by level-sets, will be introduced in a subsequent paper.

### 5.2.3 Discretization of level-sets

In practice, a level-set is approximated at the space level by introducing a finite element mesh of domain $B$. This mesh can be different from the one which is used for the approximate solution. However, the use of the same finite element mesh greatly simplifies the computational aspects within the context of X-SFEM. We denote by $\{\varphi_i(x)\}_{i \in I}$ the set of finite element interpolation functions associated with the nodes $\{x_i\}_{i \in I}$ of the mesh. A level-set, approximated at the space level, writes $\phi(x, \theta) = \sum_{i \in I} \varphi_i(x) \phi_i(\theta)$, where the $\phi_i(\theta)$ are the nodal values of the random level-set, which are random variables. In this article, we will consider a linear interpolation for the level-set. The iso-zero of the approximate level-sets is then continuous and piecewise linear, thus approximating the geometry piecewise linearly.

The randomness on the geometry is completely contained in the random level-sets. Level-sets, after the stochastic modeling step (see section 2.4), can be expressed in terms of basic random variables $\xi$. In some cases, a simple and explicit representation of the level-set in terms of $\xi$ could be available. However, in practice, an approximation of the level-set at the stochastic level can
be convenient from a computational point of view. It consists in decomposing the level-set on a suitable stochastic basis (in practice the same as for the approximate solution): \( \phi(x, \xi(\theta)) = \sum_{i \in I} \sum_{\alpha} \varphi_i(x) H_{\alpha}(\xi(\theta)) \phi_{i,\alpha} \). Giving the coefficients \( \phi_{i,\alpha} \) then allow a complete characterization of the approximate random geometry and a quick evaluation of outcomes of the random level-set.

5.3 Discussion on boundary conditions

In the case where only Neumann boundary conditions are applied (\( \Gamma_1 = \emptyset \)), \( \nabla = L^2(\Theta, dP; (H^1(B))^d) \) has a tensor product structure, i.e. \( \nabla \cong L^2(\Theta, dP) \otimes (H^1(B))^d \). A classical tensor product approximation can then be easily constructed.

In the case where Dirichlet boundary conditions are applied on the random boundary’s part \( \Gamma_1 \), \( \nabla \) has no more a tensor product structure. A reformulation of the problem must then be introduced if we want to work in a tensor product function space for the displacement field and then facilitates the construction of approximation spaces. A possible way to achieve this is to introduce a Lagrange multiplier \( p \) in order to impose the Dirichlet boundary conditions in a weak sense. The problem can be reformulated as follows: find \( u \in S \otimes (H^1(B))^d \) and \( p \in Q \) such that \( \forall v \in S \otimes (H^1(B))^d \) and \( \forall q \in Q \),

\[
A(u, v) + \int_{\Theta} \int_{\Gamma_1(\theta)} p \cdot v \, ds \, dP(\theta) = L(v),
\]

\[
\int_{\Theta} \int_{\Gamma_1(\theta)} q \cdot u \, ds \, dP(\theta) = 0.
\]

A natural choice consists in introducing a boundary supported Lagrange multiplier, whose function space is defined by

\[
Q = \{ p : \theta \mapsto p(\cdot, \theta) \in H^{-1/2}(\Gamma_1(\theta)); \int_{\Theta} \| p(\cdot, \theta) \|^2_{H^{-1/2}(\Gamma_1(\theta))} dP(\theta) < \infty \}.
\]

Although the construction of an approximation space for the displacement field is then greatly simplified, a particular care must still be taken for the choice of the approximation space of \( Q \) in order to satisfy the discrete inf-sup condition [41]. In the case where \( \Gamma_1 \) is deterministic, \( Q \cong S \otimes H^{-1/2}(\Gamma_1) \) has a tensor product structure. The construction of approximation spaces can then be made independently at space and stochastic levels. It allows taking part of previous works in the deterministic context for a suitable construction of approximation subspaces of \( (H^1(B))^d \) and \( H^{-1/2}(\Gamma_1) \). For example, the methodology proposed in [42,43] can be used.

Of course, when \( \Gamma_1 \) is random, \( Q \) has no more a tensor product structure. An alternative could consist in introducing a distributed Lagrange multiplier, with
\( \Omega \subset L^2(B) \otimes \mathcal{S} \), while keeping the same weak formulation. This allows to obtain a formulation with tensor product function spaces for both displacement field and Lagrange multiplier. Finally, to avoid the use of Lagrange multiplier, other alternatives could also be used to impose Dirichlet boundary conditions, such as penalty method [44] or Nitsche’s method [45]. Those different strategies will be investigated in a subsequent article.

### 5.4 Definition of approximation spaces

From now on, we will consider that \( \Gamma_1 \) is deterministic and is contained in the boundary \( \partial B \) of the deterministic domain (figure 6). The first condition makes that \( \mathcal{V} \) recovers a tensor product structure

\[
\mathcal{V} = L^2(\Theta, d\mu; \mathcal{U}) \cong L^2(\Theta, d\mu) \otimes \mathcal{U}.
\]

The second condition makes classical the construction of a finite element subspace in \( \mathcal{U} \), which satisfies the Dirichlet boundary conditions.

![Fig. 6. Case of a deterministic boundary part \( \Gamma_1 \subset \partial B \)](image)

Let \( T_h \) be a finite element mesh of domain \( B \) and \( \{ \varphi_i \}_{i=1}^N \) be a finite element approximation basis in \( \mathcal{U} \). The approximation space at the space level can then be written:

\[
\mathcal{U}_h = \{ \mathbf{v}(x) = \sum_{i=1}^N \varphi_i(x) v_i = \varphi(x) \mathbf{v}, \mathbf{v} \in \mathbb{R}^N \}.
\]

A semi-discretized approximation space \( \mathcal{V}_h \subset \mathcal{V} \) is defined as follows:

\[
\mathcal{V}_h = \mathcal{S} \otimes \mathcal{U}_h = \{ \mathbf{v}(x, \theta) = \varphi(x) \mathbf{v}(\theta), \mathbf{v} \in \mathcal{S} \otimes \mathbb{R}^N \}.
\]

At the stochastic level, we introduce the approximation space \( \mathcal{S}_P \subset \mathcal{S} \), defined in (17). Finally, as in equation (18), we introduce the following approximation space in \( \mathcal{V} \):

\[
\mathcal{V}_{h,P} = \mathcal{S}_P \otimes \mathcal{U}_h = \{ \mathbf{v}(x, \theta) = \varphi(x) \mathbf{v}(\theta), \mathbf{v} \in \mathcal{S}_P \otimes \mathbb{R}^N \}.
\]
The Galerkin approximation $u_{h,P} \in \overline{V}_{h,P}$ is defined by

$$A(u_{h,P}, v_{h,P}) = L(v_{h,P}) \quad \forall v_{h,P} \in \overline{V}_{h,P},$$

(55)

which is equivalent to the following system of equations:

$$\sum_{\alpha \in j_P} E(H_\beta A H_\alpha) u_\alpha = E(b H_\beta) \quad \forall \beta \in j_P.$$  

(56)

Computational aspects related to the resolution of problem (56) will be detailed in the following section. Below, we show that the Galerkin approximation can be said optimal in a certain sense with respect to the exact solution. Since $A$ is symmetric, continuous and coercive on $V$, it defines an inner product on $V$, defined $\forall u, v \in V$ by

$$\langle u, v \rangle_A = A(u, v).$$

(57)

We denote by $\| \cdot \|_A$ the associated norm. By prolongation, $\langle \cdot, \cdot \rangle_A$ (resp. $\| \cdot \|_A$) defines a semi-inner product (resp. semi-norm) on $\overline{V}$. Let us denote by $u \in \overline{V}$ a solution of problem (32). Then, the Galerkin approximation $u_{h,P}$ is the optimal approximation of $u$ in $\overline{V}_{h,P}$ with respect to the semi-norm $\| \cdot \|_A$:

$$\| u_{h,P} - u \|_A = \min_{v_{h,P} \in \overline{V}_{h,P}} \| v_{h,P} - u \|_A.$$  

(58)

Equation (58) can also be interpreted as follows: $u_{h,P}$ is the projection of $u$ on $\overline{V}_{h,P}$ with respect to the inner-product $\langle \cdot, \cdot \rangle_A$. The semi-inner product giving no weight to the non-physical part of the solution, it can also be interpreted as follows: the physical part of the approximate solution $u_{h,P}$ is the projection of the exact physical solution $u|_P$ with respect to the inner product $\langle \cdot, \cdot \rangle_A$ on $V$. We will see in examples that the Galerkin approximation leads to a very good approximation of the exact physical solution.

**Remark 2 (Non-uniqueness of the approximation)** System (56) may be only semi-definite, which means that the Galerkin approximation may not be unique. It is the case if a basis function $\varphi_i(x) H_\alpha(\theta)$ is in the left kernel of bilinear form $A$, which is only semi-coercive on $\overline{V}$. This occurs if the measure of the intersection between the support of the basis function and the physical domain $P$ is zero, i.e.

$$\mu(\text{supp}(\varphi_i(x) H_\alpha(\theta)) \cap P) = 0,$$

(59)

where $\mu = \lambda \otimes P$ is the product measure on $B \times \Theta$, with $\lambda$ the Lebesgue measure on $B$. The support of the basis function is defined by

$$\text{supp}(\varphi_i(x) H_\alpha(\theta)) = \text{closure}(\{ (x, \theta) \in B \times \Theta; \varphi_i(x) H_\alpha(\theta) \neq 0 \}).$$

(60)
The associated degree of freedom is undetermined but since it only contributes to the non-physical part of the solution, it can be arbitrarily chosen. In practice, they can be easily detected in the resolution procedure since they correspond to zero diagonal terms of the system of equation (56), i.e. \( E((A)_{ii}H_\alpha H_\alpha) = 0 \). Of course, one can also use any linear solver allowing the obtention of a particular solution of a singular linear system of equations.

In the particular case where \( \text{supp}(H_\alpha) = \Theta \), which is the case when we use classical polynomial chaos basis, condition (59) is equivalent to \( P(\{\lambda(\text{supp}(\varphi_i)) \cap \Omega) = 0\}) = 1 \) and occurs if the set of elements in \( T_h \) composing \( \text{supp}(\varphi_i) \) is almost surely outside the domain \( \Omega \). Elements surely outside the domain being automatically detected by the resolution procedure proposed in the following section, the detection of undetermined degrees of freedom is straightforward. In the contrary, if all elements in \( T_h \) have a non-zero probability to intersect the domain \( \Omega \), the Galerkin approximation is unique.

5.6 About projection methods

5.6.1 A \( L^2 \) projection method based on X-FEM (P-X-FEM)

Here, we present another definition of the approximation which can be obtained by simply applying a classical \( L^2 \) projection method (see section 3.3.2), where the deterministic code is based on the deterministic X-FEM method. Let \( u_h \in \mathcal{V}_h \) be a solution of the semi-discretized problem:

\[
A(u_h, v_h) = L(v_h) \quad \forall v_h \in \mathcal{V}_h.
\]

(61)

Denoting by \( u_h = \varphi(x)u(\theta) \), the random vector \( u(\theta) \) verifies \( P \)-almost surely

\[
A(\theta)u(\theta) = b(\theta).
\]

(62)

Equation (62) corresponds to the classical system of equations which could be obtained by the X-FEM method, when considering the deterministic problem associated with elementary event \( \theta \). \( A(\theta) \) may be only semi-definite positive. A natural definition of a pseudo-inverse \( A(\theta)^+ \) of \( A(\theta) \) consists in setting to zero the undetermined degrees of freedom. They correspond to basis functions \( \varphi_i \) whose support is such that \( \lambda(\text{supp}(\varphi_i)) \cap \Omega(\theta)) = 0 \), where \( \lambda \) is the classical Lebesgue measure, or equivalently to basis functions \( \varphi_i \) such that all finite elements composing \( \text{supp}(\varphi_i) \) are outside the domain \( \Omega(\theta) \).

A classical projection method, as introduced in section 3.3.2, would then consist in projecting \( u \) on \( S_P \otimes \mathbb{R}^N \) with respect to the natural inner-product in \( L^2(\Theta, dP; \mathbb{R}^N) \). The coefficients \( u_\alpha, \alpha \in J_P \), of the approximate solution
\( \mathbf{u}_{h,P} \in \overline{V}_{h,P} \) are then approximated by a suitable stochastic integration

\[
\mathbf{u}_a = E(H_a \mathbf{u}) \approx \sum_k \omega_k H_a(\theta_k) A^\dagger(\theta_k) \mathbf{b}(\theta_k).
\]  (63)

At the continuous level, this is equivalent to define \( \mathbf{u}_{h,P} \) as the projection of \( \mathbf{u}_h \in V_h \) on \( \overline{V}_{h,P} \) in the following sense:

\[
\| \mathbf{u}_{h,P} - \mathbf{u}_h \|_{L^2(B \times \Theta, d\mu)} = \min_{\mathbf{v}_{h,P} \in \overline{V}_{h,P}} \| \mathbf{v}_{h,P} - \mathbf{u}_h \|_{L^2(B \times \Theta, d\mu)},
\]  (64)

where \( \mu = \lambda \otimes P \) is the product measure on \( B \times \Theta \), and

\[
\| \mathbf{v} \|_{L^2(B \times \Theta, d\mu)}^2 = \int_{\Theta} \int_B \mathbf{v}(x, \theta) \cdot \mathbf{v}(x, \theta) dx dP(\theta).
\]  (65)

As we will see in examples, this strategy leads to a relatively bad approximation, compared to the Galerkin approximation. In fact, significant errors are made on finite elements \( K \in \mathcal{T}_h \) which have a non-zero probability to be outside the domain but also a non-zero probability to intersect the domain, i.e. \( 0 < P(\{ \lambda(K \cap \Omega(\theta)) = 0 \}) < 1. \)

5.6.2 What should be a good projection method based on X-FEM?

The problem with the above classical projection method is that it gives a weight to the non-physical part of the solution, obtained by an artificial prolongation to zero of the solution. In fact, a good projection technique should be based on a physical norm of the solution, as for the Galerkin approach. For example, we could define the approximate solution by

\[
\| \mathbf{u}_{h,P} - \mathbf{u}_h \|_{L^2(\mathcal{P}, d\mu)} = \min_{\mathbf{v}_{h,P} \in \overline{V}_{h,P}} \| \mathbf{v}_{h,P} - \mathbf{u}_h \|_{L^2(\mathcal{P}, d\mu)},
\]  (66)

where \( \mathbf{u}_h(x, \theta) = \varphi(x) \mathbf{u}(\theta) \) is the semi-discretized solution and where the norm \( \| \cdot \|_{L^2(\mathcal{P}, d\mu)} \) is a classical \( L^2 \)-norm on the restriction of functions on the physical domain \( \mathcal{P} \). That leads to solve the following stochastic problem:

\[
\int_{\Theta} \int_{\Omega(\theta)} \mathbf{v}_{h,P} \cdot \mathbf{u}_{h,P} dx dP(\theta) = \int_{\Theta} \int_{\Omega(\theta)} \mathbf{v}_{h,P} \cdot \mathbf{u}_h dx dP(\theta).
\]  (67)

Problem (67) is equivalent to the following system of equations:

\[
\sum_{\alpha \in \mathcal{J}_P} E(H_{\beta}M\mathbf{a}) \mathbf{u}_a = E(H_{\beta}M\mathbf{u}) \quad \forall \beta \in \mathcal{J}_P,
\]  (68)
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where $M : \Theta \rightarrow \mathbb{R}^{N \times N}$ is the random geometrical mass matrix, whose coefficients are defined by

$$
(M(\theta))_{ij} = \int_{\Omega(\theta)} \varphi_i(x) \cdot \varphi_j(x) \, dx = \int_B \varphi_i(x) \cdot \varphi_j(x) \, I_P(x, \theta) \, dx.
$$

(69)

A good projection method, based on a projection of the physical part of the solution, then leads to the resolution of a problem similar to (56), which is obtained by the Galerkin method. This “good” projection method based on X-FEM would lead to the same computational aspects as X-SFEM.

6 Computational aspects of X-SFEM

In this section, we focus on the computational aspects of the X-SFEM method, i.e. the construction and resolution of the discretized problem (55), leading to the Galerkin approximation. We will first present the general resolution procedure, which is quite classical in the context of stochastic finite element methods. Then, we will come back on numerical aspects which are specific to the X-SFEM method. From now on, we consider that the probabilistic content of the problem is represented by a finite set of random variables $\xi$. We denote by $({\Theta, B, P_\xi})$ the associate finite-dimensional probability space. All random quantities will then be expressed in terms of $\xi$ instead of $\theta$ (see section 2.4).

6.1 The general resolution procedure

The coefficients of the Galerkin approximation $u_{h,p} \in \bar{V}_{h,p}$ are solution of the following system of equations:

$$
\sum_{\alpha \in J_p} E(H_\beta A H_\alpha) u_\alpha = E(b H_\beta) \quad \forall \beta \in J_p,
$$

(70)

where $A$ and $b$ are respectively the random finite element matrix and vector. A first step generally consists in decomposing these quantities on the orthonormal basis $\{H_\alpha\}_{\alpha \in J}$ of $S = L^2(\Theta, dP_\xi)$:

$$
A = \sum_{\gamma \in J_A} A_\gamma H_\gamma \quad \text{with} \quad A_\gamma = E(A H_\gamma),
$$

(71)

$$
b = \sum_{\gamma \in J_b} b_\gamma H_\gamma \quad \text{with} \quad b_\gamma = E(b H_\gamma).
$$

(72)

From orthonormality of the basis functions, the coefficients of the decomposition of $b$ lead directly to the right-hand side terms of system (70). Then,
these coefficients must be computed only for indices $J_b = J_P$. The left hand side terms of system (70) can be written

$$E(A H_{\alpha} H_{\beta}) = \sum_{\gamma \in J_A} A_{\gamma} E(H_{\gamma} H_{\alpha} H_{\beta}).$$

(73)

When using polynomial (eventually piecewise polynomial) basis functions $\{H_{\alpha}\}$, if $J_P$ corresponds to polynomial up to degree $p$, the coefficients $A_{\gamma}$ must only be computed for the set of indices $J_A$ corresponding to polynomial functions up to degree $2p$. Indeed, $E(H_{\gamma} H_{\alpha} H_{\beta}) = 0$ for $\gamma \in (J \setminus J_A)$. Computing $E(H_{\gamma} H_{\alpha} H_{\beta})$ is classical within the context of Galerkin stochastic finite element methods. These quantities only depend on the chosen stochastic basis and are generally pre-computed. In the case where we use classical polynomial chaos or generalized polynomial chaos, an analytical expression of these quantities is sometimes available.

Finally, system (70), which is a huge system of size $P \times N$, is classically solved by iterative solvers as preconditioned conjugate gradient [46,6,7]. These solvers take part of the sparsity of the system, coming both from the sparse structure of random matrix $A$ and from orthogonality properties of basis functions in $S_P$. Some alternative resolution techniques can be used at this step for saving computational times and memory requirements [3,8].

6.2 Computing the stochastic decomposition of random matrix and vector

In the general resolution procedure presented above, the only step which requires further details concerns the stochastic decomposition of random matrix and vector. To simplify the presentation, we consider that material properties (represented by tensor $C$) and loadings ($F$ and $f$) are deterministic. Also to simplify the presentation, we consider that surface loads are applied on a random part of the boundary $\Gamma_2$ which can be characterized by the level-set $\phi$ as follows: $\Gamma_2(\xi) = \{x \in B; \phi(x, \xi) = 0\} \cup \{x \in \partial_B; \phi(x, \xi) < 0\}$, where $\partial_B$ is a part of the boundary $\partial B$. This is a combination of the two cases introduced in (41) and (42).

6.2.1 Decomposition of elementary matrices and vectors

Finite element matrix and vector are obtained by assembling element contributions:

$$A(\xi) = \sum_{K \in \mathcal{E}_h} A_K(\xi), \quad b(\xi) = \sum_{K \in \mathcal{E}_h} b_K(\xi).$$

(74)
where components of elementary matrices and vectors are defined by

\[
(A_K)_{ij} = \int_{K} \epsilon(\varphi_j) : C : \epsilon(\varphi_i) \mathcal{H}(-\phi) \, dx, \quad (75)
\]

\[
(b_K)_i = \int_{K} \varphi_i \cdot f \mathcal{H}(-\phi) \, dx + \int_{\partial K \cap \partial \gamma_2 B} \varphi_i \cdot F \delta(\phi) \, ds + \int_{K} \varphi_i \cdot F \mathcal{H}(-\phi) \, dx. \quad (76)
\]

The stochastic decompositions (71) and (72) can be performed element by element. Then, we need to compute coefficients \( \{A_{K,\gamma}\}_{\gamma \in \mathcal{A}} \) and \( \{b_{K,\gamma}\}_{\gamma \in \mathcal{B}} \), defined by

\[
A_{K,\gamma} = E(A_K(\xi)H_\gamma(\xi)) = \int_{\Theta} A_K(y)H_\gamma(y) \, dP_\xi(y), \quad (77)
\]

\[
b_{K,\gamma} = E(b_K(\xi)H_\gamma(\xi)) = \int_{\Theta} b_K(y)H_\gamma(y) \, dP_\xi(y). \quad (78)
\]

Coefficients of the decomposition can be obtained by a suitable integration on \( \Theta \) with respect to probability measure \( dP_\xi \). Let us denote by \( Q_K = \{ (\xi, \omega) \} \) a quadrature rule, where \( \xi \) and \( \omega \) denote respectively integration points and integration weights, such that

\[
E(f(\xi)) = \int_{\Theta} f(y) \, dP_\xi(y) \approx \sum_{(\xi,\omega) \in Q_K} \omega f(\xi). \quad (79)
\]

Computing coefficients of the decomposition then requires computing element quantities \( A_K(\xi) \) and \( b_K(\xi) \) for some given elementary events \( \xi \), corresponding to given outcomes \( \phi(\cdot, \xi) \) of the random level-set. These computations are classical within the context of the deterministic X-FEM method [20]. If the element is cut by the iso-zero of the level set \( \phi(\cdot, \xi) \), a suitable subdivision of the element and of its edges, illustrated on figure 7, allows defining a spatial numerical integration on \( K \cap \Omega(\xi), \partial K \cap \Gamma_2(\xi) \) and \( K \cap \Gamma_2(\xi) \).

The question is then: how to define a suitable quadrature rule \( Q_K \) on \( \Theta \)? Of course, it depends on the regularity of \( A_K(\xi) \) and \( b_K(\xi) \) with respect to \( \xi \). For example, if components of \( A_K(\xi) \) were polynomial of degree up to \( j \) with respect to \( \xi \), and if we were using polynomial basis functions \( H_\alpha \) up to degree \( p \), the integration of \( (A_K H_\alpha) \) on \( \Theta \) would require the integration of polynomial functions of degree \( p + j \). We could then construct a classical Gaussian quadrature rule associated with measure \( dP_\xi \), leading to an exact computation of coefficients \( A_{K,\gamma} \).
6.2.2 Stochastic regularity of element matrices and vectors

Let us take a simple example to analyze the regularity of element matrices and vectors with respect to random variables \( \xi \). We consider that the spatial mesh \( T_h \) is composed by 3-nodes triangles. We also consider that the material is homogeneous and deterministic. Basis functions \( \varphi_i \) being linear on an element \( K \in T_h \), element matrix \( A_K(\xi) \) writes

\[
A_K(\xi) = A^0_K \int_K H(-\varphi(x, \xi)) \, dx = A^0_K \lambda(K \cap \Omega(\xi)),
\]

where \( (A^0_K)_{ij} = \varepsilon(\varphi_i) : C : \varepsilon(\varphi_j) \) is a constant matrix. In this case, the stochastic regularity of \( A_K \) only depends on the regularity of the function \( \lambda(K \cap \Omega(\xi)) \), which is the measure of the intersection between \( K \) and the physical domain. Let us consider that the iso-zero of the level-set is a hyperplane with a fixed unitary normal \( a \) and a position which depends on a unique random variable \( \xi \). The level-set can be written \( \phi(x, \xi) = x \cdot a - \xi \). Figure 8 illustrates the dependence on \( \xi \) of the function \( \lambda(K \cap \Omega(\xi)) \). The stochastic domain, included in \( \mathbb{R} \), can be split into four intervals. On \( ]-\infty, \xi_1[ \), \( \lambda(K \cap \Omega(\xi)) \) is equal to zero, on \( ]\xi_1, \infty[ \), it is constant and equal to \( \lambda(K) \). On the two other intervals \( ]\xi_1, \xi_2[ \) and \( ]\xi_2, \xi_3[ \), \( \lambda(K \cap \Omega(\xi)) \) is polynomial of degree 2 with respect to \( \xi \). These last two intervals correspond to the case where the iso-zero of the level-set is cutting two edges of the element, each interval being associated with a different pair of edges.

In the same way, if surface loads \( F \) and body loads \( f \) are polynomial functions of \( x \), we can easily show that the surface loads and body loads contributions in \( b_K \) are piecewise polynomial with respect to \( \xi \). Then, it is clear that such functions of \( \xi \) can’t be integrated by a classical quadrature constructed on the whole stochastic domain. The idea is then to build a suitable partition of the stochastic domain, on which finite element quantities are piecewise regular, in order to define a suitable quadrature rule.
Fig. 8. Function $\lambda(\mathcal{K} \cap \Omega(\xi))$ as a function of $\xi$. Level-set $\phi(x, \xi) = x \cdot a - \xi$

In fact, the above partition of $\Theta$ can be completely characterized by the values of the random level-set. Indeed, we can observe that each stochastic subdomain corresponds to a constant state of the element $K$, defined by the sign of the level-set at the nodes of the element. For our example, the four states of the element, corresponding to each subdomain of $\Theta$, are illustrated on figure 9.

Fig. 9. Sign of the level-set $\phi(\cdot, \xi)$ at nodes of element $K$ for each stochastic subdomain.

6.2.3 Partitioning the stochastic domain for integration

Following the above observations, we here introduce a general procedure to create a partition of the stochastic domain which is adapted to a finite element $K$. This will allow us to define a suitable quadrature rule on $\Theta$ for integrating element matrix and vector. This procedure only requires the use of the set
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of values of the level-set at the nodes $I_K$ of the finite element, denoted by $(\phi_i(\xi))_{i \in I_K}$.

We suppose that random variables $\xi = (\xi_1, \ldots, \xi_m)$ are statistically independent and that each $\xi_j$ is a uniform random variable with values in $[a_j, b_j]$. This can be obtained by a suitable iso-probabilistic mapping of the basic random variables. Then, the stochastic domain is the hyper-rectangle $\Theta = \prod_{j=1}^m [a_j, b_j] \subset \mathbb{R}^m$.

For a given elementary event $\xi$, we define the state of an element by $S_K(\xi) = (\text{sign}(\phi_i(\xi)))_{i \in I_K}$, where $\text{sign}(\phi_i(\xi)) \in \{-1, 0, 1\}$. The aim is to create a partition $\mathcal{C}_K$ of $\Theta$ such that on each subdomain $C \in \mathcal{C}_K$, $S_K(\xi)$ takes the same value for all $\xi \in C$. The proposed procedure consists in building a $m$-dimensional cartesian mesh $\mathcal{C}_K$ by a “tree type” recursive procedure. An element $C \in \mathcal{C}_K$, called a cell, is an hyper-rectangle $C = \prod_{j=1}^m [\xi_j^{(1)}, \xi_j^{(2)}]$. It has $2^m$ vertices, denoted by $\text{vertices}(C)$. We denote by $\text{split}(C)$ the boolean function indicating whether a cell should be split or not. The boolean value $\text{split}(C)$ is false if $S_K(\xi) = S_K(\xi')$ for all $\xi, \xi' \in \text{vertices}(C)$, and true otherwise. We denote by $\text{order}(C, j)$ the order of the cell along dimension $j$, defined as the number of splittings along dimension $j$ which has led to $C$, starting from $\Theta$. Then, we define the order of a cell by $\text{order}(C) = \max_j(\text{order}(C, j))$ and the order of a partition by $\text{order}(\mathcal{C}_K) = \max_{C \in \mathcal{C}_K} (\text{order}(C))$. Let us denote by $k$ the maximum order of the partition, which will be directly related to the precision of the associated quadrature rule.

When splitting a cell $C$, there are different ways of defining the children cells. The basic way consists in performing an isotropic splitting, leading to $2^m$ children. We denote by $\text{children}(C; k)$ the set of children cells of $C$ with order less than $k$, which means that $\text{children}(C; k)$ is empty if $\text{order}(C) = k$. However, in order to reduce the number of cells in the partition and then to reduce the size of the quadrature rule on $\Theta$, it can be interesting to use an anisotropic splitting criterium, defined as follows. A cell $C$ has $2m$ faces, grouped by pairs $(\mathcal{F}_j, \mathcal{F}'_j)$ of opposite faces orthogonal to dimension $j$. A parent cell will then be split along dimension $j$ only if $\text{order}(C, j) < k$ and if $\text{state}(\mathcal{F}_j) \neq \text{state}(\mathcal{F}'_j)$, where the state of a face $\mathcal{F}$ is defined by $\text{state}(\mathcal{F}) = \{S_K(\xi)\}_{\xi \in \text{vertices}(\mathcal{F})}$. Vertices of two opposite faces $\mathcal{F}$ and $\mathcal{F}'$ are ordered in the same way. Then, they have the same state if each pair $(\xi, \xi')$ of opposite vertices have the same state, i.e. $S_K(\xi) = S_K(\xi')$. We denote by $\text{children}(C; k)$ the obtained set of children of order less than $k$. Let us denote that for a given cell, the anisotropic criterium can lead to different non-empty sets of children for different $k$ values.

The meshing algorithm then only consists in applying function $\text{recursive\_split}$, described in algorithm 1, to the initial domain $\Theta$ or to cells of a pre-defined partition of $\Theta$. 
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Algorithm 1 Recursive construction of a $m$-dimensional cartesian mesh $\mathcal{C}_K$ of order $k$

```
function recursive_split($C$)
1: if split($C$) and children($C$; $k$) not empty then
2:   for all $C' \in$ children($C$; $k$) do
3:      recursive_split($C'$)
4:   end for
5: else
6:   add $C$ to mesh $\mathcal{C}_K$
7: end if
```

Figures 10 and 11 illustrate the isotropic and anisotropic splitting respectively for a 2D and 3D cells.

![Fig. 10. Comparison between isotropic and anisotropic split of a 2D cell. □ and △ denote two different states of the vertices.](image)

![Fig. 11. Comparison between isotropic and anisotropic split of a 3D cell. □ and △ denote two different states of the vertices.](image)

Finally, a quadrature rule $Q_K$ on $\Theta$ can be defined by using the resulting cartesian mesh $\mathcal{C}_K$ of $\Theta$. For that, we proceed as follows. For each cell $C \in \mathcal{C}_K$, let $f_C$ be the linear mapping which transforms the reference hyper-cube $\tilde{C} = [0, 1]^m$ into $C = \prod_{j=1}^m [\xi_j^{(1)}, \xi_j^{(2)}]$ and let $\tilde{Q}$ be a classical Gauss-Legendre quadrature rule on $\tilde{C}$. Let us denote by $(\tilde{\xi}, \tilde{\omega}) \in \tilde{Q}$ the corresponding integration points and weights. A quadrature rule $Q_{C,K}$ on $C$ is then defined as follows:

$$Q_{C,K} = \{(\xi, \omega) = (f_C(\tilde{\xi}), \tilde{\omega} P_\xi(C)), (\tilde{\xi}, \tilde{\omega}) \in \tilde{Q}\},$$

where $P_\xi(C) = \frac{\prod_{j=1}^m (\xi_j^{(2)} - \xi_j^{(1)})}{\prod_{j=1}^m (b_j - a_j)}$ is the probability of $C$. Finally, $Q_K$ is defined by $Q_K = \bigcup_{C \in \mathcal{C}_K} Q_{C,K}$.

6.2.4 Summary

The stochastic decomposition of element matrices $A_K$ and element vectors $b_K$ then requires the following steps:
• Creation of the partition $\mathcal{C}_K$ of $\Theta$ with given maximum order $k$
• Definition of a quadrature rule $Q_K$ associated with $\mathcal{C}_K$
• Computation of $A_K(\xi)$ and $b_K(\xi)$ for each integration point $\xi$ in $Q_K$ (spatial integration defined in equations (75) and (76))
• Computation of coefficients $A_{K,\gamma}$ and $b_{K,\gamma}$ (defined by equations (77) and (78)).

All these steps, which require the main computational effort of X-SFEM, must be performed for each finite element $K \in \mathcal{T}_h$. However, these calculations are independent of one another so that the stochastic integration can be completely parallelized at the finite element level.

**Remark 3** The quadrature rule on each subdomain of stochastic partitions will be chosen in accordance with the expected theoretical regularity of $A_K$ and $b_K$, in order to well integrate $A_K(\xi)H_\alpha(\xi)$ and $b_K(\xi)H_\alpha(\xi)$. This regularity should be estimated a priori. The regularity of $A_K$ and $b_K$ depends on the type of finite elements and of the regularity of the level-set with respect to $\xi$. For example, for the case of a 3-nodes triangle illustrated in section 6.2.2, it was found that $A_K(\xi)$ was piecewise polynomial of degree 2. In this case, the order of the quadrature can then be chosen in order to exactly integrate polynomials of degree $(2 + j)$, where $j$ is the maximum degree of polynomials $H_\alpha(\xi)$.

### 7 Numerical examples

In this section, three numerical examples will illustrate the efficiency of the X-SFEM method. In example 1, we consider a random plate in tension where a probabilistic modeling with two independent random variables is chosen. As this problem has an analytical solution, true error indicators will be introduced in order to estimate the precision of the X-SFEM method. In this first problem, the approximation space contains the exact solution, so that X-SFEM leads to the exact numerical solution. This will allow us to focus on the precision of the integration at the stochastic level. Then, we will compare the X-SFEM method with a $L^2$ projection method based on a deterministic X-FEM code (P-X-FEM). In example 2, we consider a plate with a random circular hole, randomness being modeled with three independent random variables. The X-SFEM method will be compared with Monte-Carlo method and P-X-FEM. In example 3, a simplified 2D modeling of a random welded joint will be considered. This last example presents a more complex random geometry whose representation by the level-set technique is obtained by suitable boolean operations on basic random domains. X-SFEM will be compared to a classical FEM approach and P-X-FEM.
7.1 Example 1: random plate in tension

7.1.1 Problem definition and approximation

We consider the problem of a plate submitted to uniform tension, represented on figure 12. The plate lies in the random domain \( \Omega(\theta) = [0, 1] \times -\frac{a(\theta)}{2}, \frac{a(\theta)}{2} \subset B = [0, 1] \times -\frac{1}{2}, \frac{1}{2} \), where \( a(\theta) \) is a random variable writing: \( a(\theta) = \xi_1(\theta) + \xi_2(\theta) \), where \( \xi_1 \in U(0.75, 0.95) \) and \( \xi_2 \in U(0, 0.05) \) are two statistically independent uniform random variables. We will then work in the 2-dimensional stochastic domain \( \Theta = [0.75, 0.95] \times [0, 0.05] \). We work under plane stress assumption and consider a homogeneous isotropic elastic material with Young modulus equal to 1 and Poisson coefficient equal to 0.3. The random domain is characterized by the following random level-set: for \( x = (x, y) \in B \),

\[
\phi(x, \theta) = \max\{y - \frac{a(\theta)}{2}, -\frac{a(\theta)}{2} - y\}.
\]

The plate is submitted to a uniform and unitary tension load \( F = (\pm 1, 0) \) on \( \Gamma_2(\theta) = \{x \in \partial B; \phi(x, \theta) < 0\} \). The exact solution \( u \) to this problem writes: for \( x = (x, y) \in \Omega(\theta) \), \( u(x, \theta) = (x, -0.3y) \). Let us notice that \( u \) does not depend on the elementary event \( \theta \).

With the X-SFEM method, we work on a unique mesh \( T_h \) of \( B \), represented on figure 13, where elements can be split into two groups: the first group \( (e_i) \) gathers all the elements surely in the domain and the second group \( (e_c) \) gathers all the elements possibly cut by the boundary. For the approximation at the stochastic level, we use a generalized polynomial chaos with degree \( p = 1 \), which should be sufficient regarding the exact solution.

In order to estimate the quality of the X-SFEM solution, we introduce the following global error indicator on the stress field:

\[
\varepsilon = \frac{\|\sigma_{h,P} - \sigma\|_{L^2(\mathcal{P},d\mu)}}{\|\sigma\|_{L^2(\mathcal{P},d\mu)}},
\]

\( \xi \in U(a, b) \) denotes a uniform random variable with values in \([a, b]\).
Fig. 13. Example 1. X-SFEM mesh with 2 element groups: surely in the domain \((e_i)\) and possibly cut by the boundary \((e_c)\)

where \(\sigma\) and \(\sigma_{h,P}\) respectively denote the exact and approximate stress field and where the \(L^2\)-norm is defined by

\[
\|\sigma\|_{L^2(P,d\mu)}^2 = \int_{\Theta} \int_{\Omega(\theta)} \sigma(x, \theta) : \sigma(x, \theta) \, dx \, dP(\theta).
\]  

We also introduce the error indicator \(\varepsilon_K\), which is the local contribution of a finite element \(K \in \mathcal{T}_h\) to the global error:

\[
\varepsilon_K = \frac{\|\sigma_{h,P} - \sigma\|_{L^2(P_K,d\mu)}}{\|\sigma\|_{L^2(P_K,d\mu)}},
\]

where \(P_K = \{(x, \theta) \in B \times \Theta; x \in K \cap \Omega(\theta)\}\) denotes the physical part of \(K \times \Theta\).

7.1.2 Efficiency of the integration at stochastic level

First, we study the quality of the proposed integration technique at the stochastic level. In particular, we compare the two proposed recursive procedures for partitioning the stochastic domain \(\Theta\) (see section 6.2.3). Let \(K \in \mathcal{T}_h\) be a given finite element and let \(C_K\) denote the associated cartesian mesh of \(\Theta\), obtained by the isotropic or the anisotropic splitting procedure. We denote by \(k\) the maximum order of the partition, which is directly related to the integration precision. Figure 14 presents stochastic domain partitions of order \(k = 4\) which are associated with a particular finite element (shown on figure 12). This finite element belongs to the set of possibly cut elements \((e_c)\). We observe that the number of stochastic subdomains is lower with the anisotropic splitting (69 versus 88). On this figure, the recursive splitting procedure has stopped for cells \(C\) which are not colored in purple. We recall that the recursive split stops if all vertices \(\xi \in \text{vertices}(C)\) correspond to the same state \(S_K(\xi) = (\text{sign}(\phi_i(\xi)))_{i \in I_K}\) of the finite element \(K\). If we increase the maximum order \(k\) of the partition, only cells colored in purple will be split again.
Let us here recall that $\xi_1$ and $\xi_2$ have not the same range. Axis in Figure 14 have been rescaled for clarity.

Fig. 14. Example 1. Stochastic partitions $\mathcal{C}_K$ of order $k = 4$ for a particular finite element $K$: isotropic splitting (left) and anisotropic splitting (right).

Let $N_K$ be the number of subdomains in partition $\mathcal{C}_K$. Table 1 shows the mean value of $N_K$ over all $K \in (e_c)$, denoted by $\mu_N$, for both partition procedures and for different orders of partitions. We note that this number is lower with the anisotropic splitting. We denote by $T_K$ the computational time for creating partition $\mathcal{C}_K$ and integrating elementary quantities $A_K$ and $b_K$. Table 1 also shows the mean time $\mu_T$ over all elements $K \in (e_c)$. We note that this time is reduced with the anisotropic procedure, especially for high $k$ values. In fact, the computational time of X-SFEM mainly comes from the integration of element quantities for elements in $(e_c)$. The computational time $T_K$ for $K \in (e_i)$ and solving the Galerkin system of equations (56) is negligible for this problem (less than 1 second).

<table>
<thead>
<tr>
<th>partition order</th>
<th>$k = 0$</th>
<th>$k = 1$</th>
<th>$k = 2$</th>
<th>$k = 3$</th>
<th>$k = 4$</th>
<th>$k = 5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_N$ isotropic</td>
<td>1</td>
<td>4</td>
<td>14</td>
<td>32</td>
<td>69</td>
<td>143</td>
</tr>
<tr>
<td>$\mu_N$ anisotropic</td>
<td>1</td>
<td>4</td>
<td>11</td>
<td>26</td>
<td>54</td>
<td>106</td>
</tr>
<tr>
<td>$\mu_T$ isotropic</td>
<td>0.04s</td>
<td>0.11s</td>
<td>0.24s</td>
<td>0.5s</td>
<td>1.1s</td>
<td>2.6s</td>
</tr>
<tr>
<td>$\mu_T$ anisotropic</td>
<td>0.04s</td>
<td>0.12s</td>
<td>0.22s</td>
<td>0.46s</td>
<td>1.0s</td>
<td>2.0s</td>
</tr>
</tbody>
</table>

Table 1
Example 1. Comparison between the isotropic and anisotropic partitioning procedures for different orders $k$ of stochastic partitions: $\mu_N$ is the average number of stochastic subdomains for elements belonging to $(e_c)$ and $\mu_T$ is the corresponding average CPU times (for creating the stochastic partition and integrating element quantities).

Here, the approximation space contains the exact solution. Then, since X-SFEM is based on a Galerkin projection of the exact physical solution, it leads to the exact solution. However, the obtained approximate solution clearly depends on the partition order $k$ (related to the integration precision). Let us denote by $\mathbf{\sigma}_{h,P}^k$ the associate approximate stress field and by $\varepsilon^k$ the corresponding value of the global error indicator. On figure 15, we show the convergence.
of $\varepsilon^k$ with respect to $k$. We can observe a quick convergence towards the exact solution for both procedures. For instance, for $k = 2$, both procedures lead to a relative error inferior to $10^{-4}$.

![Graph showing the convergence of global error indicator $\varepsilon^k$ with respect to $k$ for isotropic and anisotropic procedures.](image)

Fig. 15. Example 1. Integration precision: convergence of global error indicator $\varepsilon^k$ with respect to $k$ for isotropic and anisotropic procedures.

### 7.1.3 Quality of the X-SFEM solution

Some examples of post-processing will now illustrate the quality of the solution obtained by X-SFEM. The solution being explicit in terms of basic random variables, post-processing can be performed at a very low cost. The following results have been obtained with the mesh presented on figure 13 and with a stochastic integration based on a stochastic partition of order $k = 2$. Figure 16 presents the response surfaces of the horizontal displacement for two points: $x_1 = (1, 0.5)$ which is surely inside the random domain and $x_2 = (1, 0.95)$ which is possibly inside or outside the random domain. For both points, we observe that the approximation matches very well the exact physical solution. For point $x_2$, we observe that the non-physical part of the solution is the unique possible prolongation (in the approximation space) of the physical part of the solution.

![Response surfaces of horizontal displacement for points $x_1 = (1, 0.5)$ and $x_2 = (1, 0.95)$.](image)

Fig. 16. Example 1. Response surfaces of horizontal displacement for points $x_1 = (1, 0.5)$ and $x_2 = (1, 0.95)$.

Figure 17 represents the stress field component $\sigma_{xx}$ for a particular event such as $a(\theta) = 0.75$. The iso-zero of the corresponding outcome $\phi(x, \theta)$ of the level-set is represented by the red line. We observe that the stress solution is
uniform and equal to 1 according to the exact solution even in the non-physical domain. We also show on the same figure the local contribution $\varepsilon^K$ of each finite element to the global error. We note that these local contributions are really low and concentrated on few elements.

Fig. 17. Example 1. Stresses $\sigma_{xx}$ (left) and local contributions to the error $\varepsilon^K_k$ for $k = 2$ (right) for a particular event ($a(\theta) = 0.75$).

7.1.4 Comparison with a projection method based on X-FEM (P-X-FEM)

We now focus on the comparison between the X-SFEM method and P-X-FEM (see section 5.6.1). Here, let us denote by $\tilde{\sigma}_{h,P}$ the solution obtained by P-X-FEM and by $\tilde{\varepsilon}_p$ and $\tilde{\varepsilon}_p^K$ the corresponding values of the global and local error indicators (defined in (82) and (84)). Superscript $p$ is related to the chosen degree of the generalized polynomial chaos. Figure 18 shows the evolution of $\tilde{\varepsilon}_p$ with respect to $p$. We observe a very slow convergence of P-X-FEM. Even for a degree $p = 8$, the error is still high as opposed to the X-SFEM solution which reaches a very high precision with a degree equal to 1. This is due to the bad definition of the P-X-FEM approximation, which gives weight to the non-physical part of the solution.

Fig. 18. Example 1. Convergence of P-X-FEM: error indicator $\tilde{\varepsilon}_p$ with respect to generalized polynomial chaos degree $p$.

As we can see on figure 19, which plots the local error indicator, the error is concentrated on elements which are possibly cut by the boundary, more precisely on elements which have a non-zero probability to be outside the random domain. Figure 19 also plots the stress field component $\sigma_{xx}$ for a particular event such that $a(\theta) = 0.75$. 
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Fig. 19. Example 1. P-X-FEM: stress field component $\sigma_{xx}$ (left) and local contribution $\tilde{\varepsilon}_K$ to the global error (right) for a particular event ($a(\theta) = 0.75$)

Figure 20 shows the horizontal displacement for points $x_1$ and $x_2$ for which the X-SFEM solutions were presented on figure 16. Those results have been calculated with a generalized polynomial chaos of degree $p = 8$. We observe that the P-X-FEM solution for $x_1$ (point surely inside the domain) is very good, as the X-SFEM solution. However it is not the case for point $x_2$, which is possibly outside the domain: that clearly illustrates the bad behavior of the approximation based on a $L^2$ projection.

Fig. 20. Example 1. P-X-FEM: response surfaces of horizontal displacements for points $x_1$ and $x_2$.

7.1.5 A particular case where no specific integration is required

At the spatial level, if we use a coarse finite element mesh as presented on figure 21, we can observe that the X-SFEM leads the exact solution in the numerical sense (relative error less than $10^{-14}$). This can be explained as follows. For each finite element $K$, the $S_K(\xi) = (\text{sign}(\phi_i(\xi)))_{i \in I_K}$ is the same for all elementary events $\xi \in \Theta$ (illustrated on figure 21, which plots all possible outcomes of the random level-set). Therefore, local quantities $A_K(\xi)$ and $b_K(\xi)$ are global polynomial (of degree 2 in $\xi$) on the whole stochastic domain (see section 6.2.2). In this case, a classical quadrature rule defined on the whole stochastic domain $\Theta$ (without partitioning) leads to an exact integration of element quantities. Then, we obtain the exact approximate solution of X-SFEM, which is the exact solution for this simple problem.
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7.2 Example 2: plate with a random circular hole in tension

We consider the problem of a plate with a random circular hole submitted to uniaxial tension. We consider a homogeneous isotropic elastic material, under plane stress assumption, with Young modulus equal to 1 and Poisson coefficient equal to zero. The plate lies in a square domain \( B = [0, 3] \times [0, 3] \). The location of the center of the hole \( c = (c_x, c_y) \) depends on two statistically independent uniform random variables \( c_x(\theta) \in U(1.4, 1.5) \) and \( c_y(\theta) \in U(1.5, 1.55) \). The radius is also modeled with a uniform random variable \( R(\theta) \in U(0.45, 0.5) \), which is statistically independent of \( c_x \) and \( c_y \). In this case, the level-set function can be explicitly written as follows:

\[
\phi(x, \theta) = R(\theta) - \| x - c(\theta) \|.
\]

With the X-SFEM method, we use a unique mesh represented on figure 22. The plate is submitted to a uniform deterministic tension load:

\[
F = (-1, 0) \text{ on } \{ x \in \partial B; x = 0 \} \quad \text{and} \quad F = (1, 0) \text{ on } \{ x \in \partial B; x = 3 \}.
\]

We denote by \( \xi = (c_x, c_y, R) \). The stochastic domain is then \( \Theta = [1.4, 1.5] \times [1.5, 1.55] \times [0.45, 0.5] \). At the stochastic level, we use for the approximation a 3-dimensional generalized polynomial chaos with degree \( p = 2 \).
We study the efficiency of the stochastic integration technique based on a partitioning of the stochastic domain (see section 6.2.3). Figure 23 presents different partitions $C_K$ obtained with the isotropic and anisotropic procedures for a particular finite element $K$ (shown on figure 22) and for different orders $k$ of the partitions. We recall that cells which are not colored in purple correspond to cells whose vertices $\xi \in \Theta$ have all the same state $S_K(\xi)$. Then, for these cells, the splitting procedure has reached its stopping criterium.

Let $N_K$ be the number of subdomains in partition $C_K$. Table 2 indicates the mean value of $N_K$ over all $K \in (e_c)$, denoted by $\mu_N$, for both partition procedures and for different orders of partitions. It also indicated the mean time $\mu_T$, over all elements $K \in (e_c)$, which is required for creating stochastic partitions and integrating element quantities $A_K$ and $b_K$. As in the previous example, we notice that $\mu_N$ is reduced with the anisotropic procedure: for instance, with $k = 4$ or $k = 5$, this number is up to 20% lower than with the isotropic splitting. Therefore, it also leads to a reduction of computation time $\mu_T$.

Let us denote by $\varepsilon^k$ the global $L^2$ error indicator between the approximate stress field $\sigma_{h,P}^k$ (for a given $k$) and a reference approximate stress field $\sigma_{h,P}$.
Table 2

Example 2. Comparison between the isotropic and anisotropic partitioning procedures for different orders $k$ of stochastic partitions: $\mu_N$ is the average number of stochastic subdomains for elements belonging to $e_c$ and $\mu_T$ is the corresponding average CPU times (for creating the stochastic partition and integrating element quantities).

(computed with an integration on an isotropic partition of order $k = 6$). On figure 24, we can observe a good convergence of $\varepsilon^k$ with respect to $k$ for both partition procedures. In the following, we will use the X-SFEM approximate solution corresponding to an anisotropic splitting of order $k = 3$, which leads to a relative error lower than $10^{-3}$ on the calculation of the approximate solution.

7.2.2 Comparison with classical approaches

In this section, we compare the X-SFEM solution with solutions calculated with classical approaches: figure 25 shows a comparison between FEM and X-SFEM solutions for a particular outcome of the geometry. We observe a very good matching between stress fields $\sigma_{xx}$.

Figure 26 shows the probability density function for the horizontal elongation $\Delta U(\theta) = u_x(x_2, \theta) - u_x(x_1, \theta)$ where $x_1 = (0, 1.5)$ and $x_2 = (3, 1.5)$. The reference solution has been calculated with a Monte-Carlo approach with $10^4$ samplings using an X-FEM code to solve each deterministic problem. We observe a good X-SFEM solution according to the reference solution, even
with a polynomial chaos of degree $p = 2$. Finally, let us indicate that on a personal computer, the computational time took about 180 minutes with the Monte-Carlo approach and only about 6 minutes with the X-SFEM method.

7.3 Example 3: random welded joint

We consider the problem of a structure with a random welded joint. The problem is represented on figure 27. The structure is embedded on a part $\Gamma_1$ of its boundary and submitted a uniform bending surface load $\mathbf{F} = (0, 0.1) \text{MPa}$ on $\Gamma_2$. The shape of the welded joint is represented by an elliptical arch characterized by its two semi-axes $a$ and $b$ which also define the center of the ellipse. Those two parameters are taken as statistically independent uniform random variables $a(\theta) \in U(0.05, 0.15)$ and $b(\theta) \in U(0.05, 0.15)$. We then work in a 2-dimensional stochastic domain $\Theta = [0.05, 0.15] \times [0.05, 0.15]$. We consider that the material is homogeneous (same material for the structure and
the welded part) isotropic elastic with Young modulus equal to $210\, GPa$ and Poisson coefficient equal to 0.3. We solve the problem under the plane strain assumption. With the X-SFEM method, we use a single mesh lying in the domain $B = [0, 0.4] \times [0, 0.7]$. In order to represent the random geometry, we introduce boolean operations on several simple random domain (ellipses and semi-planes), characterized by basic level-sets (see section 5.2.2). Figure 28 presents the X-SFEM finite element mesh composed by 2304 3-nodes triangles with average size $h = 1.5 \times 10^{-2}$. Figure 29 shows the interpolation of the level-set for an outcome of the geometry corresponding to $a = b = 0.1$.

7.3.1 Efficiency of the integration at stochastic level

As in previous examples, we first study the influence of the integration technique at the stochastic level. At the stochastic level, we use a 2-dimensional
generalized polynomial chaos of degree $p = 2$. Let $k$ denote the maximum order of stochastic partitions (anisotropic or isotropic) and let us introduce the global $L^2$ error indicator $\varepsilon^k$ between the approximate stress field $\sigma_{h,P}^k$ (for a given order $k$ of stochastic partitions) and a reference approximate stress field $\sigma_{h,P}$ (computed with an integration on an anisotropic partition of order $k = 6$). This error indicator is defined as in (82). Let us also introduce the local error contribution $\varepsilon^k_K$ of a finite element $K$, defined as in (84). Figure 30 shows the convergence of $\varepsilon^k$ with respect to $k$ and figure 31 shows the local errors $\varepsilon^k_K$ for $k = 3$ and $k = 4$. We note a good convergence towards the reference solution and, as we have noticed in previous examples, an order $k$ equal to 3 seems to be sufficient to perform a good integration at the stochastic level. We still observe that errors are concentrated on a few elements which are possibly cut by the boundary.

Fig. 30. Example 3. Convergence of $\varepsilon^k$ with respect to the order $k$ of stochastic partitions (isotropic and anisotropic).
Fig. 31. Example 3. Local errors $\varepsilon_k^h$ for stochastic partitions orders $k = 3$ and $k = 4$.

7.3.2 Comparison between X-SFEM, P-X-FEM and a classical FEM approach

In this section, we focus on comparison between the X-SFEM solution and the solutions obtained with two other approaches: a classical FEM approach with remeshings and P-X-FEM ($L^2$ projection method based on X-FEM). X-SFEM and P-X-FEM use the same finite element mesh but we use a generalized polynomial chaos of degree $p = 4$ for X-SFEM and of degree $p = 8$ for P-X-FEM. FEM solutions have been obtained with conforming meshes, corresponding to given outcomes of the geometry, with a mesh size equivalent to the X-SFEM and P-X-FEM mesh size. First we compare the solutions for the vertical displacement at two points $P_1$ and $P_2$, shown on figure 27, which are respectively surely inside the domain and possibly inside the domain. Figures 32 and 33 show the response surfaces corresponding to each approach for those two points. For point $P_1$, we observe a very good agreement between the response surfaces of the three approaches. For point $P_2$, X-SFEM and P-X-FEM solutions are composed by a physical part and a non-physical part. We observe that X-SFEM (based on a Galerkin projection of the physical part of the exact solution) is much better than P-X-FEM (based on a $L^2$ projection of an artificial prolongation of the exact solution).

Fig. 32. Example 3. Response surfaces for vertical displacement at point $P_1$ surely inside the domain: comparison between FEM (left), X-SFEM (center) and P-X-FEM (right).
Fig. 33. Example 3. Response surfaces for vertical displacement at point $P_2$ possibly inside the domain: comparison between FEM (left), X-SFEM (center) and P-X-FEM (right).

Figure 34 shows the response surfaces of the maximum value of stress field component $\sigma_{xx}$ for the three approaches. This quantity of interest, writing $\sigma_{xx}^{\max}(\xi) = \max_{x \in \Omega(\xi)}(\sigma_{xx}(x, \xi))$, can be very useful in practice. On this figure, we still observe a good agreement between FEM and X-SFEM response surfaces. P-X-FEM solution is clearly less accurate than X-SFEM. While FEM and X-SFEM give a maximum stress for $a = 0.05$ and $b = 0.15$, P-X-FEM gives this maximum at $a = 0.15$ and $b = 0.15$. Moreover, the maximum stress value $\sup_{\xi \in \Theta}(\sigma_{xx}^{\max}(\xi))$ given by P-X-FEM is much higher that the one given by FEM and X-SFEM. Finally, let us indicate the computational times required by these approaches on a personal computer: 5 minutes for X-SFEM, 13 minutes for P-X-FEM and 4 hours for a Monte-Carlo approach coupled with a classical FEM code and $10^4$ samplings.

Fig. 34. Example 3. Response surfaces for maximum stress $\sigma_{xx}^{\max}$: comparison between FEM (left), X-SFEM (center) and P-X-FEM (right).

7.3.3 Convergence of the X-SFEM solution

In this section, we focus on the convergence of the X-SFEM solution. We introduce the following global error indicator between the X-SFEM displacement solution $\mathbf{u}_{h,P}$ and a reference displacement field $\mathbf{u}$:

$$\varepsilon_{h,p} = \frac{\| \mathbf{u}_{h,P} - \mathbf{u} \|_{L^2(\mathcal{P},d\mu)}}{\| \mathbf{u} \|_{L^2(\mathcal{P},d\mu)}}$$

where index $p$ denotes the degree of the generalized polynomial chaos, $h$ the average finite element mesh size and $\| \cdot \|_{L^2(\mathcal{P},d\mu)}$ the $L^2$ norm on the physical
part of the displacement field, defined as for stresses in equation (83). The reference solution \( u \) is obtained with X-SFEM with a mesh size \( h \approx 0.015 \) and a degree \( p = 6 \). Figure 35 shows the convergence of \( \varepsilon_{h,p} \) with respect to \( p \) and \( h \). For a given \( h \), we observe a very quick convergence with respect to \( p \). For \( p \geq 2 \), we can conclude that the contribution to error comes essentially from the finite element error. For a given \( p \), we observe a classical convergence in \( O(h^2) \).

![Graph showing convergence](image)

Fig. 35. Example 3. Convergence of the X-SFEM approximation: error indicator \( \varepsilon_{h,p} \) with respect to \( p \) (top) and \( h \) (bottom)

8 Conclusion

We proposed a Stochastic Finite Element Method to solve stochastic partial differential equations defined on random domains. The first point of this method lies in the use of the level-set technique, which represents in an implicit way the geometry and allow the handling of complex random geometries. The second point lies in the construction of a tensor product approximation space, which is made possible by considering prolongation of solutions on a deterministic spatial domain. A Galerkin criterium is then used to define the approximation. Another definition of the approximation has been also introduced, which is based on a classical \( L^2 \) projection method based on a classical X-FEM code. The superiority of the Galerkin projection has been illustrated and interpreted from a mathematical point of view. The technical aspects for the construction and the resolution of the discretized problem have been de-
tailed. A particular care has been devoted to the numerical integration of the weak form, requiring the development of a specific quadrature technique at the stochastic level. For the numerical examples treated in this article, the proposed stochastic quadrature technique has given very good results since elementary matrices and vectors had a nice dependence on the random variables. The case where these quantities have a more complex dependence on the random variables and also the case of higher stochastic dimension are key questions which are currently under investigation. These points will certainly require the development of simpler quadrature techniques and the use of the high degree of parallelism of the method in order to reduce computational costs.
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