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Mathematical Morphology and Eikonal Equations on Graphs for Nonlocal Image and Data Processing

Vinh-Thong Ta, Abderrahim Elmoataz and Olivier Lézoray

Abstract

Mathematical morphology (MM) offers a wide range of operators to address various image processing problems. These operators can be defined in terms of algebraic (discrete) sets or as partial differential equations (PDEs). In this paper, we introduce a novel formulation of MM formalized as a framework of partial difference equations (PdEs) over weighted graphs of arbitrary topology. Then, we present and analyze a new family of morphological operators defined on weighted graphs. The proposed framework recovers local algebraic and PDEs-based formulations of MM. It also introduces nonlocal configurations for morphological image processing and extends PDEs-based methods to process any discrete data that can be described by a graph such as high dimensional data defined on irregular domains. Moreover, based on same ideas, we propose an adaptation of the eikonal equation on weighted graphs. Our formulation of the eikonal leads to novel applications of this equation such as nonlocal image segmentation and weighted distances or data clustering.

Index Terms

Mathematical morphology, partial difference equations (PdEs), weighted graphs, arbitrary discrete data sets, eikonal equation, nonlocal image segmentation, data clustering.

I. INTRODUCTION

Mathematical morphology (MM) is a popular nonlinear approach for image processing that has found numerous applications including shape and texture analysis, biomedical image processing, document recognition or multi-resolution techniques.

First developed by Matheron and Serra in [1], [2], MM relies on a fundamental structure, the complete lattice \( L \) [3]. A complete lattice \( L \) is a non-empty set equipped with an ordering relation, such that every non-empty subset \( K \) of \( L \) has a lower bound and an upper bound. In this context, images are modeled by functions mapping their domain space
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Ω, into a complete lattice L. With the acceptance of complete lattice theory, it is possible to define morphological operators for any type of image data once a proper ordering is established. Within this model, morphological operators are represented as mappings between complete lattices in combination with matching patterns called structuring elements that are subsets of Ω. In particular, the two fundamental operators in MM are dilation and erosion that form the basis of many other morphological processes such as opening/closing, reconstruction or levelings [4], [5]. As a consequence, the implementation of such morphological operators is usually performed within an algebraic (discrete) setting.

An alternative to the algebraic formulation of MM operators relies on nonlinear partial difference equations (PDEs). Following a PDEs-based formulation of low-level vision, some works have casted algebraic MM into the axiomatic framework of scale-space theory. This effort has led to derive continuous elementary morphological operators that model multiscale morphological scale space [6]–[8]. This PDEs framework has several advantages with respect to the standard algebraic formulation mentioned above while providing a better mathematical modeling and connection with physics. First, it offers excellent results for non-digitally scalable structuring elements whose shapes cannot be correctly represented on a discrete grid. Second, it allows sub-pixel accuracy and third, it can be adaptative by introducing a local speed evolution term [9]. To be applicable to images, PDEs are discretized with finite difference equations and numerical schemes based on curve evolution ideas [10]–[12] have been developed to approximate their solution.

Whatever the chosen formulation (algebraic or PDEs), if MM is well defined for binary and gray scale images, there exists no general extension for the processing of multivariate unorganized data sets. With the algebraic formulation, performing basic morphological operations on multivariate data requires a complete lattice. However, there is no natural ordering on vectors. Several orderings have been reported in literature (see [13] for a complete review) to consider that problem but they are reduced to specific types of images (color [14] or tensor [15] images). Moreover, the processing of arbitrary unorganized data is difficult with algebraic MM and very few works consider that issue. Algebraic MM has been defined for graphs [16], [17], but only for particular graphs (for instance on binary graphs or on minimum spanning trees). It has also been applied to data and cluster analysis [18] with the drawback of requiring regular discrete grids. With the PDEs MM formulation, one also has the same drawback for unorganized data because the spatial discretization is difficult. Regarding all these considerations, there is actually no satisfying formulation of MM for the processing of multivariate unorganized data. The algebraic formulation has drawbacks for multivariate data and the PDEs formulation has drawbacks for unorganized data.

In addition, whatever the formulation (algebraic or PDEs), both only consider local interactions on the data while nonlocal schemes have recently received a lot of attention. Nonlocal schemes enable to better capture the complex structure of the data and have shown their effectiveness for the processing of images, manifolds, meshes and arbitrary data processing [19]–[22]. Unfortunately, the use of nonlocal interactions has never been investigated in MM whatever the formulation.

Inspired by previous works of [22], [23] that define a discrete analogue of continuous regularization over graphs, we propose to consider a discrete version of continuous MM over weighted graphs that naturally enables nonlocal
Contributions. In this paper, we propose to extend the PDEs-based MM operators to a discrete scheme by considering partial difference equations (PdEs) over weighted graphs of arbitrary topology [24], [25].

To this aim, nonlocal discrete derivatives on graphs are introduced to transcribe MM processing based on the continuous PDEs to PdEs over graphs. This comes to define a third formulation for MM based on partial difference equations. Our approach of MM operations has several advantages. First, any discrete domain modeled by a graph can be considered without any spatial discretization as required by the PDEs formulation. Second, any multivariate data can be processed without requiring the definition of a complete lattice as required by the algebraic formulation. Therefore, the proposed PdEs formulation tackles the above-mentioned drawbacks of classical formulations of MM. These points enable new insights in data mining by morphological processing of multivariate unorganized data. Third, our formulation has the advantage of naturally enabling local and nonlocal interactions modeling within a same formulation [26]. This point allows to introduce adaptation in image processing (e.g. to preserve some geometrical and repetitive structures in images). Moreover, we show that our formulation recovers well known MM implementations schemes such as Osher-Sethian discretization scheme [10] and algebraic formulations on graphs. Finally, another advantage of working with graphs in the context of image processing is that higher abstraction elements than image pixels such as image regions can be used [24], [25]. This latter approach allows faster algorithms by reducing the amount of data to analyze.

In addition to fundamental MM operations, we focus on the one hand on general classes of morphological filters, the levelings, that include reconstruction openings and closings [27] and propose a discrete analogue of such filters on graphs [28]. On the other hand, we also propose an adaptation of the continuous eikonal PDE by considering the latter on weighted graphs of arbitrary structure. As it will be discussed, a same framework can be derived for computing the solution of the eikonal equation on graphs that enables novel applications of this equation such as local and nonlocal image segmentation and weighted distances or data clustering [29].

The paper is structured as follows. Section II recalls definitions of algebraic and PDEs formulations of morphological erosion and dilation. Section III provides basic notions on weighted graphs and key points for their construction (topology and weights). Section IV presents new operators on graphs that will be the basis for our MM formulation. Section V presents our MM formulation by partial difference equations over graphs. This Section defines basic dilation and erosion as well as levelings over graphs and our adaptation of the eikonal equation. Section VI and Section VII show experiments of local and nonlocal processing and segmentation of images and unorganized high dimensional discrete data sets. Section VIII concludes.

II. MORPHOLOGICAL DILATION AND EROSION

With a functional terminology [30], morphological dilation $\delta: \mathbb{R}^n \rightarrow \mathbb{R}^n$ and erosion $\varepsilon: \mathbb{R}^n \rightarrow \mathbb{R}^n$ of a function $f^0: \mathbb{R}^n \rightarrow \mathbb{R}$ are usually formulated by

$$\delta_z(f^0)(x) = \sup \{ f^0(x-y) + z(y) : y \in B \}$$

and

$$\varepsilon_z(f^0)(x) = \inf \{ f^0(x+y) - z(y) : y \in B \}$$
where \( x \in \mathbb{R}^n \) and \( z : B \rightarrow \mathbb{R} \) is a function or a multi-level structuring element with finite support set \( B = \{ y : z(y) > -\infty \} \).

In practice, a useful class of functions \( z \) consists in flat structuring functions i.e. \( z(y) = 0 \) if \( y \in B \) and \( z(y) = -\infty \) otherwise. If \( B \) is a compact convex symmetric set, then definitions of dilation and erosion become
\[
\delta_B(f^0)(x) = \sup \{ f^0(x+y) : y \in B \} \quad \text{and} \quad \varepsilon_B(f^0)(x) = \inf \{ f^0(x+y) : y \in B \}
\]
By using structuring sets \( B = \{ x : \| x \|_p \leq 1 \} \), the general PDEs generating these flat dilations and erosions [31] are as follows:
\[
\frac{\partial \delta(f)}{\partial t} = \partial_t f = +\| \nabla f \|_p \quad \text{and} \quad \frac{\partial \varepsilon(f)}{\partial t} = \partial_t f = -\| \nabla f \|_p
\]
where \( f \) is a modified version of \( f^0 \), \( \nabla \) is the gradient operator, \( \| . \|_p \) corresponds to the \( L_p \)-norm, and one has the initial condition \( \partial_{t=0} f = f^0 \). With different values of \( p \), one obtains different structuring elements: a rhombus for \( p = \infty \), a disc with \( p = 2 \) and a square with \( p = 1 \) [31].

In this paper, we only consider the case of flat morphology.

### III. Weighted Graphs

The core idea of our approach is to define morphological operators on weighted graphs of arbitrary structure. Hence, in this Section, basics notions on weighted graphs are recalled, and key points on graph construction are detailed (distance between vertices, graph topology, and edges weights). All the following definitions and notations are used throughout this paper.

#### A. Basic notions

We consider the general situation where any discrete domain can be viewed as a weighted graph. Let \( G = (V, E, w) \) be a weighted graph composed of a finite set of vertices \( V \) and a finite set of weighted edges \( E \subseteq V \times V \). An edge \((u, v) \in E \) connects two adjacent or neighbor vertices \( u \) and \( v \) of \( V \). The set of neighbors of a vertex \( u \) is denoted by \( N(u) = \{ v \in V \setminus \{ u \} : (u, v) \in E \} \). The weight \( w: V \times V \rightarrow \mathbb{R}^+ \) of an edge \( (u, v) \in E \) can be defined by \( w(u, v) \), if \((u, v) \in E \) and \( w(u, v) = 0 \), otherwise.

In this work, graphs are assumed to be simple, connected and undirected, implying that the weight function \( w \) is symmetric \( w(u, v) = w(v, u) \) for all \( (u, v) \in E \). More details on these notions can be found in [32]. For the sake of simplicity, \( w(u, v) \) will be denoted by \( w_{uv} \) and notation \( v \sim u \) will mean that vertices \( u \) and \( v \) are adjacent.

Let \( f : V \rightarrow \mathbb{R} \) be a discrete real-valued function that assigns a real value \( f(u) \) to each vertex \( u \in V \). We denote by \( \mathcal{H}(V) \) the Hilbert space of such functions defined on the vertices of \( G \). Similarly, let \( \mathcal{H}(E) \) be the Hilbert space of functions that assign a real value to each edge of \( E \). These two spaces are endowed with the usual inner products [22].
B. Graph construction

Any discrete domain can be modeled by a weighted graph where each data point is represented by a vertex \( u \in V \). This domain can represent unorganized or organized data where functions defined on \( \mathcal{H}(V) \) correspond to the data to process.

1) Unorganized data: In this general case, the unorganized set of points \( V \subset \mathbb{R}^n \) can be seen as a function \( f^0:V \subset \mathbb{R}^n \rightarrow \mathbb{R}^n \). Then, defining the set of edges consists in modeling the neighborhood of each vertex that is based on similarity relationships between the feature vectors of the data set. This similarity depends on a pairwise distance measure \( \mu:V \times V \rightarrow \mathbb{R}^+ \). A typical choice of \( \mu \) for unorganized data is the Euclidean distance. Graph construction is application dependent and no general rules can be given. However, there exists several methods to construct a neighborhood graph. Typical graph structures can be quoted: the \( \tau \)-neighborhood graph, the \( k \)-nearest neighbors graph, the complete graph, the minimum spanning tree or the relative neighborhood graph (see \([33]\) for a survey on proximity and neighborhood graphs).

In this paper, we focus on two classes of graphs: a modified version of \( k \)-nearest neighbors graphs and \( \tau \)-neighborhood graphs.

The \( k \)-nearest neighbors graph, noted \( k\text{-NNG}=(V,E,w) \) is a weighted graph where each vertex \( u \in V \) is connected to its \( k \) nearest neighbors \( \{NN_k(u)\in V\backslash\{u\}\} \) that have the smallest distance measure towards \( u \) according to function \( \mu \). Since this graph is directed, a modified version of this graph is used to make it undirected, i.e. \( E = \{(u,v) : u \in NN_k(v) \text{ or } v \in NN_k(u)\} \) for \( u, v \in V \).

The \( \tau \)-neighborhood graph, noted \( G_\tau = (V,E,w) \) is a weighted graph where the \( \tau \)-neighborhood \( N_\tau \) for a given vertex \( u \in V \) is defined as \( N_\tau(u)=\{v\in V\backslash\{u\} : \mu(u,v) \leq \tau\} \) with \( \tau > 0 \) is a threshold parameter.

2) Organized data: Typical cases of organized data are signals or images (2D or 3D). Such data can be seen as functions \( f^0:V \subset \mathbb{Z}^m \rightarrow \mathbb{R}^n \) with \( m=1,2 \) or \( 3 \) corresponding to the above mentioned cases. Then, the distance \( \mu \) used to construct the graph corresponds to a distance between spatial coordinates associated to vertices \( V \). Several distances can be considered among those, we can quote the city-block or the Chebyshev distances.

For a 2D image, the city-block and the Chebyshev distances between vertices \( u \) and \( v \) associated with their spatial coordinates \((x_i, y_i)\) and \((x_j, y_j)\) are defined as \( \mu(u,v) = |x_i-x_j| + |y_i-y_j| \) and \( \mu(u,v) = \max(|x_i-x_j|, |y_i-y_j|) \), respectively. With these distances and a \( \tau \)-neighborhood graph, one can recover the usual adjacency graphs used in 2D image processing where each vertex corresponds to an image pixel. A 4-adjacency grid graph (denoted as \( G_0 \) in the rest of this paper) is obtained with a city-block distance and \( \tau \leq 1 \). A 8-adjacency grid graph (further denoted as \( G_1 \)) is obtained with a Chebyshev distance and \( \tau \leq 1 \). More generally, ((\(2s+1\))^2−1)−adjacency graphs are obtained with a Chebyshev distance with \( \tau \leq s \) and \( s \geq 1 \). This corresponds to add edges between the central pixel of a square window of size \((2s+1)\times(2s+1)\) and the other pixels within the window. Similar remarks apply for the construction of graphs on 3D images where vertices are associated to voxels.

One can also consider the case of Region Adjacency Graphs (RAG) where each vertex corresponds to one region. The set of edges is obtained with an adjacency distance: \( \mu(u,v) = 1 \) if \( u \) and \( v \) are adjacent and \( \mu(u,v) = \infty \) otherwise, together with a \( \tau \)-neighborhood graph (\( \tau = 1 \)): this corresponds to the Delaunay graph of an image.
partition.

Finally, we can mention the cases of polygonal curves or surfaces that have natural graph representations where vertex correspond to mesh vertices and edges are mesh edges.

C. Graph weights

For a given function \( f^0 \in \mathcal{H}(V) \), similarity relationship between data can be incorporated within edges weights according to a measure of similarity \( g : E \to \mathbb{R}^+ \) and with \( w(u,v)=g(u,v) \).

Computing distances between vertices consists in comparing their features that generally depend on the initial function \( f^0 \). To this aim, each vertex \( u \in V \) is assigned with a feature vector \( F(f^0, u) \in \mathbb{R}^m \). Then, the following weight functions can be considered. For a given edge \((u,v) \in E\) and a distance measure \( \rho : V \times V \to \mathbb{R}^+ \) associated to \( F \), we can have:

\[
\begin{align*}
  g_0(u,v) &= 1 \quad \text{(unweighted case)} , \\
  g_1(u,v) &= \exp(-\rho(F(f^0, u), F(f^0, v))/\sigma^2) \quad \text{with } \sigma > 0 , \\
  g_2(u,v) &= (\rho(F(f^0, u), F(f^0, v)) + \epsilon)^{-1} \quad \text{with } \epsilon > 0, \epsilon \to 0 .
\end{align*}
\]

Usually, the distance function \( \rho \) is the Euclidean distance function. Several choices can be considered for the expression of \( F \) depending on the features to preserve. The simplest one is \( F(f^0, u) = f^0(u) \).

In the context of image processing, an important feature vector \( F \) is provided by images patches i.e. \( F(f^0, u) = F_r(f^0, u) = \{ f^0(v) : v \in N_r(u) \cup \{ u \} \} \). In the case of a grayscale image \( F_r(f^0, .) \) is a vector of size \((2\tau+1)^2\) corresponding to the values of \( f^0 \) in a square window of size \((2\tau+1) \times (2\tau+1)\) centered at vertex \( u \) (a pixel). Color images can be handled using features of dimension \( 3 \times (2\tau+1)^2 \). Then, the resultant weight function directly incorporates local or nonlocal features [26]. This feature vector has been proposed in the context of texture synthesis [34], and further used in the context of image processing [19], [20].

IV. OPERATORS ON WEIGHTED GRAPHS

In this Section, we define operators on weighted graphs that constitute the basis of our morphological framework.

A. Weighted morphological difference operators

All the basic operators considered in this paper are defined from the difference operator or the discrete derivative. There exists several definitions of these operators on graphs (see for instance [35]). In this work, we consider a definition that allows the expressions of discrete weighted gradient on graphs.

The \textit{weighted difference operator} [23] \( d_w : \mathcal{H}(V) \to \mathcal{H}(E) \) of a function \( f \in \mathcal{H}(V) \) is the vector of all weighted discrete derivatives:

\[
d_w f = (\{ (d_w f)(u,v) \}_{(u,v) \in E} ,
\]

where for all \((u,v) \in E\)

\[
(d_w f)(u,v) = w_u^{1/2} (f(v) - f(u)) ,
\]

\[\text{(2)}\]
and
\[ \partial_v f(u) = (d_w^+ f)(u,v) \] (3)

is the discrete partial derivative of \( f \). This definition has the following properties for a function defined in a Euclidean space: \( \partial_v f(u) = - \partial_u f(v), \partial_u f(u) = 0 \) and if \( f(u) = f(v) \) then \( \partial_v f(u) = 0 \).

Based on the difference operator (2), we define two new weighted morphological directional difference operators. The weighted morphological external and internal difference operator are respectively:
\[ (d_w^+ f)(u,v) = w_{uv}^{1/2} \left( \max(f(u), f(v)) - f(u) \right) \] (4) and
\[ (d_w^- f)(u,v) = w_{uv}^{1/2} \left( f(u) - \min(f(u), f(v)) \right) . \]

with the following properties
\[ (d_w^+ f)(u,v) = \max(0, (d_w f)(u,v)) , \]
\[ (d_w^- f)(u,v) = - \min(0, (d_w f)(u,v)) \] and
\[ (d_w^- f)(u,v) = (d_w^+ f)(v,u) . \]

Indeed, for the directional external difference operator and since \( \max(a, b) - a = \max(0, a - b) \), we have
\[ (d_w^+ f)(u,v) = w_{uv}^{1/2} \left( \max(f(u), f(v)) - f(u) \right) \]
\[ = w_{uv}^{1/2} \max(0, f(v) - f(u)) \]
\[ = \max(0, (d_w f)(u,v)) . \]

Similarly, for the internal difference operator, since \( a - \min(a, b) = - \min(0, b - a) \), we have
\[ (d_w^- f)(u,v) = w_{uv}^{1/2} \left( f(u) - \min(f(u), f(v)) \right) \]
\[ = - w_{uv}^{1/2} \min(0, f(v) - f(u)) \]
\[ = - \min(0, (d_w f)(u,v)) . \]

Finally, since \( \max(0, a - b) = - \min(0, b - a) \) we obtain \( (d_w^- f)(u,v) = (d_w^+ f)(v,u) \).

The two proposed weighted morphological directional difference operators (4) recover classical directional difference operators on unweighted graphs \( (w = g_0 = 1) \) and extend them to weighted graphs that enables more adaptation in the difference computation.

Based on definition (3), the corresponding external and internal partial derivatives are
\[ \partial_v^+ f(u) = (d_w^+ f)(u,v) \] and \[ \partial_v^- f(u) = (d_w^- f)(u,v) \] (5).

B. Weighted morphological gradients and norms

The weighted gradient of a function \( f \in \mathcal{H}(V) \) at vertex \( u \) is the vector of all edge directional derivatives
\[ (\nabla_w f)(u) = (\partial_v f(u))(u,v)_{(u,v) \in E} . \] (6)
Following this definition, we introduce two new weighted morphological (internal and external) gradients based on the partial derivatives (5) such as

\[(\nabla_w^+ f)(u) = (\partial_v^+ f(u))_{(u,v) \in E}\] and
\[(\nabla_w^- f)(u) = (\partial_v^- f(u))_{(u,v) \in E}.\] (7)

The external gradient of a function is a directional difference operator defined as the difference between an extensive operator and the function (a typical one being the \(\text{max}\)). Similarly, the internal gradient uses an anti-extensive (the \(\text{min}\)) operator [36].

In the sequel, we use the \(L_p\)-norm of gradients (7) for a given vertex \(u \in V\), we have

\[\|(\nabla_w^+ f)(u)\|_p = \left[ \sum_{v \sim u} w_{uv}^{p/2} \left| \max(0, f(v) - f(u)) \right|^p \right]^{1/p}\] and
\[\|(\nabla_w^- f)(u)\|_p = \left[ \sum_{v \sim u} w_{uv}^{p/2} \left| \min(0, f(v) - f(u)) \right|^p \right]^{1/p};\] (8)

and for the \(L_\infty\)-norm, we have

\[\|(\nabla_w^+ f)(u)\|_\infty = \max_{v \sim u} \left( w_{uv}^{1/2} \left| \max(0, f(v) - f(u)) \right| \right)\] and
\[\|(\nabla_w^- f)(u)\|_\infty = \max_{v \sim u} \left( w_{uv}^{1/2} \left| \min(0, f(v) - f(u)) \right| \right).\] (9)

Same expressions can be obtained for the general weighted gradient (6).

One can note that general definitions presented in this Section are defined on graphs of arbitrary topology. Hence, they can be used to process any discrete regular or irregular data sets that can be represented by a weighted graph. Moreover, local and nonlocal settings are directly handled in these definitions and both are expressed by the graph topology in terms of neighborhood connectivity [22].

C. Relations with algebraic morphological operators

The previously defined external and internal gradients operate on any graph structure. In the sequel, we show that in the particular case of an unweighted \((w=g_0)\) graph and with \(p=\infty\), our gradient formulations recover algebraic morphological operators where the structuring element is provided by the graph neighborhood i.e. \(B=N(u)\) for all \(u \in V\).

The \(L_\infty\)-norms (9) of the proposed external and internal gradients \(\nabla_w^+\) and \(\nabla_w^-\) recover the classical definition of algebraic morphological external \((\delta(f)(u) - f(u))\) and internal \((f(u) - \varepsilon(f)(u))\) gradients. Indeed, for the external gradient

\[\|(\nabla_w^+ f)(u)\|_\infty = \max_{v \sim u} \left( \max(0, f(v) - f(u)) \right)\]
\[= \max_{v \sim u} \left( \max(f(u), f(v)) - f(u) \right)\]
\[= \max_{v \sim u} \left( f(v) - f(u) \right)\]
\[= \delta(f)(u) - f(u),\]
and similarly for the internal one

\[ \|(\nabla_{w}^{-} f)(u)\|_{\infty} = \max_{v \sim_{w} u} \{ \min\{0, f(v) - f(u)\} \} \]
\[ = \max_{v \sim_{w} u} \{ \max\{0, f(u) - f(v)\} \} \]
\[ = \max_{v \sim_{w} u} \{0, f(u) - f(v)\} \]
\[ = -\min_{v \sim_{w} u} \{0, f(v) - f(u)\} \]
\[ = f(u) - \min_{v \sim_{w} u} f(u), f(v) \]
\[ = f(u) - \varepsilon(f)(u) . \]

With these latter relations, we immediately recover the algebraic classical morphological gradient and Laplace operators:

\[ \|(\nabla_{w}^{+} f)(u)\|_{\infty} + \|(\nabla_{w}^{-} f)(u)\|_{\infty} = \delta(f)(u) - \varepsilon(f)(u) \text{ and} \]
\[ \|(\nabla_{w}^{+} f)(u)\|_{\infty} - \|(\nabla_{w}^{-} f)(u)\|_{\infty} = \delta(f)(u) + \varepsilon(f)(u) - 2f(u) . \]

Finally, our formulation recovers classical morphological gradient and Laplace operators and extend them to weighted graphs that define new families of local and nonlocal weighted morphological gradients and Laplace operators.

D. Graph boundary sets and relations with weighted morphological gradients

Let \( \mathcal{A} \) be a set of connected vertices with \( \mathcal{A} \subset V \) such that for all \( u \in \mathcal{A} \), there exists a vertex \( v \in \mathcal{A} \) with \( (u, v) \in E \). We denote by \( \partial^{+} \mathcal{A} \) and \( \partial^{-} \mathcal{A} \), the external and internal boundary sets of \( \mathcal{A} \), respectively. For a given vertex \( u \in V \):

\[ \partial^{+} \mathcal{A} = \{u \in \mathcal{A}^{c} : \exists v \in \mathcal{A} \text{ with } (u, v) \in E\} \text{ and} \]
\[ \partial^{-} \mathcal{A} = \{u \in \mathcal{A} : \exists v \in \mathcal{A}^{c} \text{ with } (u, v) \in E\} , \]

where \( \mathcal{A}^{c} = V \setminus \mathcal{A} \) is the complement of \( \mathcal{A} \).

Figure 1 illustrates these notions on two different graph structures: a 4-adjacency grid graph and an arbitrary graph. One can remark that the boundary of \( V \) cannot be defined directly from the previous definitions, we assume it is known.

Intuitively from definitions (10), dilation over \( \mathcal{A} \) can be interpreted as a growth process that adds vertices from \( \partial^{+} \mathcal{A} \) to \( \mathcal{A} \). By duality, erosion over \( \mathcal{A} \) can be interpreted as a contraction process that removes vertices from \( \partial^{-} \mathcal{A} \).

The following propositions show the relation between graph boundary sets and the weighted discrete morphological gradient norms (8) of the level set function of \( f \) at vertex \( u \in V \). The decomposition of \( f \) into its level sets is denoted \( f^{l} = \chi(f-l) \) where \( \chi \) is the Heaviside function (a step function).

**Proposition 1**: For any level set \( f^{l} \), one can obtain a set \( \mathcal{A}^{l} \subset V \) such that the gradient norms (8) are

\[ \|(\nabla_{w}^{+} f^{l})(u)\|_{p} = \left[ \sum_{v \sim_{w} u, v \in \mathcal{A}^{l}} w^{p/2} \right]^{1/p} \chi(\partial^{+} \mathcal{A}^{l})(u) \text{ and} \]
\[ \|(\nabla_{w}^{-} f^{l})(u)\|_{p} = \left[ \sum_{v \sim_{w} u, v \notin \mathcal{A}^{l}} w^{p/2} \right]^{1/p} \chi(\partial^{-} \mathcal{A}^{l})(u) , \]
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where \( \chi: V \to \{0, 1\} \) is the indicator function and \( A^l \) is the set such that \( f^l = \chi(A^l) \).

**Proof:**

We prove the first relation in (11). One has

\[
\| (\nabla_w f^l)(u) \|_p^p = \| (\nabla^+_w)(u) \|_p^p = \sum_{v \sim u, v \in A^l} \frac{w_{uv}^p}{2} \max(0, \chi(A^l)(v) - \chi(A^l)(u))^p \vert^{1/p}.
\]

We study the cases where \( u \in A^l, u \notin A^l \) and similarly with its neighborhood \( N(u) \).

The only case where \( \chi(A^l)(v) - \chi(A^l)(u) > 0 \) is when \( u \notin A^l \) and its neighbors \( v \in A^l \). This configuration corresponds to the definition of the external set of vertices \( \partial^+A^l \) defined in (10). With this property the following relation is deduced:

\[
\| (\nabla^+_w f^l)(u) \|_p^p = \left[ \sum_{v \sim u, v \in A^l} \frac{w_{uv}^p}{2} \right]^{1/p} \chi(\partial^+A^l)(u)
\]

Second relation in (11) is obtained with the same scheme: \( \chi(A^l)(v) - \chi(A^l)(u) < 0 \) only by considering the internal set \( \partial^-A^l \) (i.e. \( u \in A^l \) and \( v \notin A^l \) with \( v \in N(u) \)).

Directly from Proposition (1), the following proposition can be established.

**Proposition 2:** For any level set \( f^l \), at vertex \( u \in V \), the \( L_p \)-norm of the gradient \( (\nabla_w f^l)(u) \) can be decomposed as

\[
\| (\nabla_w f^l)(u) \|_p^p = \| (\nabla^+_w f^l)(u) \|_p^p + \| (\nabla^-_w f^l)(u) \|_p^p.
\]
Proof: Using Proposition (1) and the boundary sets \( \partial^+ A^l \) and \( \partial^- A^l \), one has
\[
\|(\nabla_j f^l)(u)\|_p^p = \sum_{\nu \sim u} w_{uv}^{p/2} (\alpha^l_{uv})^p
\]
\[
= \sum_{\nu \sim u, \ u \in \partial^+ A^l} w_{uv}^{p/2} (\alpha^l_{uv})^p + \sum_{\nu \sim u, \ u \in \partial^- A^l} w_{uv}^{p/2} (\alpha^l_{uv})^p
\]
Proposition (1)
\[
\|\nabla^+_j f^l(u)\|_p^p + \|\nabla^-_j f^l(u)\|_p^p
\]
where \( \alpha^l_{uv} = |\chi(A^l)(v) - \chi(A^l)(u)| \). Moreover, we can also deduce that
\[
\|(\nabla_j f^l)(u)\|_p = \begin{cases} 
\|(\nabla^+_j f^l)(u)\|_p \text{ if } u \in \partial^+ A^l, \\
\|(\nabla^-_j f^l)(u)\|_p \text{ if } u \in \partial^- A^l.
\end{cases}
\]

Remark 1: Propositions (1) and (2), only consider the \( L_p \)-norms where \( 0 < p < +\infty \). For the \( L_\infty \)-norm one can demonstrate and obtain same results by using expressions (9).

V. MATHEMATICAL MORPHOLOGY BY PARTIAL DIFFERENCE EQUATIONS OVER GRAPHS

In this Section, we present a novel formulation of MM expressed with PDEs-based definitions. First, we introduce our PdEs-based dilation and erosion formulations. Second, we focus on a particular class of morphological filters, the levelings. Finally, based on our morphological framework, we consider the eikonal equation and derive a solution of this equation.

A. PdEs-based dilation and erosion

Starting from PDEs-based dilation and erosion formulations (1), we define the discrete analogue of such definitions and obtain the following expressions with PdEs over graphs. For a given initial function \( f^0 \in \mathcal{H}(V) \):
\[
\frac{\partial \delta(f)(u)}{\partial t} = \delta_t f(u) = + \|(\nabla^+_j f^l)(u)\|_p \quad \text{and}
\]
\[
\frac{\partial \varepsilon(f)(u)}{\partial t} = \delta_t f(u) = - \|(\nabla^-_j f^l)(u)\|_p \quad \forall u \in V ,
\]
with the initial condition \( \delta_{t=0} f = f^0 \) (\( f \) is a modified version of \( f^0 \)) and \( \nabla^+_j \) and \( \nabla^-_j \) are the weighted discrete morphological gradients defined in (7).

To establish (12) we use the decomposition of \( f \) into its level sets \( f^l = \chi(f-l) \) and the definition of graph boundary sets.

1) Dilation and erosion processes: As for the continuous case, a simple variational definition of dilation applied to \( f^l \) can be interpreted as maximizing a surface gain proportional to the gradient norm \( +\|(\nabla^+_j f^l)(u)\|_p \). Similarly, erosion can be viewed as minimizing a surface gain proportional to \( -\|(\nabla^-_j f^l)(u)\|_p \).

With Propositions (1) and (2) dilation of \( f^l \) on \( A^l \) corresponds to only consider the external boundary set \( \partial^+ A^l \) and can be expressed by \( \delta_t f^l(u) = + \|(\nabla^+_j f^l)(u)\|_p \) where the gradient \( \|(\nabla^+_j f^l)(u)\|_p \) is reduced to the external gradient \( \|(\nabla^+_j f^l)(u)\|_p \). Similarly, erosion of \( f^l \) on \( A^l \) can be defined by \( \delta_t f^l(u) = -\|(\nabla^-_j f^l)(u)\|_p \).
Finally, by extending these two processes for all the levels of \( f \), we can naturally consider the following two families of dilation and erosion. These two processes are parameterized by \( p \) and \( w \) over any weighted graph \( G=(V,E,w) \):

\[
\delta(f)(u) = \partial_t f(u) = + \| (\nabla_w f^+)(u) \|_p \quad \text{and} \quad \varepsilon(f)(u) = \partial_t f(u) = - \| (\nabla_w f^-)(u) \|_p .
\]

To solve these dilation and erosion processes (13) and (14), on the contrary to the PDEs case, no spatial discretization is needed thanks to derivatives that are directly expressed in a discrete form. Then, by using discretization in time, and with the usual notation \( f(u, n) \approx f(u, n \Delta t) \), the general iterative scheme for dilation and erosion, can be defined at time \( n+1 \), for all \( u \in V \), as

\[
f^{n+1}(u) = f^n(u) + \Delta t \| (\nabla_v f^+)^n(u) \|_p \quad \text{and} \quad f^{n+1}(u) = f^n(u) - \Delta t \| (\nabla_v f^-)^n(u) \|_p .
\]

The initial condition is \( f^{(0)} = f^0 \) where \( f^0 \in \mathcal{H}(V) \) is the initial function defined on the graph vertices.

If dilation is considered and with the corresponding gradient norms, (15) becomes for \( 0 < p < +\infty \)

\[
f^{n+1}(u) \overset{(8)}{=} f^n(u) + \Delta t \left( \sum_{v \sim u} w_{uv}^{p/2} \max(0, \beta_{uv}^n) \right)^{\frac{1}{p}}
\]

and for \( p = \infty \)

\[
f^{n+1}(u) \overset{(9)}{=} f^n(u) + \Delta t \max_{v \sim u} \left( w_{uv}^{1/2} \max(0, \beta_{uv}^n) \right) ,
\]

where \( \beta_{uv}^n = f^n(v) - f^n(u) \).

At each step of the algorithms, the new value at vertex \( u \) only depends on its value at step \( n \) and the existing values in its neighborhood.

**Remark 2:** In the case of a vector valued function \( f : V \rightarrow \mathbb{R}^m \) with \( f(u) = (f_i(u))_{i=1,...,m} \) for all \( u \in V \), morphological processing is performed on each component \( f_i \) independently, leading to \( m \) morphological processes. Component wise processing can have drawbacks. To overcome this limitation, morphological processes acting on vector-valued function need to take into account the inner correlation between vector-valued functions. In our methodology, the edges’ weight function acts as a coupling term between these components that enables to overcome this limitation.

2) **Related schemes in image processing:** Dilation (15) and erosion (16) formulations operate on any graph structures. In the sequel, we show that with an adapted graph topology and an appropriated weight function, the proposed methodology for dilation and erosion is linked to well-known methods defined in the context of image processing.

**Osher-Sethian discretization scheme.** Let \( G_0=(V,E,g_0) \) be an unweighted 4-adjacency grid graph associated with a grayscale image defined as function \( f^0 : V \subset \mathbb{Z}^2 \rightarrow \mathbb{R} \), (17) recovers the exact Osher-Sethian [10] upwind first
order discretization scheme of dilation. For \( p=2 \) and \( G_0 \), (17) becomes
\[
f^{n+1}(u) = f^n(u) + \Delta t \left[ \sum_{v \sim u} \max(0, f^n(v) - f^n(u)) \right]^{1/2}.
\] (19)

By replacing vertices \( u \in V \) and their neighborhoods \( N(u) \) by their spatial image coordinates \( (x, y) \), (19) can be rewritten as
\[
f^{n+1}(x, y) = f^n(x, y) + \Delta t \left[ \min(0, f^n((x, y)) - f^n((x-1, y))) \right]^2 + \left[ \min(0, f^n((x, y)) - f^n((x, y-1))) \right]^2 + \left[ \max(0, f^n((x, y)) - f^n((x+1, y))) \right]^2 + \left[ \max(0, f^n((x, y)) - f^n((x, y+1))) \right]^2 \right]^{1/2}
\]
since \( \max(0, a-b)^2 = \min(0, b-a)^2 \). Same property can be demonstrated for the erosion case.

**Algebraic formulation.** The proposed dilation expression also recovers the classical algebraic flat morphological dilation formulation over graphs. In the case where \( p=\infty \) with a constant discretization time \( \Delta t=1 \) and a constant weight function \( g_0 \), (18) becomes for \( u \in V \):
\[
f^{n+1}(u) = f^n(u) + \max_{v \sim u} \left( \max(0, \beta^{n}_{uv}) \right).
\] (20)

Then,
\[
f^{n+1}(u) = \begin{cases} f^n(u) + \max_{v \sim u} \left( f^n(v) - f^n(u) \right) & \text{if } \beta^{n}_{uv} > 0, \\ f^n(u) & \text{otherwise}. \end{cases}
\]

For both cases, (20) recovers the algebraic dilation over graphs.
\[
f^{n+1}(u) = \max_{v \sim u} \left( f^n(v), f^n(u) \right).
\] (21)

In that case, the structuring element is provided by both the graph topology and the vertices’ neighborhoods. For instance, if we consider an 8-adjacency image grid graph, it is equivalent to a dilation by a square structuring element of size \( 3 \times 3 \).

One can demonstrate the same result for the erosion case, where the latter can be defined as
\[
f^{n+1}(u) = \min_{v \sim u} \left( f^n(v), f^n(u) \right).
\] (22)

It is important to note that for the case of weighted graphs, the proposed morphological operators are operators that adapt their behavior according to the importance of weights with their neighbors.

**B. Levelings on weighted graphs**

Maragos and Meyer [27] have introduced nonlinear PDEs that model a general class of morphological filters: the levelings. Particular cases of such filters are reconstruction openings and closings.
Using the proposed methodology, we define the discrete analogue of continuous morphological levelings over graphs by PdEs. For \( u \in V \), leveling processes can be defined as

\[
\partial_t f(u) = \text{sgn}(f^0(u) - f(u)) \| (\nabla \pm f)(u) \|_p
\]

(23)

with the initial condition \( f = m \) at \( t=0 \). Reference function is \( f^0 \in \mathcal{H}(V) \) and marker function is \( m \in \mathcal{H}(V) \) from which a reconstruction can be produced. \( \text{sgn}(x) \) is the sign function with \( \text{sgn}(x) = 1 \) if \( x > 0 \), \( -1 \) if \( x < 0 \) and \( 0 \) if \( x = 0 \).

Equation (23) is a sign-varying process where \( \text{sgn}(f^0 - f) \) controls the evolution and stops when \( f^0 = f \). If \( f^0 > f \) then (23) acts as dilation and process (13) is recovered where \( \nabla \pm = \nabla^+ \). If \( f^0 < f \) then (23) acts as erosion and process (14) is recovered where \( \nabla \pm = \nabla^- \). Finally, at convergence of (23), the leveling of \( f^0 \) is obtained with respect to the marker function \( m \).

Equation (23) is defined on weighted graphs of arbitrary structure and provides a novel approach of morphological levelings. The same scheme operates on any discrete data that can be represented by a weighted graph.

**Remark 3:** Let \( G_0=(V, E, g_0) \) be an unweighted 4-adjacency grid graph associated with a grayscale image. In the case where \( p=2 \), with dilation and erosion algorithms presented in previous Section, (23) recovers the exact numerical scheme proposed by [27] to solve PDEs-based levelings.

### C. Eikonal equation over weighted graphs

In this Section, we propose an adaptation of the eikonal equation on weighted graphs [29].

The applications of eikonal equation are numerous in image analysis and computer vision such as shape-from-shading [37]–[39], image segmentation [40]–[42] or geodesic distance computation on discrete and parametric surfaces [43]–[47].

The eikonal equation is a particular case of the following general continuous Hamilton-Jacobi equation:

\[
\begin{aligned}
H(x, f, \nabla f) &= 0 \quad x \in \Omega \subset \mathbb{R}^n \\
f(x) &= \phi(x) \quad x \in \Gamma \subset \Omega 
\end{aligned}
\]

(24)

where \( \phi \) is a positive speed function defined on \( \Omega \) and \( \Gamma \) represents the sources. The eikonal equation can be expressed by using the following Hamiltonian:

\[
H(x, f, \nabla f) = \| \nabla f(x) \| - P(x)
\]

(25)

where \( P(x) \) is a given potential function. The solution of (25) represents the weighted shortest distance from \( x \) to the zero distance curve given by \( \Gamma \) (where \( \phi(x) = 0 \)).

In literature, usual methods used to solve (24) are based on discretization of the Hamiltonian and leads to nonlinear systems of equations. The latter system is usually solved by iterative [37], Fast Marching [48] or Fast Sweeping [49] methods.
Another approach to solve (25) is to consider a time dependent version of the equation and to evolve it to the steady state. Then, (25) can be rewritten as

\[
\begin{aligned}
\frac{\partial f(x,t)}{\partial t} &= -\|\nabla f(x)\| + P(x) \quad x \in \Omega \subset \mathbb{R}^n \\
f(x,t) &= \phi(x) \quad x \in \Gamma \subset \mathbb{R}^n \\
f(x,0) &= \phi_0(x) \quad x \in \Omega
\end{aligned}
\]  

(26)

In this work, we propose an adaption of (26) on weighted graphs.

With the morphological processes described by (14), the time dependent eikonal formulation (26) can be viewed as an erosion process regarding the minus sign and a null potential function \(P\). Then, by using the corresponding internal gradient \((\nabla w)\) involved in discrete PdEs-based erosion process, (26) can be directly rewritten with weighted graphs. Given a graph \(G=(V,E,w)\) and a function \(f \in \mathcal{H}(V)\), we obtain a discrete PdEs-based version of the system (26) parameterized by \(w\) and \(p\) [29].

\[
\begin{aligned}
\frac{\partial f(u,t)}{\partial t} &= -\|\nabla w f(u)\|_p + P(u) \quad u \in V \\
f(u,t) &= \phi(u) \quad u \in V_0 \subset V \\
f(u,0) &= \phi_0(u) \quad u \in V
\end{aligned}
\]

(27)

where \(V_0\) corresponds to the initial seed vertices.

**Remark 4:** In this work we only focus on the time-marching approach but, in future works, the resolution of stationary version of the eikonal equation will also be considered.

Using the conventional notation \(f^n(u) \approx f(u, n\Delta t)\), the solution of (27) over weighted graphs of arbitrary topology can be solved by the following algorithm:

\[
f^{n+1}(u) = f^n(u) - \Delta t \left( \|\nabla w f^n(u)\|_p - P(u) \right) .
\]

(28)

Convergence (i.e given a fixed number \(n\) of iteration or when \(\|f^{n+1} - f^n\| < \epsilon\)) of this process is the solution of the eikonal equation (25).

It is important to note that our formulation of eikonal equation works on any graph structure. This implies that our formulation constitutes a simple method to solve the eikonal equation for any discrete regular or irregular domains that can be modeled by a graph.

**Remark 5:** Let \(G=(V,E,g_0)\) be an unweighted graph. Then, (28) corresponds to an iterative version of the Dijkstra shortest path algorithm defined on graphs of arbitrary structure. Indeed, in the case where \(p=\infty, \Delta t=1\) and with property (22), (28) is rewritten as

\[
f^{n+1}(u) = \min_{v \sim u} (f^n(v)) + P(u) ,
\]

(29)

by considering the neighborhood of \(u\) as \(N(u) \cup \{u\}\). This equation corresponds to a shortest path algorithm for a given graph where at each step, the distance \(f(u)\) at vertex \(u\) corresponds to the minimal distance in its neighborhood.

Moreover, with an unweighted 4-adjacency grid graph and \(p=2\), one can remark that (28) recovers the Osher-Sethian Hamiltonian discretization scheme [10].
VI. EXPERIMENTS IN IMAGE PROCESSING

In this Section, experiments are presented to show potentialities and behaviors of our formulation in order to process images. The objective of the following results is not to solve a particular application. Moreover, in this Section, we focus on the case of images and use the natural grid representation of such data. The case of arbitrary graphs will be discussed in the next Section.

In the sequel, morphological operations such as dilation, closing and levelings are presented. Moreover, results for nonlocal image segmentation and weighted distances computation based on our solution of eikonal equation are also provided.

A. Adaptative grayscale image morphological operations

In this experiment, we illustrate our graph-based framework through basic morphological operations such as dilation and closing. For a given function \( f \in H(V) \), the simplest way to obtain closing operation is to implement it serially as compositions of dilation \( \delta \) and erosion \( \varepsilon \). Then, a closing is \( \varepsilon(\delta(f)) \).

Figure 2 presents dilation and closing of an original scalar grayscale image (at top of Fig. 2) considered as a function \( f^0: V \subset \mathbb{Z}^2 \rightarrow \mathbb{R} \) that defines a mapping from vertices to grayscale pixel values. This example shows the adaptative aspect of our morphological framework. Indeed, proposed results are obtained for different \( p \) values, weight functions \( w \), graph topologies \( G \) and feature vector \( F \).

First row of Fig. 2 shows results for the case where \( p=\infty, \Delta t=1 \). This corresponds to the algebraic processing. In that case, the graph structure (a \( G_2 \) graph with the city-block distance) and the vertices’ neighborhoods provide an equivalent to a circle structuring element of radius equals to 2. The last three next rows show results for the case where \( p=2 \). Second row of Fig. 2 presents results for an unweighted \( (w=g_0) \) 4-adjacency grid graph. This case corresponds to PDEs-based morphological processing. Difference between second and third column is that in the latter case, we use a weighted \( (w=g_1) \) graph instead of an unweighted one. These results show the benefits of weights that enable to better preserve edge information as compared to the unweighted cases. Fourth column presents nonlocal patch-based results. In this example the graph is a 25-adjacency grid graph (a \( G_2 \) graph with the Chebyshev distance) weighted by function \( g_1 \) associated with patches of size 5×5 as pixel features. These results clearly show that this morphological processing better preserves image components such as edges, fine structures and repetitive elements. One can also note in that case, the filtering effects in image background and woman face.

B. Nonlocal levelings for textured images

Figure 3 presents the application of levelings (23) in order to process textured images. This example compares the classical approach with our nonlocal patch based method.

First row of Fig. 3 shows original images corrupted with Gaussian noise of standard deviation of 20. Second row presents image markers from which the levelings are performed. These markers are simply obtained by Gaussian filtering. The two last rows show local and nonlocal patch-based results, respectively. Local levelings correspond to classical PDEs-based methods where the corresponding graph is an unweighted 4-adjacency grid graph. Nonlocal
Fig. 2. Adaptative morphological image processing with different $p$ values, weight functions $w$, graph topologies $G$, and feature vector $F$. At top: original image. First and second columns: dilation and closing operations, respectively. First row: algebraic case ($p=\infty, \Delta t=1$), second row: PDEs case ($p=2$), third row: weighted case ($w=g_1$), fourth row: nonlocal patch-based case ($G_2, F_2$).
patch-based levelings results are obtained with a 4-adjacency grid graph weighted by $g_1$ function. This latter graph is coupled with an unweighted 4-NNG$_2$ where the nearest neighbors are obtained in a $5 \times 5$ search window. Edge weights are computed with patches of size $7 \times 7$. Results clearly show superior behaviors of nonlocal processing in order to reconstruct fine and repetitive structures as compare to local one.

![Textured image levelings: local and nonlocal patch-based processing. First row: noisy original synthetic images. Second row: initial markers obtained by Gaussian filtering. Third row: local approach with $G_0$, $w=g_0$ and $F=f^0$. Last row: nonlocal patch-based approach with graph $(G_0, w=g_1) \cup (4\text{-NNG}_2, w=g_0)$ and features $F=F_3(f^0, \cdot)$.

C. Adaptative weighted distances with eikonal equation

Figure 4 shows the application of eikonal equation (28) in order to compute weighted distances. This example shows the adaptivity of our framework. Indeed, results are obtained with different graph topologies, weight functions and $p$ values. Potential function $P$ involved in (28) is equal to 1 and the initial seed is located at the top left corner of the original image.
Fig. 4. Adaptative weighted distances computation with different $p$ values, weight functions $w$ and graph topologies $G$. Results represent color distance maps with iso-level sets. The initial seed is located at the top left corner. At top: original image. First, second and third rows: results with $p=2$, 1 and $\infty$ respectively. First, second and third columns, the graph configurations are: $G_0, w=g_0, F=f^0$; $G_0, w=g_1, F=f^0$ and $G_2, w=g_1, F=F_5(f^0,.)$, respectively.

First, second and third rows of Fig. 4 show results for $p=2$, 1 and $\infty$, respectively. All results correspond to color distance maps (red color for small and blue color for large distances) where iso-levels sets are superimposed in white. First column shows results obtained with an unweighted 4-adjacency grid graph that correspond to the classical distances computation. Results in the second column are obtained with the same graph but weighted. With non constant weights, image information is automatically integrated in the distance computation that modifies the front evolution speed particularly into the textured sub-image. Last column shows the nonlocal patch-based case where the graph $G_2$ is constructed with the Chebyshev distance and weighted by function $g_1$ associated with patches of size $11 \times 11$. In this case, repetitive information are naturally captured by the weights that stops the front evolution around the textured sub-image. Finally, one can obtain a segmentation of the textured sub-image simply by thresholding the obtained distance maps.
D. Nonlocal interactive image segmentation with eikonal equation

The previous Section has shown applications of our formulation of eikonal equation in order to compute weighted distances. Computed distance maps can be used to perform image segmentation simply by using a threshold or a class membership probability.

In this Section, we propose to address image interactive segmentation problem. Interactive segmentation can be viewed as a semi-supervised graph clustering formulated as follows. Let $G=(V,E,w)$ be a weighted graph representing the data to cluster. The semi-supervised vertices clustering consists in grouping the set $V$ into $k$ classes where the number of $k$ classes is given. $V$ is composed of labeled and unlabeled data. Let $V_0=\{u_i\}_{i=1,...,k}$ be the set of initial labeled vertices and let $V\setminus V_0$ be the initial unlabeled vertices. The objective is to estimate the unlabeled data from labeled ones. To address this problem, methods based on regularization on graphs have been proposed so far (see [50] and references therein).

In this paper, we propose to consider this clustering problem by using the resolution of eikonal equation (28) and to compute $k$ distance maps where the set $V_0$ corresponds to initial seeds. At the end of these processes, class membership probabilities can be estimated and the final classification obtained for a given vertex $u\in V$ by the following formulation:

$$\arg\min_i \left\{ \frac{f_i(u)}{\sum_i f_i(u)} \right\} \text{ with } i=1,\ldots,k \tag{30}$$

Figure 5 shows examples of semi-supervised graph clustering applied to nonlocal interactive image segmentation. The first column shows the original images with user initial seeds superimposed. The red seeds correspond to the object to segment and the green ones correspond to image background. In this example, the eikonal equation is solved by using non constant potential function: the original image gradient. The three last columns of this figure, show segmentation results where white boundaries correspond to the boundaries of segmented regions found by class membership (30) at convergence. These results also show the behavior of our method for different graph topologies and weight functions. The second column of Fig. 5 shows results corresponding to classical methods. The third column shows a weighted case. One can note that weights enable to better capture edge information. Last column shows nonlocal patch-based image segmentations. These results clearly demonstrate the benefits of such graph configurations especially for textured and noisy image, where classical methods fail to found correctly the desired object.

VII. EXTENSION TO ARBITRARY DISCRETE DATA AND GRAPHS

The proposed morphological framework works on graphs of arbitrary topology. One of the advantages is that any discrete data set that can be represented by a weighted graph can be processed with our methodology. As a result, our formulation provides a natural extension of PDEs-based method to any discrete data even if they are defined in high dimensional or irregular domains. In the sequel, through different experiments, morphological processing and applications of eikonal equation for unorganized multivariate data sets are provided. To process vector-valued functions, the scheme described at the end of Sect. V-A1 is applied.
Fig. 5. Interactive image segmentation by eikonal equation with different graph topologies and weight functions. First column: original images with user initial seeds superimposed. Second, third and fourth columns: boundaries of segmented regions superimposed on original images with the specified graph topology $G$, weight function $w$ and image features $F$.

A. Data sets alternated sequential filtering

Figure 6 shows application of morphological alternated sequential filters on data sets. An alternated sequential filter consists in an iterative filtering that alternate opening and closing operations.
Fig. 6. Data sets alternated sequential filtering. (a) noisy original data, (b) and (c) filtering results for iterations $n=2$ and $n=4$ respectively. These results are obtained with a 10-NNG with weight function $g_1$. (d) original mesh, (e) and (f) filtering results for iteration $n=10$ and $n=50$ respectively. These results are obtained with weight function $g_1$.

First row of Fig. 6 shows the denoising effect of alternated sequential filters on a noisy data set (Fig. 6(a)) that initially represents a spiral. The graph associated to this raw data corresponds to a 10-NNG weighted by function $g_1$ where each vertex is associated to the spatial coordinates of the corresponding data point. Figures 6(b) and 6(c) show denoising results at iterations $n=2$ and $n=4$, respectively. One can appreciate the denoising effect that finally recovers a satisfying spiral shape.

Second row of Fig. 6 shows the simplification effect of alternated sequential filtering on 3D data (mesh). Fig. 6(d) shows a zoomed part of a mesh. The graph corresponds here to the natural graph representation of meshes where each vertex is associated to the 3D spatial coordinates of each mesh point. This latter graph is weighted by function $g_1$. Figures 6(e) and 6(f) show the evolution of the simplification for iterations $n=10$ and $n=50$, respectively. It is important to note that the number of vertices does not change during the filtering process and vertices have moved to similar spatial coordinates.

B. Morphological processing of unorganized high dimensional data sets

Figure 7 shows examples of real world databases processing within our morphological framework.
The first row of this figure shows the original data sets. For the digits case, images come from the United States Postal Service (USPS) handwritten database. This database consists in grayscale images scanned from digits 0 to 9. Each image is of size $16 \times 16$. For the head poses case, the original database consists in 133 grayscale images of size $29 \times 29$. In these experiments, we use three randomly subsampled test sets of 100 samples for each database.

The second row presents the graphs associated with the original data sets: $k$-NN graphs weighted with function $g_2$. It is important to note that each vertex of the graphs corresponds to an image sample and is described by a 256-dimensions ($\mathbb{R}^{16 \times 16}$) feature vector for the digits database and a 841-dimensions ($\mathbb{R}^{29 \times 29}$) feature vector for the head poses case. Each feature corresponds to a pixel grayscale value.

The third, fourth and fifth rows show dilation, erosion and opening operations, respectively. One can note the filtering and simplification effects of opening operation on the data. Indeed, this operation tends to reduce the data to new artificial and uniform image samples. Finally, such morphological operations on databases can be used as pre-processing steps for classification or clustering methods.

C. Eikonal equation on topological graphs

The proposed formulation of eikonal equation operates on graphs of arbitrary structure. The advantage is that we can easily apply our resolution of the eikonal equation for any data that can be represented by a graph.

Figure 8 shows examples on structured graphs that represents organized 2D and 3D data. These examples illustrate the front propagation on 2D graph (a Delaunay graph) and on a 3D graph (a mesh). Each vertex of the processed graph is defined by the spatial coordinates of the corresponding data point. The first column shows the original graphs where the initial seed is located by a black circle. Graphs are weighted by weight function $g_2$ in order to take into account vertex coordinates. The three next columns show the front propagation and the corresponding distance map where red color corresponds to small distances and blue color corresponds to large distances. Last column shows the final distance maps obtained at convergence of algorithm (28). These examples illustrate that our methodology for the eikonal equation can be easily used in order to compute distances on any data that can be represented by a graph.

D. Eikonal equation for nonlocal interactive segmentation based on RAG

In this experiment, we show the advantages to change the graph topology in the context of interactive image segmentation. The idea here, is to use other image structures such as image regions instead of image pixels. To this aim, we compute a pre-segmentation of an original image. This partition can be obtained by any methods such as watershed or energy partitions [51]. Figures 9(b) and 9(f) show examples of partitions obtained from original images (Figs. 9(a) and 9(e)). These images show partitions where each pixel value is replaced by its surrounding region mean color value and where regions boundaries are superimposed in white color. Then, one can compute region-based graphs from these partitions such as Region Adjacency Graph (RAG). The graphs used to obtained segmentation results in Fig. 9 are based on a RAG associated with region-based $k$-NN graphs and weighted by weight...
Fig. 7. Morphological processing of high dimensional unorganized data sets. First row: original data where for digits case $f^0: V \rightarrow \mathbb{R}^{256}$ and for head poses case $f^0: V \rightarrow \mathbb{R}^{841}$. Second row: $k$-NN graphs associated with data sets. Third, fourth and fifth rows: dilation, erosion and opening results, respectively.
Fig. 8. Front propagation with eikonal equation on topological graphs. First row: 2D graph, second row: mesh. First column: original graphs where the initial seed is located by a black circle. The three last columns: distance evolution where each image corresponds to a distance map where red color represents small distances and blue color large distances. Last column corresponds to final distance map.

function $g_1$. Results in second and fourth rows of Fig. 9 are obtained with a RAG $\cup 1$-NNG and a RAG $\cup 4$-NNG, respectively. Using such graph structure has the following advantages.

- Fast computation. By reducing the number of graph vertices to consider, the computation time is reduced (here $98.5\%$ of reduction in terms of vertices as compared to a pixel-based graph).
- Minimal initial seed. With an appropriate graph structure, the segmentation requires a minimal number of initial user seeds as shown in the second and fourth rows.
- Non local segmentation. The last row of Fig. 9 shows a nonlocal object segmentation, where only one cell is marked and other cells are found by our method even if the objects are not spatially close or even connected.
- Robustness. Figures 9(c), 9(d), 9(g) and 9(h) show the robustness of our method where same results are obtained with different initial seeds position.

VIII. CONCLUSION

In this paper, a novel formalism of MM operators based on PdEs over weighted graphs of arbitrary topology is proposed. This provides a framework that extends PDEs-based methods to discrete local and nonlocal schemes. Moreover, this enables to process by morphological means any high dimensional unorganized multivariate data.

The integration of nonlocal patch-based approach was highlighted for morphological processing as an efficient way to preserve fine and repetitive structures. Within this morphological framework, a discrete version of the eikonal equation over weighted graphs of arbitrary structure is also proposed. The proposed formulation of MM and eikonal equation constitutes a simple, common and adaptative framework that recovers well-known definitions and unifies
Fig. 9. Interactive segmentation based on RAG. (a) and (e): original images. (b) and (f): image partitions (98.5% of reduction in term of vertices) with mean color and region boundaries superimposed. (c), (d), (g) and (h): segmentation results with segmented region boundaries and initial user seeds.

local and nonlocal configurations in the context of image processing. Through experiments, we have shown the potentiality and the flexibility of our approach to address image morphological processing and image segmentation. Fast processing of images has also been proposed by considering the Region Adjacency Graph instead of the usual grid graph. Finally, we have shown the ability of our methodology to process any unorganized high dimensional data sets that can be useful for data mining, clustering or classification methods.
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