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Abstract

The main purpose in this paper is to investigate existence and non-existence of global solutions of the initial Dirichlet-boundary value problem for evolution equations with the strong dissipation. Many authors studied classes consisting of such type of equations for which initial boundary value problems possess global solutions. For this purpose we consider a related problem and seek global solutions and blow-up solutions of it depending on whether it belongs to such classes or not.
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1. Introduction

In this paper our main concern is the initial Dirichlet-boundary value problem for a nonlinear evolution equation with the strong dissipation with respect to $v := v(x, t)$:
\[
\begin{align*}
&\left\{ \begin{array}{ll}
v_{tt} - \lambda v_{xxt} - dv_{xx} = A(v_x)v_{xx} & \text{in } (0, \pi) \times (0, T) \\
v(0, t) = 0, \quad v(\pi, t) = 0 & \text{on } (0, T) \\
v(x, 0) = h_0(x), \quad v_t(x, 0) = h_1(x) & \text{in } (0, \pi)
\end{array} \right. \\
&\text{(DB)} \\
&\text{where the nonlinear term is of the form:}
\end{align*}
\]

\[A(v_x) = av_x + \sigma(v_x)\] (1.4)

and \( \lambda > 0, \ a \neq 0 \) and \( d \neq 0 \) are constants and \( \sigma(v_x) \) will be specified in section 2. The sign of \( d \) plays a very important role to discuss the existence of global in time solutions to (DB). In fact, if \( d < 0 \), we obtain not only blow-up solutions but also global solutions to (DB) depending on the choice of initial data. If \( d > 0 \), it will be shown that for any initial data, there exist global solutions such that they decay exponentially as \( t \to \infty \). Hence initial data of the solutions to (DB) will be classified from this standpoint in section 2.

There is a number of papers of the initial-Dirichlet boundary value problem for the type of the equation (1.1). Greenberg [5] considered the initial Dirichlet boundary value problem:

\[
\begin{align*}
&\rho_0 u_{tt} = E(u_x)u_{xx} + \lambda u_{xxt}, \quad (x, t) \in (0, 1) \times (0, T) \\
&(G) \quad u(x, 0) = x, \quad u_t(x, 0) = V^0(x) \\
&u(0, t) = 0, \quad u(1, t) = 1
\end{align*}
\]

where \( \rho_0 \) and \( \lambda \) are positive constants. He proved the existence of the generalized solution to the problem in \((0, 1) \times [0, T]\) for each \( T > 0 \) provided that \( E(u_x) = \int_1^{u_x} e(\xi)d\xi, \quad E(u_x) > 0 \). (1.6)

(1.5) describes a local statement of balance of momentum for materials for which the stress is related to strain rate through some constitutive equation (cf [6]). In a more general situation M.Tsutumi [13] treated with the problem on some Hilbert spaces. Kakita [7] obtained the existence of weak periodic solution for the type of the equation (1.5). Since then, many authors have
investigated the global existence as well as the asymptotic behavior of solutions to the type of the problem \((G)\) under assumptions analogous to \((1.6)\) (see Ebihara [2]-[4], Yamada [15], Kawashima-Shibata [8] and Kobayashi-Pecher-Shibata [9] and the references cited in these papers). Ebihara [3] considered the following problem:

\[
\begin{align*}
\text{(E)} & \quad \begin{cases}
    u_{tt} - \Delta u_t = F(x, t, u, u_x, u_{x,x}, u_t, u_{tx}), & (x, t) \in \Omega \times [0, \infty) \\
    u(x, 0) = u_0(x), & u_t(x, 0) = u_1(x), \\
    u|_{\partial \Omega} = \varphi(x)
\end{cases}
\end{align*}
\]

where \(\Omega\) is a bounded domain in \(\mathbb{R}^n\) and \((1.7)\) is of a much more general form than \((1.1)\) (cf [2]-[4]). He proved the local in time existence of solutions to \((E)\) in [3]. In fact, in section 2 we will find blow-up solutions of \((DB)\), which is a special case of \((E)\). Ebihara [3] also considered a restricted case of \((E)\):

\[
\begin{align*}
\text{(E)' } & \quad \begin{cases}
    u_{tt} - \Delta u_t = P(\nabla u)\Delta u, & (x, t) \in (0, \pi) \times (0, T) \\
    u(x, 0) = u_0(x), & u_t(x, 0) = u_1(x), \\
    u(\xi, t) = S(\xi), & \xi \in \partial \Omega 
\end{cases}
\end{align*}
\]

under the condition

\[
P(0, \cdots, 0) = 0, \quad P(a_1, \cdots, a_n) \equiv \delta > 0 \tag{1.8}
\]

where \(P(\nabla u)\) is a polynomial in \(u_x, (i = 1, 2, \cdots, n)\) and \(S(\xi) = \sum a_j \xi \cdot e^{t} S(x)\). It can be observed that \((E)'\) is a general case of \((G)\), too.

In [3] and [5], as stated above, the conditions \((1.6)\) and \((1.8)\) are required to obtain existence theorems of global solutions respectively. In order to discuss non-existence of global solutions of \((G)\) and \((E)'\) if such conditions are not satisfied we consider a related problem as

\[
\begin{align*}
\text{(GE)} & \quad \begin{cases}
    u_{tt} - \lambda u_{xxt} = (au_x + \sigma(u_x - 1))u_{xx} & \text{in } (0, \pi) \times (0, T) \\
    u(0, t) = 0, & u(\pi, t) = \pi, & \text{on } (0, T) \\
    u(x, 0) = x, & u_t(x, 0) = V^0(x). & \text{in } (0, \pi)
\end{cases}
\end{align*}
\]
Putting \( u(x, t) = x + v(x, t) \), \((GE)\) is reduced to

\[
\begin{align*}
\begin{cases}
  v_{tt} - \lambda v_{xxt} - av_{xx} = (av_x + \sigma(v_x))v_{xx} \\
  v(0, t) = 0, \quad v(\pi, t) = 0 \\
  v(x, 0) = 0, \quad v_t(x, 0) = V^0(x)
\end{cases}
\end{align*}
\]

which is the type of the problem \((DB)\).

Recently in [12] Othmer and Stevens derived a parabolic-ODE system modeling reinforced random walk proposed by Davis [1], which is applied to chemotactic aggregation of myxobacteria etc. Mathematical analysis of this model was done by Levine and Sleeman [10](see also Sleeman and Levine [11]). They consider the following problem arising from the parabolic-ODE proposed by Othmer and Stevens:

\[
\begin{align*}
\begin{cases}
  u_{tt} - D\Delta u_t - dD\nabla \cdot (u_t\nabla u) = 0 & \text{in } \Omega \times (0, T) \\
  \partial_u u|_{\partial\Omega} = 0 & \text{on } \partial\Omega \times (0, T) \\
  u(x, 0) = u_0(x), \quad u_t(x, 0) = u_1(x) & \text{in } \Omega.
\end{cases}
\end{align*}
\]

where \( D \) is a positive constant and \( d \) is a real number. When \( n = 1 \) and \( D = 1 \), they construct both global and blow-up in finite time solutions to \((C)\) for \( d = 1 \) and \(-1\) respectively. Yan-Chen-Liu [14] extended their result by improving their method. Making use of Levine and Sleeman’s way we will seek both global and blow-up solutions to \((DB)\).

The main purpose in this paper is to investigate existence and non-existence of global solutions to \((DB)\) and properties of solutions. In section 2 we will construct blow-up in finite time solutions to \((DB)\) for \( d < 0 \), and global solutions for \( d > 0 \). In subsection 2.3, comparing our result to known results [3] and [5] we discuss the relationship between existence and non-existence of global solutions of \((GE)\) and the property of the non-linear term.
2. Existence and non-existence of global solutions

2.1. Construction of solutions

By an analogous manner to the way used in Levine and Sleeman [10], we will construct blow-up solutions and global solutions to \((DB)\). In fact we will seek the solution to \((DB)\) in the form of

\[
v(x, t) = \sum_{n=1}^{\infty} a_n \exp(cNnt) \sin(Nnx), \quad (x, t) \in (0, \pi) \times (0, T)
\]

where \(a_n\) and \(c\) are suitably chosen in the following lemma and \(N\) is a positive integer. We sometimes use the following notations

\[
E_n(t) = \exp(ncNt), \quad S_n(x) = \sin(nNx) \quad \text{and} \quad C_n(x) = \cos(nNx)
\]

for our convenience.

**Lemma 1.** Put \(a_n = -\frac{4\lambda c \varepsilon^n}{(an)}\). Then

\[
v(x, t) = -\frac{4\lambda c}{a} \sum_{n=1}^{\infty} \frac{\varepsilon^n \exp(cNnt)}{n} \sin(Nnx)
\]

satisfies

\[
v_{tt} - \lambda v_{txx} - dv_{xx} - av_xv_{xx} = \frac{4c^2\lambda^2 N^3}{a} \sum_{n=2}^{\infty} \varepsilon^n \exp(cNnt) \sum_{k+l=n} k \sin(N(k-l)x)
\]

in a formal sense where \(\varepsilon\) is a parameter and \(c\) is a solution of an indicial equation \(c^2 + \lambda Nc + d = 0\).

**Proof.** Substituting \(v(x, t)\) of the form \(\sum_{n=1}^{I} a_n \exp(cNnt) \sin(Nnx)\) into (1.1) we have for an integer \(I \geq 2\)

\[
v_t - dv_{xx} - \lambda v_{txx} = N^2 \sum_{n=1}^{I} a_n n^2 (c^2 + \lambda Nnc + d) \exp(cNnt) \sin(Nnx)
\]

and in the right hand side of (1.1)

\[
av_xv_{xx} = -aN^3 \sum_{n=2}^{I} \sum_{k+l=n} k^2 a_k l a_l \exp(cN(k+l)t) \sin(Nkx) \cos(Nlx)
\]
\[
\begin{align*}
&= -\frac{a}{2}N^3 \sum_{n=2}^{l} \sum_{k+l=n} k^2 a_k a_l \exp(cN(k + l)t) \cdot (\sin(N(k + l)x) + \sin(N(k - l))) \\
&= -\frac{a}{2}N^3 \sum_{n=2}^{l} \exp(cNnt) \sin(Nnx) \sum_{k=1}^{n-1} k^2 a_k (n - k) a_{n-k} \quad (2.4) \\
&= -\frac{a}{2}N^3 \sum_{n=2}^{l} \exp(cNnt) \sum_{k+l=n} k^2 a_k a_l \sin(N(k - l)x). \quad (2.5)
\end{align*}
\]

In the case of \(n = 1\), for any \(a_1\) we determine \(c\) so that it satisfies
\[
c^2 + \lambda N c + d = 0. \quad (2.6)
\]

Then taking account of (2.3) and (2.4) we determine \(a_n, \ n = 2, 3, \ldots, l\) so that it holds
\[
n^2(c^2 + N\lambda nc + d)a_n = -\frac{a}{2}N \sum_{k=1}^{n-1} k^2 (n - k)a_k a_{n-k}
\]
equivalently
\[
4n\lambda ca_n = \frac{-2a}{n(n-1)} \sum_{k=1}^{n-1} k(ka_k)((n - k)a_{n-k}). \quad (2.7)
\]

For
\[
a_n = -4\lambda \varepsilon^n/(an), \quad (2.8)
\]
the right hand side of (2.7) gives
\[
\begin{align*}
&= -\frac{2\lambda^2}{n(n-1)a} \sum_{k=1}^{n-1} k \cdot 4\varepsilon^k \cdot 4\varepsilon^{n-k} \\
&= -\frac{32\varepsilon^2\lambda^2}{n(n-1)a} \varepsilon^n \sum_{k=1}^{n-1} k = -\frac{16\varepsilon^2\lambda^2}{a} \varepsilon^n
\end{align*}
\]
which is equal to the left hand side of (2.7). Thus putting
\[
v_I(x, t) = 4 \sum_{n=1}^{l} -\frac{\lambda c}{na} \varepsilon^n E_n(t) S_n(x)
\]
we obtain the following equality in a formal sense
\[
v_{tt} - \lambda v_{xx} - dv_{xx} - av_x v_{xx} = \frac{4N^3c^2 \lambda^2}{a} \sum_{n=2}^{I} \varepsilon^n E_n(t) \sum_{k+l=n} kS_{k-l}(x). \tag{2.9}\]

Letting \( I \to \infty \) in (2.9), we obtain (2.2). Hence the proof is complete. \( \square \)

Next we further represent the right hand side of (2.2) in an explicit form.

**Lemma 2.** Under the same assumption as in lemma 1 and \(|\varepsilon| \exp(cNt) < 1\), we see that the right hand side of (2.2):
\[
\frac{4c^2 \lambda^2 N^3}{a} \sum_{n=2}^{\infty} \sum_{k+l=n}^k \varepsilon^n \exp(Nnct) \sin(N(k-l)x) = -\frac{N\lambda c(\varepsilon \exp(Nct))^2}{1-(\varepsilon \exp(Nct))^2} v_{xx}
\]
in a formal sense, that is, (2.2) is rewritten by
\[
v_{tt} - \lambda v_{xx} - dv_{xx} - av_x v_{xx} = -\frac{N\lambda c(\varepsilon \exp(Nct))^2}{1-(\varepsilon \exp(Nct))^2} v_{xx}. \tag{2.10}\]

**Proof.** The proof is consist of two parts.

i) In the case of \( n = 2i+1, \ i = 1, 2, \cdots, (I-1)/2 \), we have for \( k + l = 2i + 1 \)
\[
\sum_{k=1}^{2i} kS_{k-l} = \sum_{k=i+1}^{2i} kS_{k-l} - \sum_{l=i+1}^{2i} kS_{l-k} = \sum_{k=i+1}^{2i} (k-l)S_{k-l} = \sum_{k=i+1}^{2i} (2k-2i-1)S_{2k-2i-1}
\]
putting \( k = i + j \)
\[
= \sum_{j=1}^{i} (2j-1)S_{2j-1}.
\]
We get in the right hand side of (2.9) for \( k + l = 2i + 1 \):
\[
\frac{4N^3 \lambda^2 c^2}{a} \sum_{k=1}^{2i} \varepsilon^n E_n(t) kS_{k-l} = \frac{4N^3 \lambda^2 c^2}{a} \sum_{j=1}^{i} \varepsilon^{2i+1} E_{2i+1}(t) (2j-1)S_{2j-1}(x). \tag{2.11}\]
Therefore (2.11) yields that the right hand side of (2.9):
\[
\frac{4N^3 \lambda c^2}{a} \sum_{i=1}^{(I-1)/2} \sum_{j=1}^i \varepsilon^{2i+1} E_{2i+1}(t)(2j - 1)S_{2j-1}(x)
\]
\[
= \frac{4N^3 \lambda c^2}{a} \sum_{j=1}^{(I-1)/2} \varepsilon^{2j+1} E_{2j+1}(t)(2j - 1)S_{2j-1}(x)
\]
\[
= \sum_{j=1}^{(I-1)/2} g_{2j-1}(t)(2j - 1)S_{2j-1}(x)
\]
(2.12)

where
\[
g_{2j-1}(t) = \frac{4N^3 \lambda c^2(\varepsilon E_1(t))^2}{a} \varepsilon^{2j-1} E_{2j-1}(t)(1 + \varepsilon^{2cNt} \varepsilon^2 + \cdots + (\varepsilon^{2cNt} \varepsilon^2)^{I/2-1-j}).
\]

ii) In the case of \( n = 2i, i = 2, \ldots, I/2 \) we have in the same way as in i) for \( k+l = 2i \)
\[
\sum_{k=1}^{2i-1} kS_{k-i}(x) = \sum_{j=1}^{2i-1} 2jS_{2j}.
\]

Therefore we get the right hand side of (2.9):
\[
\frac{4N^3 \lambda c^2}{a} \sum_{i=2}^{I/2} \sum_{j=1}^{i-1} \varepsilon^{2i} E_{2i}(t)(2j)S_{2j}(x)
\]
\[
= \frac{4N^3 \lambda c^2}{a} \sum_{j=1}^{I/2-1} \varepsilon^{2j+2} E_{2j+2}(t)(2j)S_{2j}(x)(1 + \varepsilon^{2cNt} \varepsilon^2 + \cdots + (\varepsilon^{2cNt} \varepsilon^2)^{I/2-1-j})
\]
\[
= \sum_{j=1}^{I/2-1} g_{2j}(t)(2j)S_{2j}(x)
\]
(2.14)

where
\[
g_{2j}(t) = \frac{4N^3 \lambda c^2(\varepsilon E_1(t))^2}{a} \varepsilon^{2j} E_{2j}(t)(1 + \varepsilon^{2cNt} \varepsilon^2 + \cdots + (\varepsilon^{2cNt} \varepsilon^2)^{I/2-1-j}).
\]
Consequently we obtain by combining (2.12) with (2.14) 

the right hand side of (2.9) = \( \sum_{n=1}^{l-2} g_n(t)nS_n(x) \). \hspace{1cm} (2.15) 

Since taking \( I \to \infty \) in (2.15) we have for \( |\varepsilon E_1(t)| < 1 \)

\[
g_n(t)nS_n(x) = \frac{4N^3\lambda^2c^2(\varepsilon E_1(t))^2}{a}\varepsilon^n E_n(t)(1 + (\varepsilon e^{\varepsilon Nt})^2 + (\varepsilon e^{\varepsilon Nt})^4 + \cdots)nS_n(x)
\]

as \( I \to \infty \) we see

the right hand side of (2.9) = \( \frac{N\lambda c(\varepsilon E_1(t))^2}{1 - (\varepsilon E_1(t))^2} \sum_{n=1}^{\infty} \frac{4c\lambda}{a}\varepsilon^n E_n(t)N^2nS_n(x) \)

\[
= -\frac{N\lambda c(\varepsilon E_1(t))^2}{1 - (\varepsilon E_1(t))^2} v_{xx}.
\] \hspace{1cm} (2.16)

Hence it is seen that \( v(x, t) \) satisfies in a formal sense

\[
v_{tt} - \lambda v_{xxt} - dv_{xx} - (av_x - \frac{N\lambda c(\varepsilon E_1(t))^2}{1 - (E_1(t))^2})v_{xx} = 0 \]

which completes the proof. \( \square \)

Let \( x_0 \in [0, \pi] \) be such that \( \cos(Nx_0) = \text{sgn}(\varepsilon) \) and let us define

\[
\sigma(v_x)(t) = -\frac{(av_x(x_0, t))^2}{16Nc\lambda - 8av_x(x_0, t)}.
\] \hspace{1cm} (2.17)

In the following lemma, we give explicit expressions of \( v(x, t) \), \( v_x(x, t) \) and \( v_t(x, t) \).

**Lemma 3.** i) Under the same assumptions as in lemma 1 \( v(x, t) \) and its first derivatives with respect to \( x \) and \( t \) converge for \( |\varepsilon| < 1 \) and \( (x, t) \in (0, \pi) \times [0, T(\varepsilon, N)) \). They can be written as follows,

\[
v_x(x, t) = \frac{-4c\lambda N}{a}\varepsilon E_1(t)\frac{C_1(x) - \varepsilon E_1(t)}{1 - 2\varepsilon E_1(t)C_1(x) + (\varepsilon E_1(t))^2},
\] \hspace{1cm} (2.18)
\[ v_t(x, t) = -\frac{4c^2\lambda N}{a} \varepsilon E_1(t) \frac{S_1(x)}{1 - 2\varepsilon E_1(t) C_1(x) + (\varepsilon E_1(t))^2}, \quad (2.19) \]

and

\[ v(x, t) = -\frac{4\lambda c}{a} \arctan \left( \frac{\varepsilon \exp(cNt) \sin(Nx)}{1 - \varepsilon \exp(cNt) \cos(Nx)} \right), \quad (2.20) \]

where \( T(\varepsilon, N) = -\log |\varepsilon|/(Nc) \) in the case of \( c > 0 \) and \( T(\varepsilon, N) = \infty \) in the case of \( c < 0 \).

ii) We have the following expression of the coefficient of the right hand side of (2.10)

\[ -c\lambda N \frac{(\varepsilon \exp(cNt))^2}{1 - (\varepsilon \exp(cNt))^2} = \sigma(v_x)(t). \]

Proof. i) It is easily seen that for \( 0 \leq t < T(\varepsilon, N) \) and \( 0 < |\varepsilon| < 1 \) (2.1) and its first derivatives converge absolutely in \([0, \pi] \times [0, T]\). It is well known that

\[ \sum_{n=1}^{\infty} \frac{a^n}{n} \sin(nx) = \arctan \left( \frac{a \sin x}{1 - a \cos x} \right), \quad -\pi < x < \pi, \quad |a| < 1. \]

Due to the above expression we obtain

\[ v(x, t) = -\frac{4\lambda c}{a} \sum_{n=1}^{\infty} \frac{\varepsilon^n \exp(cNnt)}{n} \sin(Nnx) \]

\[ = -\frac{4\lambda c}{a} \arctan \left( \frac{\varepsilon \exp(cNt) \sin(Nx)}{1 - \varepsilon \exp(cNt) \cos(Nx)} \right), \]

which gives the explicit expressions of \( v_x \) and \( v_t \) by a simple calculation. Hence we arrive at (2.18)-(2.20).

ii) It is seen by (2.18) that for \( x_0 \) satisfying \( \cos(Nx_0) = \text{sgn}(\varepsilon) \)

\[ v_x(x_0, t) = -\frac{4}{a} cNc|\varepsilon| \exp(Nct) \frac{1 - |\varepsilon| \exp(Nct)}{1 - 2|\varepsilon| \exp(Nct) + |\varepsilon|^2 \exp(2Nct)} \]

\[ = -\frac{4}{a} cNc|\varepsilon| \exp(Nct) \frac{1}{1 - |\varepsilon| \exp(Nct)}, \quad \text{in} \quad [0, T(\varepsilon, N)). \quad (2.21) \]

Then, since by (2.21) we easily see that \( v_x(x_0, t) \neq 4a^{-1}Nc\lambda \) for any \( t \in [0, T(\varepsilon, N)) \), (2.21) also yields that

\[ |\varepsilon| \exp(Nct) = \frac{v_x(x_0, t)}{-4a^{-1}Nc\lambda + v_x(x_0, t)}, \quad (2.22) \]
By using (2.22) we see
\[ \frac{N\lambda c(\varepsilon \exp(Nct))^2}{1 - (\varepsilon \exp(Nct))^2} = \frac{v_x^2(x_0, t)}{16a^2Nc\lambda - 8a v_x(x_0, t)} \] (2.23)

Hence we obtain ii) of lemma 3. □

Remark. Note that by (2.21) and (2.23) we have for \( a < 0(> 0) \)
\[ v_x(x_0, t) > 0 \text{ and } \sigma(v_x) < 0 \]
in the case of \( c > 0 \) and
\[ v_x(x_0, t) < 0(> 0) \text{ and } \sigma(v_x) > 0 \]
in the case of \( c < 0 \) respectively. Namely, \( v_x(x_0, t) \) and \( c/a \) have opposite sign, as well as \( \sigma(v_x) \) and \( c \).

From lemma 3 and (2.10), we easily deduce
\[ v_t - \lambda v_{txt} - dv_{xx} - av_x = -\sigma(v_x)v_{xx}, \text{ in } (0, \pi) \times [0, T(\varepsilon, N)) \] (2.24)
in a formal sense and it will be justified in the next subsection.

2.2. Existence and non-existence of global solutions to (DB)

We denote the solutions of (2.6) by
\[ c_1 = \frac{-\lambda N + \sqrt{\lambda^2N^2 - 4d}}{2}, \quad c_2 = \frac{-\lambda N - \sqrt{\lambda^2N^2 - 4d}}{2} \] (2.25)
and \( c_i \) is further denoted by \( c_i^- \) if \( d < 0 \) and \( c_i^+ \) if \( d > 0 \) for \( i = 1, 2 \), respectively. It is easily seen that \( c_1^- > 0 \) and \( c_2^-, c_1^+, c_2^+ < 0 \). Denote initial data of (DB) by
\[
(h_0(x), h_1(x)) = \left( -\frac{4c\lambda}{a} \arctan \left( \frac{\varepsilon \sin(Nx)}{1 - \varepsilon \cos(Nx)} \right), \quad \frac{4c^2\lambda N}{a} \frac{\varepsilon \sin(Nx)}{1 - 2\varepsilon \cos(Nx) + \varepsilon^2} \right).
\]

Hence we define the following four families of initial data,
\[ \Theta_i^\pm(\varepsilon_0) = \{(h_0^\pm(x), h_1^\pm(x))/N > 1, \ 0 < |\varepsilon| \leq \varepsilon_0 < 1 \}, \ i = 1, 2. \]
Then we state non-existence theorem of \((DB)\).

**Theorem 2.1.** Let initial data \((h_0(x), h_1(x)) \in \Theta_1^{-}(\varepsilon_0)\). Then there exists \(T > 0\) such that \(v(x, t)\) is the solution of \((DB)\) for \(0 < t < T\), and \(v_t(x, t)\) and \(v_x(x, t)\) blow up in finite time \(t = T\) at some point \(x \in [0, \pi]\).

**Proof.** First of all we show that \(v(x, t)\) is a solution of \((DB)\) for \(0 \leq t < T_1^{-} = -\log |\varepsilon|/(Nc_1^{-})\). From (2.9) it follows that for \(v_t := v_t(x, t) = \sum_{n=1}^{I} a_n \exp(cNnt) \sin(Nnx)\) and any test function \(\varphi := \varphi(x, t) \in \mathcal{D}((0, \pi) \times (0, T))\) we have

\[
(v_{tt} - \lambda v_{txx} - dv_{tx} - (av_{tx}v_{xx} - \sum_{k=1}^{I-2} g_k(t)k \sin(Nkx)), \varphi) = 
\]

\[
(v_t, \varphi_t) - \lambda(v_t, \varphi_{xx}) - d(v_t, \varphi_{xx}) + (\frac{a}{2}v^2_t + \sum_{k=1}^{I-2} g_k(t)N^{-1} \cos(Nkx), \varphi) 
\]

by Lemma 3 ii)

\[
\rightarrow (v_{tt} - \lambda v_{txx} - dv_{tx} - (av_{tx} - \frac{N\lambda c(\varepsilon \exp(Nct))^2}{1 - (\varepsilon \exp(Nct))^2})v_{xx}, \varphi) = 0 
\]

as \(I \to \infty\). Thus by (2.25) we see that \(v(x, t)\) is a solution of \((DB)\) for initial data \((h_0(x), h_1(x)) \in \Theta_1^{-}(\varepsilon_0)\).

**I.** Blow-up of \(v_x(x, t)\). In the case of \(\cos(Nx_0) = \text{sgn}(\varepsilon)\), blow-up occurs in (2.18), since from (2.21) it follows that

\[
v_x(x_0, t) = \frac{-4N|\varepsilon|c_1^{-}\lambda \exp(Nc_1^{-}t)}{a} \frac{1}{1 - |\varepsilon|e^{Nc_1^{-}t}} \to +\infty 
\]

as \(t \to T_1^{-} = -\log |\varepsilon|/(Nc_1)\). Hence we see that \(v_x(x, t)\) blows up at \((x_0, T_1^{-})\).

**II.** Blow-up of \(v_t(x, t)\). Next we consider about the asymptotic behavior of \(v_t(x, t)\). We see that \(v_t(x_0 + \delta, t)\) exists and possesses the same expression as (2.19) in \([0, T_1^{-}]\) for \(0 < |\delta| < \frac{\pi}{2}\). In fact, since for \(0 < |\delta| < \frac{\pi}{2N}\) we have \(0 < |\cos(N(x_0 + \delta))| < 1\), it holds that

\[
|\varepsilon \exp(Nc_1^{-}t) \cos(N(x_0 + \delta))| < 1, \quad 0 \leq t \leq T_1^{-}, 
\]

which guarantees the convergence of \(v_t(x_0 + \delta, t)\) in \([0, T_1^{-}]\) and for \(t \leq T_1^{-}\) it is represented by

\[
v_t(x_0 + \delta, t) = -\frac{4Nc_1^{-2}\lambda \varepsilon}{a} \exp(Nc_1^{-}t) \frac{\sin(N(x_0 + \delta))}{1 - 2\varepsilon \exp(Nc_1^{-}t) \cos(N(x_0 + \delta)) + \varepsilon^2 \exp(2Nc_1^{-}t)}. 
\]
On the other hand we have for $\varepsilon > 0$

$$1 - 2\varepsilon \exp(Nc_1^{-1} T_1^-) \cos(N(x_0 + \delta)) + \varepsilon^2 \exp(2Nc_1^{-1} T_1^-) = 2 - 2 \cos(N(x_0 + \delta)) = 4 \sin^2(N(x_0 + \delta)/2)$$

and for $\varepsilon < 0$

$$1 - 2\varepsilon \exp(Nc_1^{-1} T_1^-) \cos(N(x_0 + \delta)) + \varepsilon^2 \exp(2Nc_1^{-1} T_1^-) = 4 \cos^2(N(x_0 + \delta)/2).$$

Hence it follows that for $\varepsilon > 0$

$$v_t(x_0 + \delta, T_1^-) = -\frac{4}{a} Nc_1^{-2} \lambda \varepsilon \exp(Nc_1^{-1} T_1^-) \frac{2 \sin(N(x_0 + \delta)/2) \cos(N(x_0 + \delta)/2)}{4 \sin^2(N(x_0 + \delta)/2)}$$

and that for $\varepsilon < 0$

$$v_t(x_0 + \delta, T_1^-) = -\frac{2Nc_1^{-2} \lambda \varepsilon}{a} \exp(Nc_1^{-1} T_1^-) \frac{\sin(N(x_0 + \delta)/2)}{\cos(N(x_0 + \delta)/2)}. \quad (2.26)$$

Considering into $\text{sgn}(\varepsilon) = \cos(Nx_0) = 2 \cos^2(Nx_0/2) - 1 = 1 - 2 \sin^2(Nx_0/2)$, we have

$$\cos^2(Nx_0/2) = \frac{1 + \text{sgn}(\varepsilon)}{2} \quad \text{and} \quad \sin^2(Nx_0/2) = \frac{1 - \text{sgn}(\varepsilon)}{2}. \quad (2.28)$$

Since in the case of $\varepsilon > 0$ (2.28) implies that for sufficiently small $|\delta|$ we have

$$|\cos(N(x_0 + \delta)/2)| > \frac{1}{2},$$

we have by (2.26) and (2.28)

$$\lim_{\delta \to 0} |v_t(x_0 + \delta, T_1^-)| \geq \frac{N\lambda c_1^{-2}}{a} \lim_{\delta \to 0} \frac{1}{|\sin(N(x_0 + \delta)/2)|} = \infty.$$

When $\varepsilon < 0$, by the same manner as above and using (2.27) and (2.28) we have

$$\lim_{\delta \to 0} |v_t(x_0 + \delta, T_1^-)| \geq \frac{N\lambda c_1^{-2}}{a} \lim_{\delta \to 0} \frac{1}{|\cos(N(x_0 + \delta)/2)|} = \infty.$$
Consequently for any constant \( L > 0 \), there exists \( \delta_0 > 0 \) such that for \( 0 < |\delta| < \delta_0 \)
\[
\lim_{t \to T^-} |v_t(x_0 + \delta, t)| \geq L
\]
which means that we find a blow-up point of \( v_t(x, t) \) at \( (x_0, T^-) \) in such a sense. Hence the proof is complete. \( \Box \)

In the case of \( c = c^-_2 < 0 \), in the same way as above we obtain another solution of \((DB)\) for \( d < 0 \)
\[
v(x, t) = \frac{-4 \lambda c^-_2}{a} \sum_{n=1}^{\infty} \frac{\varepsilon^n \exp(c^-_2 N t) \sin(N n x)}{n}
\]
and its derivatives with respect to \( x \) and \( t \) as (2.18) and (2.19) respectively for \( c = c^-_2 < 0 \) and \( (x, t) \in (0, \pi) \times (0, \infty) \). Then we have the following result.

**Theorem 2.2.** For initial data \((h_0(x), h_1(x)) \in \Theta^{-}_2(\varepsilon_0)\) there exists a solution \( v(x, t) \) of \((DB)\) for \( 0 < t \) such that it holds that for a constant \( C > 0 \)
\[
\sum_{i+j \leq 1} |\partial^i_t \partial^j_x v(x, t)| \leq C e^{N c^-_2 t}, \quad 0 \leq i + j \leq 1 \tag{2.30}
\]

**Proof.** For \( |\varepsilon| < 1 \) we see
\[
1 - 2 \varepsilon \exp(N c^-_2 t) \cos(N x) + \varepsilon^2 \exp(2 N c^-_2 t) > (1 - \varepsilon \exp(N c^-_2 t))^2 > 0
\]
for any \( t > 0 \). Hence the representations of \( v(x, t), v_x(x, t) \) and \( v_t(x, t) \) show that they decays exponentially as \( t \to \infty \) and that (2.30) holds. \( \Box \)

In the same way as in the proof of theorem 2.2 we have the following result.

**Theorem 2.3.** For initial data \((h_0(x), h_1(x)) \in \Theta^+_1(\varepsilon_0) \) or \( \Theta^+_2(\varepsilon_0) \), there exists a solution \( v(x, t) \) of \((DB)\) for \( t > 0 \) such that it holds for a constant \( C > 0 \)
\[
\sum_{i+j \leq 1} |\partial^i_t \partial^j_x v(x, t)| \leq C e^{N c^+_i t}, \quad i = 1, 2. \tag{2.31}
\]
Proof. By the analogous way to the proof of Theorem 2.2 we obtain the
decay estimate (2.31) considering into $c_i^+ < 0, \ i = 1, 2$. Hence we omit the
proof. □

2.3. Existence and non-existence of global solutions to (GE)

In this subsection, we discuss existence and non-existence of global solu-
tions of a generalized problem of $(GE)$ :

\[
\begin{align*}
\begin{cases}
  u_{tt} - \lambda u_{xxt} &= A_p(u_x) = (au_x + \sigma(u_x - \frac{p}{\pi}))u_{xx}, & (0, \pi) \times (0, T) \\
  u(0, t) = 0, \ u(\pi, t) = p \\
  u(x, 0) = h_0(x) + \frac{p}{\pi} x, \ u_t(x, 0) = h_1(x).
\end{cases}
\end{align*}
\]

where $p$ is a real number. In fact, putting $p = \pi$, $h_0(x) \equiv 0$ and $h_1(x) \equiv V_0(x)$, $(GE)_p$ coincides with $(GE)$. By setting $u(x, t) = px/\pi + v(x, t)$, $(GE)_p$
is reduced to

\[
\begin{align*}
\begin{cases}
  v_{tt} - \lambda v_{xxt} - \frac{pa}{\pi} v_{xx} &= (av_x + \sigma(v_x))v_{xx} \\
  v(0, t) = 0, \ v(\pi, t) = 0 \\
  v(x, 0) = h_0(x), \ v_t(x, 0) = h_1(x).
\end{cases}
\end{align*}
\]

Since $(GE)_p'$ is the same type of the problem as $(DB)$, by theorems 2.1-2.3
we obtain the following result.

**Corollary 2.1.** i) In the case of $pa < 0$, for initial data given in theorem
2.1 there exists the solution $v(x, t)$ of $(GE)_p'$ in $0 < t < T_1^-$ such that $u_x(x, t)$
and $u_t(x, t)$ blow up at $t = T_1^-$ for the solution $u(x, t) = px/\pi + v(x, t)$
of $(GE)_p$ and some points $x \in [0, \pi]$. For initial data given in theorem 2.2
there exists the global solution $v(x, t)$ of $(GE)_p'$ such that $v(x, t)$ satisfies for a
positive constant $k$

\[
v(x, t) = o(e^{-kt}),
\]

and the solution $u(x, t) = px/\pi + v(x, t)$ of $(GE)_p$ satisfies

\[
\lim_{t \to \infty} u_x(x, t) = \frac{p}{\pi}.
\] (2.32)

ii) In the case of $pa > 0$, for initial data given in theorem 2.3 there exists
the global solution $v(x, t)$ of $(GE)_p'$ such that $v(x, t)$ satisfies $v(x, t) = o(e^{-kt})$
for a positive constant $k$ and the solution $u(x, t) = px/\pi + v(x, t)$ of $(GE)_p$ satisfies (2.32).

By corollary 2.1 we discuss the relationship between the property of $A_p(u_x)$ and existence and non-existence of the solutions comparing with conditions (1.6) and (1.8) given by Greenberg and Ebihara respectively. For the simplicity, $p$ is assumed to be positive below.

1) If such conditions are not satisfied, generally there do not exist global solutions to the problems. In fact, since by corollary 2.1 i) we have

$$v_x(x_0, t) > 0 \text{ and } \lim_{t \to T^-} v_x(x_0, t) = +\infty$$

for the solution $v(x, t)$ of $(GE)'_p$ with $a < 0$ and $(h_0(x), h_1(x)) \in \Theta^-_1(\varepsilon_0)$, taking account of Remark, it is seen that

$$A_p(u_x) = a\left(\frac{p}{\pi} + v_x\right) + \sigma(v_x) < 0 \to -\infty \text{ as } t \to T^- - 0,$$

which does not necessarily satisfy (1.6) and (1.8).

2) On the other hand, corollary 2.1 i) also implies that there exist time global solutions $u(x, t)$ of $(GE)'_p$ for $a < 0$ and $(h_0(x), h_1(x)) \in \Theta^-_2(\varepsilon_0)$ even if (1.6) and (1.8) do not hold for $A_p(u_x)$. In fact in this case it is seen that for sufficiently large $T > 0$ we have by the expression of $\sigma(v_x)$ in (2.17),

$$A_p(u_x) = a\left(\frac{p}{\pi} + v_x\right) + \sigma(v_x) < 0, \quad t \geq T,$$

taking account of Remark and $v(x, t) = o(e^{-kt})$.

3) Next, since the solution $u(x, t)$ to $(GE)_p$ for $a > 0$ and $(h_0(x), h_1(x)) \in \Theta^+_i(\varepsilon_0)$, $i = 1, 2$, possesses the same asymptotic property as (2.32), considering into Remark we see that

$$A_p(u_x) = a\left(\frac{p}{\pi} + v_x\right) + \sigma(v_x) > 0, \quad t \geq T$$

holds for sufficiently large $T > 0$ in $(GE)_p$. Consequently our result about $(GE)_p$ for $a < 0$ is a counter part of results of Greenberg [5] and Ebihara [3] and for $a > 0$ it is corresponding to their results.
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