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Abstract
Deixis, or pointing, is the ability to draw the viewer/listener’s attention to an object, a person, a direction or an event. Pointing is involved at different stages of human communication development, in multiple modalities: first with the eyes, then with the finger, then with intonation and finally with syntax. It is ubiquitous and probably universal in human interactions. The role of index-finger pointing in language acquisition suggests that it may be a precursor of vocal pointing or that vocal pointing may be grounded in the same cerebral network as gestural pointing.

Résumé
La deixis, ou le pointage, est la capacité d’attirer l’attention du spectateur ou de l’auditeur vers un objet, une personne, une direction ou un événement. Le pointage est impliqué à différents stades du développement de la communication chez l’être humain, via diverses modalités : d’abord avec les yeux, puis avec le doigt (l’index), puis l’intonation et enfin la syntaxe. Il est ubiquitaire lors des interactions humaines et est probablement universel. Le rôle du pointage avec l’index dans l’acquisition du langage suggère qu’il pourrait être un précurseur du pointage vocal et que pointages gestuel et vocal pourraient être ancrés dans un même réseau cérébral.

INTRODUCTION
Pointing, or deixis, is a universal ability which orients the attention of another person so that an object/person/direction/event becomes the shared focus of attention. It serves to single out, to individuate what will become the referent. A pointing gesture is most often performed with the index finger and arm extended in the direction of the interesting object and with the other fingers curled inside the hand (Butterworth, 2003). But pointing can be expressed in other modalities. It can for instance be vocal or linguistic. Linguists define deixis as the way language expresses reference to points in time, space or events (Fillmore, 1997). In its narrow sense, deixis refers to the contextual meaning of deictic words, which include pronouns, place deictics, time deictics and demonstratives. In its broad sense, it provides a means to highlight relevant elements in the discourse, to designate, identify or select an element. In French, as in many languages, broad sense deixis can be conveyed by syntactic extraction or prosodic focus (Berthoud, 1990). Syntactic extraction involves the use of a cleft presentation form such as in the example below:
C’est Madeleine qui m’amena (It’s Madeleine who brought me along.)

Deixis can also be conveyed by contrastive prosodic focus, i.e. by using a specific intonational contour on the pointed item, such as in the example below:

\[ \text{MADELEINE}_f \text{ m’amena}. \] (MADELEINE$_f$ brought me along.)

The effect of this intonational contour is to highlight the pointed item (“Madeleine”), the rest of the utterance bearing a flat, post-focal contour. Compared with a broad focus or non-deictic rendition of an utterance, prosodic focus involves precise acoustic and articulatory modifications. It has been shown that speakers use reliable proprioceptive strategies to organize phonation and articulation adequately in order to convey prosodic focus (see e.g. Dohen et al., 2006). On the perception side, visual only and auditory-visual perception tests carried out in our department (Dohen & Lœvenbruck, 2005; in press) have shown that these phonatory and articulatory patterns are recovered by listeners/viewers and used for prosodic focus detection.

It should be mentioned that syntactic extraction may or not be accompanied by prosodic focus. The use of a specific (stored) linguistic construction can convey the pointing meaning, without the need for specific somatosensory (acoustic and articulatory) change, with respect to a non-deictic utterance. Interestingly, pointing is involved at several stages of human communication development. Ocular pointing (or deictic gazes, at 6 - 9 months) and, later, index finger-pointing (deictic gestures, at 9 - 11 months) have been shown to be two key stages in infant cognitive development that are correlated with stages in oral speech development.

At 9 to 11 months, when infants start to be able to understand a few words, they produce pointing gestures. The emergence of pointing is a good predictor of first-word onset, and gesture production is related to gains in language development between 9 and 13 months (Bates et al., 1979, Butcher & Goldin-Meadow, 2000; Caselli, 1990). As explained in Butterworth (2003), pointing not only serves to single out the object but also to build a connection between the object and the speech sound. Finger pointing therefore seems clearly associated with lexicon construction. Then at 16 to 20 months, during the transition from the one-word stage to the two-word stage, combinations of words and deictic gestures can be observed (such as a pointing gesture to a location and pronouncing “dog”, to indicate that a dog is there). Furthermore, the number of gestures and gesture-word-combinations produced at 16 months are predictive of total vocal production at 20 months (Morford & Goldin-Meadow, 1992; Capirci et al., 1996; Goldin-Meadow & Butcher, 2003; Volterra et al., 2005). Finger pointing therefore clearly seems associated with morphosyntax emergence.

Little is known about the stages of development of vocal pointing, i.e. prosodic focus and syntactic extraction in children.

Concerning the acoustic realization of prosody, pre-school children have been shown to master contrastive focus in English, in the absence of any formal teaching (Hornby & Hass, 1970). As concerns articulatory production of prosodic pointing, Ménard et al. (2006) showed that French-speaking children (aged 4 and 8) do not differentiate articulatory and acoustic patterns across focused and unfocused syllables as much as adult speakers do. To summarize the findings, although the production of prosodic focus, or vocal pointing, seems to be mastered quite early (as early as 3 years of age) in the acoustic domain, and without formal teaching, its articulatory correlates
seem to be acquired much later. But what seems lacking in children is not the capacity to hyper-articulate focused phrases, but to hypo-articulate surrounding phrases. The delay in articulatory performance could thus be related to general articulatory proficiency rather than to specific linguistic mastery. Since manual pointing emerges spontaneously before the end of the first year, it could be that acoustic correlates of prosodic focus are in fact mastered much earlier than 3 years of age.

The development of syntax in young children has been extensively studied by Tomasello and colleagues, among others. Diessel & Tomasello (2000) showed that the earliest and most frequent relative clauses that children (aged 2 and younger: 1;11) learn occur in presentational constructions that are propositionally simple, such as: “That’s the sugar that goes in there”. Interestingly, the main clause contains a deictic pronoun. They quoted a study by Jisa and Kern (1998) on French children who also reported extensive use of presentational constructions in young children.

To sum up, pointing seems to be one of the first communicative tools used by babies (e.g. Bates et al., 1975; Bruner, 1975; Hewes, 1981; Kita, 2003; Tomasello et al., 2007). It is a key part of the shared attention mechanism in child-adult interaction. It seems to emerge spontaneously, in stages, and in association with oral productions. Some researchers even claim that gestural pointing is at the origin of human communication (see e.g. Corballis, 1991). The crucial role of index-finger pointing in language development suggests that vocal pointing may share features in common with manual pointing, and typically may be grounded in close cerebral tissues. The aim of this article is to explore the cerebral basis of gestural and vocal pointing.

1. CEREBRAL REGIONS INVOLVED IN GESTURAL POINTING

As explained above, the crucial role of pointing in human communication, be it with the finger, with intonation or syntax, suggests that pointing with the finger and pointing with the voice may be grounded in a common cerebral network. The first question we want to address is: what are the cerebral correlates of manual pointing? Several observations provide preliminary answers to this question.

The first set of observations deals with the role of the posterior parietal regions of both hemispheres in manual pointing tasks. It has been suggested that the spatial representations formed in the posterior parietal and premotor frontal regions could provide “perceptual – premotor interfaces for the organization of movements (e.g. pointing, locomotion) directed towards targets in personal and extrapersonal space” (Vallar, 1997, our underlining). Patients with left unilateral neglect have been shown to present deficits in pointing tasks (e.g. Edwards & Humphreys, 1999) while PET studies on normal subjects show activation within the left and/or right inferior parietal lobule (IPL) during pointing tasks (e.g. Lacquaniti et al., 1997; Kertzman et al., 1997). The role of the right and left posterior/inferior parietal regions in pointing tasks may further be related to data on brain-damaged deaf signers. Bellugi and colleagues presented a study of deaf signers of American Sign Language (ASL), two of which presented lateralized parietal lesions, one in the right hemisphere and the other in the left (Bellugi et al., 1989). Space in ASL is handled in two ways. The first is topographic: in the description of the layout of objects in space, spatial relations among signs reproduce the actual spatial relations among the objects. The second is deictic: space is used for referential indexing. The right-lesioned signer had difficulty in the use of space for
topography: room description was distorted spatially, with the left side of the signing space neglected. In the use of space for syntax, however, the entire signing space was covered and consistent reference to spatial loci was preserved. By contrast, the left-lesioned signer produced room descriptions without spatial distortions but made errors in the deictic use of space.

More recently a study on finger pointing suggests that pointing with the finger seems to recruit a left lateralized network including the frontal eye field and the posterior parietal cortex (Astafiev et al., 2003). In this study, the manual pointing task included a preparation phase and an execution phase. During the preparation phase, the subjects had to prepare to point at a cued location with the right index finger. During the execution phase, the subjects were asked to point towards the target as soon as the target flashed. In pointing preparation, bilateral frontal eye field (FEF) and intraparietal sulcus (IPS) activations were observed. Additional left hemisphere activation was observed in the angular gyrus, the supramarginal gyrus, the superior parietal lobule, the dorsal precentral gyrus, and the superior temporal sulcus. These results suggest that the posterior parietal cortex and the superior frontal cortex contain regions that code preparatory signals for finger pointing, with left hemisphere dominance.

The question we want to address now is whether a similar network is involved in vocal pointing. Our conjecture is that it could well be the case, for prosodic pointing. We mentioned in the introduction that prosodic focus involves precise acoustic and articulatory control. It may therefore need integrated (acoustic, articulatory, proprioceptive) representations in order to produce acoustic contours and articulatory patterns adequately. These representations may be formed via the activation of associative cerebral areas, such as temporal and/or parietal regions. The fact that, as detailed above, manual pointing recruits the (associative) posterior parietal cortex is a strong motivation to explore the cerebral correlates of prosodic pointing. As concerns syntactic pointing, the fact that a stored linguistic construction may be used, without the additional requirement of any sophisticated articulatory and phonatory strategy, suggests that associative cerebral regions may not be necessarily recruited.

2. CEREBRAL REGIONS INVOLVED IN VOCAL POINTING: PRODUCTION AND PERCEPTION

2.1. fMRI study of the silent production of vocal (prosodic and syntactic) pointing

The first fMRI production study presented below is described in more details in Lœvenbruck et al. (2005). The aim was to examine the cerebral correlates of the production of vocal pointing in French, conveyed by prosodic focus and syntactic extraction. Sixteen healthy, male, right-handed native speakers of French were examined. The stimuli consisted of visually presented sentences in French. Three isosyllabic sentences were presented, one for each condition:

- baseline condition: “Madeleine m’amena” (Madeleine brought me around).
- prosodic deixis condition: “MADELEINE m’amena” (MADELEINE brought me around), to elicit contrastive focus on the agent.
- syntactic deixis condition: “C’est Mad’leine qui m’am’na” (It’s Mad’leine who brought me ’round).

The number of syllables in the sentence was maintained equal to 6, using schwa deletion. Each sentence was presented for 3 seconds at the beginning of the corresponding condition. Then a fixation mark, alternating every
5 seconds between a ‘+’ and a ‘x’ sign, appeared in the middle of the screen. This alternation aimed at triggering the silent (covert speech) repetition (14 times per condition) of the sentence presented.

Functional MR imaging was performed on a 1.5T imager (Philips NT) with echo-planar (EPI) acquisition. Three functional scans were performed. A block paradigm was used. The order of presentation of the conditions was varied across scans and across subjects.

The results of the fixed effect group and random effects analyses are reported here. The results of the random effect analysis, using the same statistical significance threshold (p < .001 corrected), for the same contrasts did not provide significant activations. With a less stringent significance threshold however (p<.05 non corrected), the contrasts provide a similar pattern of activations as the one obtained with the fixed effect analysis.

Figure 1 provides the functional activations obtained for the main effect of prosodic pointing with the fixed effect analysis. Compared to the baseline, prosodic pointing recruited Broca’s region (BA 45, 47), the left insula and the premotor cortex (BA 6) bilaterally. In addition, it activated the left anterior cingulate gyrus (BA 24, 32), the left supramarginal gyrus (LSMG, BA 40) and the left postero-superior temporal gyrus (Wernicke’s area, BA 22).

Broca’s region or the Left Inferior Frontal Gyrus (LIFG) was activated during prosodic pointing. This finding is consistent with Dogil and colleagues’ fMRI study on the production of prosodic features at the syllable and phrase levels which also revealed LIFG activation (Mayer et al., 2002; Dogil et al., 2002). The left insula was also found to be activated in the (prosodic pointing – baseline) contrast. The involvement of the left precentral gyrus of the insula in articulatory planning during speech has already been shown (Dronkers, 1996). As described above, prosody has acoustic and articulatory correlates. The production of prosodic focus may require more accurate planning of the movements of the larynx, the tongue and the jaw, which could explain why the prosodic pointing condition yields significant activation of the left insula when compared with the baseline (same words to articulate, but a more stringent prosody).

The activation of the LSMG and of Wernicke’s area in the prosodic pointing condition is in accordance with our conjecture. As mentioned earlier about gestural pointing, and in line with Hickock & Poeppel’s (2000) view of speech perception, the inferior parietal regions in both hemispheres can be considered as interfaces which form representations necessary in the organization of motor actions, such as pointing at targets. In speech, a left temporo-parieto-frontal network might be recruited in the organization of verbal motor actions from auditory

Figure 1: Axial views of activations in the (prosodic pointing – baseline) contrast. The following regions are observed: a. Broca’s region; b. Wernicke’s area; c.-e. left supramarginal gyrus and bilateral premotor cortex.
representations. Our results, with the activations of the LSMG, the LIFG and Wernicke’s area in prosodic pointing, are in line with this hypothesis. Like visually-guided manual pointing, prosodic pointing may need multisensory representations to be formed via superior temporal and inferior parietal regions to organize articulation and phonation adequately.

The functional activations obtained for the main effect of syntactic pointing with the fixed effect analysis are shown in Figure 2. Compared to the baseline, syntactic pointing recruited Broca’s region (BA 45, 47), the left insula and the premotor cortex (BA 6) bilaterally, with a left dominance.

Figure 2: Axial views of activations in the (syntactic pointing – baseline) contrast. The following regions are observed: a. Broca’s region (BA 47); b. Broca’s region (BA 45); c.-e. premotor cortex (left dominance). Although Broca’s region is activated (just as in prosodic pointing), no left parietal activation is observed.

The LIFG activation during the production of syntactic pointing is consistent with functional neuroimaging studies on complex syntactic processing, which we will further describe below (e.g. Caplan et al., 2000, Friederici, 2002; Just et al., 1996). Taken together with the results for prosodic pointing, these observations support the claim that the role of the LIFG is that of an action-structure parser, which, in morphosyntactic encoding and decoding, handles the parsing of the predicate and its arguments, or the attentional monitoring of “who does what to whom”.

Compared to the baseline condition, the syntactic utterances required more accurate articulatory planning, given the larger number of consonant clusters involved (due to schwa deletion). This could explain the left insula activation observed in the syntactic deixis condition (compared to the baseline).

Contrary to prosodic pointing, syntactic pointing did not involve any parietal activation. In the instructions, we had explicitly asked the speakers to restrain from using a focused intonation when using the syntactic extraction form. One interpretation for the lack of parietal activation may be that the use of a (stored) formalized presentational construction, without specific on-line articulatory and phonatory control, may not require the activation of associative cerebral regions.

We therefore suggest that non-grammaticalized linguistic pointing (prosodic focus) recruits the temporo-parieto-frontal network and that grammaticalized pointing (syntactic pointing) is handled solely by the LIFG.

2.1. fMRI study of the perception of vocal pointing
We first present the preliminary results of an fMRI study of the processing of prosodic pointing. A review of the
literature provides data on the processing of syntactic pointing.

Perception of prosodic pointing

The production study described above suggests that associative brain areas are recruited for the production of prosodic vocal pointing. It can be hypothesized that the cerebral network recruited for the production of prosodic pointing is, at least partly, also recruited for its perception. This is what the study presented hereafter tested. Although the acoustic and articulatory correlates of prosodic focus have been quite extensively studied, it remains unclear what neural processes underlie its perception. Meanwhile studies have shown that prosodic processing in general cannot be restricted to the right hemisphere (see Baum & Pell, 1999 for a review). Two studies have analysed the processing of prosodic focus (or closely related prosodic phenomena). The first one (Wildgruber et al., 2004) aimed at contrasting affective vs. linguistic prosody. The linguistic prosodic task was an indirect informational focus detection task (find the most suitable answer to a specific question). For the linguistic prosodic task, the authors found bilateral activations of the primary and secondary auditory cortices, of the anterior insular cortex and of the frontal operculum (BA 6/44/47), right hemisphere activation of the dorso-lateral-frontal regions and left hemisphere activations of the inferior frontal cortex. The second study which examined the processing of prosodic focus (Tong et al., 2005) aimed at differentiating the processing of “intonation” (question/affirmation discrimination) and that of contrastive stress. It additionally compared English and Chinese. For the processing of contrastive stress, the authors put forward bilateral activation of the intraparietal sulcus (BA 40/7), right hemisphere activation of the medial frontal gyrus (BA 9/46) and left hemisphere activations of the supramarginal gyrus and the posterior medio-temporal gyrus (BA 21/20/37).

Moreover, even though the perception of prosodic focus is often considered as uniquely auditory, it is possible to perceive prosodic focus visually and the visual modality can enhance perception when prosodic auditory cues are degraded (Dohen & Lœvenbruck, in press). This finding emphasizes the necessity to consider the perception of prosodic contrastive focus and speech prosody in general as multimodal. The perception fMRI study presented here aims at analyzing the neural processing of prosodic focus from a multimodal point of view.

fMRI recordings were conducted for 12 native speakers of French at the ATR Brain Activity Imaging Center (Japan). Subjects were scanned while they were performing a prosodic focus detection task for three modalities (audio only A, visual only V and audiovisual AV). The stimuli were subject-verb-object (SVO) structured sentences uttered in both normal and whispered speech. In some cases, S was under prosodic contrastive focus. The speaker was a female native speaker of French. After seeing/hearing/seeing and hearing each stimulus, subjects were asked to tell whether they had perceived a correction (i.e. contrastive focus) or not.

Preliminary fMRI results

The analysis of the fMRI data is still underway and the results presented here are only preliminary. A preliminary analysis was conducted for the focus vs. no focus contrast for the auditory and auditory-visual modalities. It appeared that auditory alone (A) detection of prosodic focus involved the right associative auditory cortex and fusiform gyrus (BA 19) as well as the left middle frontal gyrus (BA 6/46) and inferior temporal gyrus (BA 37) and the cerebellum bilaterally. For the auditory-visual modality, we found bilateral activations of the middle and
inferior frontal gyri (BA 40), the middle temporal gyrus (BA 21), the inferior parietal lobule (BA 40) and the fusiform gyrus (BA 37) as well as left activation of the supramarginal gyrus (BA 40).

It appears that, for all modalities, prosodic focus detection or processing involves bilateral activations of associative brain areas. Auditory perception of prosodic focus (vs. no focus) appears to be essentially processed in associative areas: right superior temporal gyrus and left inferior temporal gyrus (BA 37). Multimodal (AV) perception of prosodic focus involves bilateral activations of temporal and parietal associative areas as well as inferior and middle frontal regions. This illustrates the underlying necessity of associating various types of information to detect focus (especially auditory and articulatory) and supports the assumption that the articulatory and phonatory patterns produced by the speaker are integrated in perception.

Similar activations of a complex neural network in the processing of focus have been observed in two recent ERP studies (Bornkessel et al., 2003 and Magne et al., 2005). The implication of the left parietal lobe in the auditory-visual perception of prosodic pointing is interesting, in the light of our fMRI study of the production of prosodic pointing, and of the studies on manual pointing described above.

![Figure 3: Sagittal views of activations in the (prosodic pointing – baseline) contrast in the auditory (top) and audiovisual (bottom) modalities.](image)

**Perception of syntactic pointing**

Syntax processing has been the object of interest of many research teams, since the 1960s, when it was noticed that Broca’s aphasics, in addition to having problems with speech production, also present difficulties in speech comprehension and specifically with syntactic processing (Caramazza & Zurif, 1976; Zurif, 1980). Since then, an extensive body of lesion-studies and neuroimaging experiments have been carried out about the brain networks involved in syntactic processing. Although syntactic pointing (or syntactic extraction) itself has rarely been the specific focus of these research works, interesting facts can be drawn from them.

It has been reported by many researchers that Broca’s aphasics patients show random performance on the comprehension of cleft-object sentences such as “It was the girl who the boy pushed” (Caplan, 1985; Berndt & Caramazza, 1980; Grodzinsky, 1995, 2000; Maunier, Fromkin & Cornell, 1993; Rigalleau et al. 2004). This could mean that Broca’s region is involved in syntactic pointing. The fact that Broca’s aphasics show normal
performance on cleft-subject sentences such as “It was the boy who pushed the girl” has been the subject of many debates (see e.g. Grodzinsky, 2000; Rigalleau et al., 2004). It could either mean that this type of syntactic extraction does not require Broca’s region or, that Broca’s aphasics use contextual information and linguistic canonicity (typically, order rules such as Subject Verb Object) to recover the meaning of these sentences.

Neuroimaging studies provide further data on the cerebral regions recruited during syntactic pointing. Caplan et al. (1999) show that plausibility judgments regarding auditorily presented cleft object sentences (e.g. “It was the juice that the child enjoyed”) recruit Broca’s area, pars triangularis (BA 45), when contrasted to the processing of cleft subject sentences (“It was the child who enjoyed the juice”). They interpret their findings in the line of those of Stromswold et al. (1996) who reported an increase in Broca’s area activation (BA 45) when PET activity associated with the processing of more complex sentences (such as Object Subject sentences: “The juice that the child spilled stained the rug.”) was subtracted from that associated with Subject Object sentences (“The child spilled the juice that stained the rug”). They interpret their findings in the line of those of Stromswold et al. (1996) who reported an increase in Broca’s area activation (BA 45) when PET activity associated with the processing of more complex sentences (such as Object Subject sentences: “The juice that the child spilled stained the rug.”) was subtracted from that associated with Subject Object sentences (“The child spilled the juice that stained the rug”). Similar results were obtained by Just et al. (1996) who showed increased activation in both Broca’s area (BA 44, 45) and Wernicke’s area (BA 22, 42, 21) as well as in the homologous regions of the right hemisphere when subjects were presented with complex relative clauses.

Overall, these lesion studies and neuroimaging findings suggest that Broca’s region (BA 44, 45) can be considered to be involved in complex syntactic processing when thematic-role monitoring is required, i.e. the processing of ‘who-does-what-to-whom’. None of these studies show significant activation in the parietal lobe. Syntactic pointing typically involves thematic role monitoring, or the tracking of ‘who-did-what-to-whom’, since it operates a contrastive pointing at one specific agent or patient of the action. It can be assumed that it should involve activation of the left inferior frontal region, with possible left superior and middle temporal gyri. Activation of the parietal lobe during syntactic pointing seems less likely. Further experiments should be carried out to verify these assumptions.

CONCLUSION

We have shown that pointing is a critical device to explore the potential common neural networks at play in gesture and language. The role of manual (or digital) pointing in language acquisition strongly suggests that vocal pointing and pointing in other modalities may well be grounded in a common cerebral network.

We have argued from several neuroimaging studies on manual pointing that this modality seems to recruit a network including the left posterior parietal and frontal cortices.

The results of a first study on covert vocal pointing, including prosodic pointing (i.e. focus) and syntactic pointing (i.e. syntactic extraction) have been presented. It was shown that covert prosodic pointing does recruit left parietal regions in addition to frontal regions, whereas syntactic pointing mainly involves frontal region. The involvement of the left parietal lobe was also evident in a second fMRI study of the perception of prosodic pointing. Finally, a review of the literature suggests that the perception of syntactic pointing solely recruits Broca’s region without additional parietal lobe involvement, just as the production of syntactic pointing. Altogether these findings are in line with our conjecture that linguistic on-line pointing (prosodic focus) is grounded in the same cerebral network as gestural (manual) pointing. The more formalized pointing (syntactic extraction) would be an evolved form of vocal pointing which would not necessitate parietal recruitment. More
analyses are underway to consolidate these results.
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