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Abstract

In this paper, we present optimal in time algorithms to compute the distance transform, the reverse distance transform and the discrete medial axis on digital objects embedded on n-dimensional toric spaces.

1. Introduction

In binary images, the distance transformation (DT) and the geometrical skeleton extraction are classic tools for shape analysis [4]. The distance transformation consists in labeling each pixel of an object with the distance to the closest pixel of its complement (also called the background). If we consider a set of pixels labeled with a distance, the reverse distance transformation problem (RDT) consists in reconstructing the binary shape obtained as the union of all discs centered in the pixels and with the distances as radii. If the underlying distance is the Euclidean one, we can consider the SEDT (Squared Euclidean Distance Transformation) and the REDT (Reverse Euclidean Distance Transformation) see [3] for a survey. The medial axis is a usual and convenient representation for shape description or recognition purposes [1]. In the following we focus on the discrete medial axis (DMA) with Euclidean metric. In the digital space, we have many efficient algorithms to compute such transformations [3]. The aim of this paper is to generalize such techniques to toric spaces which is a widely used model in the material analysis field [2]. The main idea is to perform measurements on a material sample under the hypothesis that the overall material is composed of a regular tiling of the sample (see Fig.1-(a,b)). Thus, in order to make the measurements consistent through tiling, we have to consider that the sample in embedded in a toric space. The main contributions are n-dimensional, error-free and optimal in time algorithms for the SEDT, REDT and DMA on toric spaces.

2. Discrete Toric Spaces

In this section, we consider notations proposed in [2]: let \( \mathbb{Z}_d \) (with \( d \in \mathbb{N} \)) denotes the set \( \{0,1,\ldots,d-1\} \) and \( \oplus_d \) be the sum operator on integers modulo \( d \): \( a \oplus_d b \equiv (a + b) \mod d \). Note that \((\mathbb{Z}_d, \oplus_d)\) forms a cyclic group and can be considered as a 1-D toric space. In dimension \( n \), given \((d_1,\ldots,d_n)\in\mathbb{N}^n\), the direct product \( \mathbb{T}_n = \mathbb{Z}_{d_1} \times \ldots \times \mathbb{Z}_{d_n} \) is an \( n \)-dimensional discrete toric space [2]. On this space, we can define the \( \oplus \) operator as the composition of the dimensional \( \oplus_{d_i} \) operators. A toric image is a mapping which associate a value to each discrete point on a toric space. We can define several \( n \)-dimensional adjacency relations [2], in the following, we only consider a simple 1-adjacency: two point \( p, q \in \mathbb{T}_n \) are 1-adjacent iff there is a vector \( s = (0,\ldots,s_i,\ldots,0) \) on length \( n \) with \( s_i = \pm 1 \) such that \( p \oplus s = q \). The 1-adjacency is equivalent to the 4-connectivity in 2-D and to the 6-connectivity in 3-D. In the following, a discrete object on a toric space \( \mathbb{T}_n \) is a set of 1-adjacent grid points of \( \mathbb{T}_n \). Illustrations of a toric space and a toric object in dimension 2 are provided in Fig. 1.

3. Separable Algorithms for the SEDT, REDT and DMA

In this section, we first overview the separable algorithms to compute the SEDT, the REDT and the DMA of a discrete object in the classical \( \mathbb{Z}^n \) grid. [3]. Let us first consider the SEDT algorithm in the 2D case: given a two-dimensional binary object \( P \) in a \( d_1 \times d_2 \) image, \( \bar{P} \) denotes the complementary of
The set of background pixels $P$, i.e., the set of background pixels. The output of the algorithm is a 2D image $H$ storing the squared distance transform. The SEDT algorithm consists of the following steps: first, build from the source image $P$, a one-dimensional SEDT according to the first dimension ($x$-axis) denoted by $G = \{g(i, j)\}$, where, for a given row $j$:

$$g(i, j) = \min_x \{(i - x)^2; 0 \leq x < d_1 \text{ and } (x, j) \in P\}. \tag{1}$$

Then, construct the image $H = \{h(i, j)\}$ with a $y$-axis process:

$$h(i, j) = \min_y \{g(i, y) + (j - y)^2; 0 \leq y < d_2\}. \tag{2}$$

To compute the first step of the SEDT, we perform a two-scan of each image row independently and obtain process in $O(d_1 \cdot d_2)$. To solve the second step, we can first observe that Eq. (2) corresponds to a lower envelope computation of the set of parabolas $F_y(i) = g(i, y)^2 + (j - y)^2$, independently column by column. To compute such a set, a stack based technique has been proposed leading to a computational cost in $O(d_1 \cdot d_2)$ (see [3] for a complete bibliography and Fig. 2—right). Note that Eq. (1) can also be interpreted in terms of parabolas: given the set of parabolas $F_y(i) = (i - x)^2$ for $(x, j) \in P$, $g(i, j)$ can be computed as the lower envelope of this set. If no background pixels exist in the $i$th row, the distance values of $g(i, j)$ are set to $+\infty$ (and thus propagated through the dimensions with adapted arithmetical operators).

REDT and the DMA can also be decomposed into separable upper envelope computations, similarly to Eq. (2) [3]. Indeed, given a set of discs $L = \{x_k, y_k, r_k\}$ with centers $(x_k, y_k)$ and radii $r_k$, the REDT consists of extracting the set of grid points $P$ such that

$$P = \{(i, j) \mid (i-x)^2 + (j-y)^2 < r_k^2, (x_k, y_k, r_k) \in L\}. \tag{3}$$

Let $F = \{f(i, j)\}$ be a picture of size $d_1 \times d_2$ such that $f(i, j)$ is set to $r(i, j)^2$ if $(i, j)$ belongs to $L$ and 0 otherwise. Hence, if we compute the map $H = \{h(i, j)\}$ such that

$$h(i, j) = \max_x \{f(x, y) - (i-x)^2 - (j-y)^2; 0 \leq x < d_1, 0 \leq y < d_2 \text{ and } (x, y) \in F\}, \tag{4}$$

we obtain $P$ by extracting from $H$ all pixels of strictly positive values. So, to build $H$ from $F$, we can decompose the computation into two one-dimensional steps: first, build from the image $F$ the picture $G = \{g(i, j)\}$ such that

$$g(i, j) = \max_x \{f(x, j) - (i-x)^2; 0 \leq x < d_1\}. \tag{5}$$

Then define from $G$ the picture $H$ such that

$$h(i, j) = \max_y \{g(i, y) - (j-y)^2; 0 \leq y < d_2\}. \tag{6}$$

Once again, both processes require a computation of the upper envelope of a set of $d$ parabolas that can be done in $O(d)$ per line or column (see Fig. 2—right) [3]. Hence, in dimension 2, the overall computational cost is in $O(d_1 \cdot d_2)$, which is optimal.

Concerning the Discrete Medial Axis computation, we have proven in [3] that the DMA can be extracted during the REDT process with exactly the same computational cost.

We do not go further into details but just focus on the advantages of such algorithms: first the computations are exact since we use an error free computation with the Euclidean metric. Then, all these algorithms are optimal in time $O(d_1 \cdot \ldots \cdot d_n)$ for a $d$-dimensional image and can be extended to higher dimensions since the internal processes are separable. Finally, all tools are based on the same 1-D algorithmic tool: the upper/lower envelope computation of a set of parabolas. In the following sections, we extend all these algorithms to toric spaces.
The main problem we have to consider in the toric spaces is the information propagation between the domain borders, otherwise, values may be incorrect (see Fig. 5). Due to the separability of the previous algorithms, the problem can be simplified since, at each step, we have a 1-D process and thus a 1-D propagation. For SEDT algorithm in dimension 2, during the first step, we just have to take into consideration propagations along the x-axis may occur during the second step. If we consider now the 1-D processes, for each algorithm, we have to perform a upper (resp. lower) envelope computation on the lower envelope computation problem. Re-consider now the 1-D processes, for each algorithm, we have to perform a upper (resp. lower) envelope computation on a cyclic group, the main idea is to find the intersection between any two parabolas of \( F \) is reduced to a point, we denote the intersection point between \( F_1 \) and \( F_2 \). Since \( h_2 < h_1 \) and \( a_1 < a_2 \) then \( x_{12} < a_2 \). Hence, for \( x > a_2 \) we have \( F_2(x) < F_1(x) \). In other words, the parabola \( F_1 \) does not interfere in the lower envelope computation of the right part of the \( F_2 \) parabola. Let us consider now the set \( F \) on a non-cyclic index group and suppose that \( F_1 \) is the parabola with minimum height. We denote \( F_1 < \) (resp. \( F_1 > \)) the parabolas \( F_i \) such that \( a_i < a_1 \) (resp. \( a_i > a_1 \)). We can compute the set of parabolas belonging to the lower envelope of \( F \) as the union of the lower envelope of \( F_1 \), the parabola \( F_1 \) and the lower envelope of \( F_2 \) (since \( F_1 \) is the parabola with minimum height, it necessarily belongs to the lower envelope). With the above argument used on each pair \( F_i \) and \( F_1 \), we can conclude that the envelope computation on \( F_1 \) and \( F_2 \) are independent. If we consider now a cyclic index group for \( F \), the parabola \( F_1 \) allows us to control the propagation on the envelope computation. Hence, if we consider the sequence of \( d + 1 \) parabolas \( F' = \{ F_1, F_{i_1}, \ldots, F_{i_{d-1}}, F_1 \} \) (the parabola \( F_1 \) is duplicated in some sense). The cyclic lower envelope computation on \( F' \) is exactly the same as the non-cyclic lower envelope computation. Hence, \( l \) is the break index of \( F \) and allows us to use the classical lower envelope computation on the unfolded cycle.

Hence, to compute the lower envelope of \( F \), the overall algorithm can be sketched as follows: first we identify the parabola with minimum height, we construct the set \( F' \) and then we use the classical algorithm. We conclude with the fact that the parabolas in the lower envelope computation of \( F' \) are also in the lower envelope of the cyclic group \( F \).

5. Application to SEDT, REDT and DMA problems

Considering the SEDT problem, Fig. 4 illustrates the overall 1-D process for the first step (Eq. (1)): in this case, the break index is the first background pixel found in during a forward scan. We reconstruct a \( d + 1 \) vector, duplicating the first break index value at the end. We apply the classical 1-D SEDT algorithm on this vector and finally copy the values into the cyclic vector. Since all rows can be processed independently, the above procedure can be applied of every rows leading to a correct result thanks to Lemma 1. Concerning the sec-

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure3}
\caption{The cycle unfolding along the break index (3).}
\end{figure}

\textbf{Lemma 1} A break index for the toric lower (resp. upper) parabola envelope computation is obtained by taking the abscissa \( a_i \) of a parabola \( F_i \) with minimum (resp. maximum) height \( h_i \).

\textbf{PROOF:} first of all, let us consider two parabolas \( F_1(x) = h_1 + (a_1 - x)^2 \) and \( F_2(x) = h_2 + (a_2 - x)^2 \) such that \( a_1 < h_2 \) and such that \( h_2 < h_1 \). In other words, \( F_2 \) is the parabola with minimum height of \( \{ F_1, F_2 \} \). Since the intersection between any two parabolas of \( F \) is reduced to a point, we denote the intersection point between \( F_1 \) and \( F_2 \). Since \( h_2 < h_1 \) and \( a_1 < a_2 \) then \( x_{12} < a_2 \). Hence, for \( x > a_2 \) we have \( F_2(x) < F_1(x) \). In other words, the parabola \( F_1 \) does not interfere in the lower envelope computation of the right part of the \( F_2 \) parabola. Let us consider now the set \( F \) on a non-cyclic index group and suppose that \( F_1 \) is the parabola with minimum height. We denote \( F_1 < \) (resp. \( F_1 > \)) the parabolas \( F_i \) such that \( a_i < a_1 \) (resp. \( a_i > a_1 \)). We can compute the set of parabolas belonging to the lower envelope of \( F \) as the union of the lower envelope of \( F_1 \), the parabola \( F_1 \) and the lower envelope of \( F_2 \) (since \( F_1 \) is the parabola with minimum height, it necessarily belongs to the lower envelope). With the above argument used on each pair \( F_i \) and \( F_1 \), we can conclude that the envelope computation on \( F_1 \) and \( F_2 \) are independent. If we consider now a cyclic index group for \( F \), the parabola \( F_1 \) allows us to control the propagation on the envelope computation. Hence, if we consider the sequence of \( d + 1 \) parabolas \( F' = \{ F_1, F_{i_1}, \ldots, F_{i_{d-1}}, F_1 \} \) (the parabola \( F_1 \) is duplicated in some sense). The cyclic lower envelope computation on \( F' \) is exactly the same as the non-cyclic lower envelope computation. Hence, \( l \) is the break index of \( F \) and allows us to use the classical lower envelope computation on the unfolded cycle.

Hence, to compute the lower envelope of \( F \), the overall algorithm can be sketched as follows: first we identify the parabola with minimum height, we construct the set \( F' \) and then we use the classical algorithm. We conclude with the fact that the parabolas in the lower envelope computation of \( F' \) are also in the lower envelope of the cyclic group \( F \).

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure4}
\caption{The cycle unfolding along the break index (3).}
\end{figure}

\textbf{Lemma 1} A break index for the toric lower (resp. upper) parabola envelope computation is obtained by taking the abscissa \( a_i \) of a parabola \( F_i \) with minimum (resp. maximum) height \( h_i \).

\textbf{PROOF:} first of all, let us consider two parabolas \( F_1(x) = h_1 + (a_1 - x)^2 \) and \( F_2(x) = h_2 + (a_2 - x)^2 \) such that \( a_1 < h_2 \) and such that \( h_2 < h_1 \). In other words, \( F_2 \) is the parabola with minimum height of \( \{ F_1, F_2 \} \). Since the intersection between any two parabolas of \( F \) is reduced to a point, we denote the intersection point between \( F_1 \) and \( F_2 \). Since \( h_2 < h_1 \) and \( a_1 < a_2 \) then \( x_{12} < a_2 \). Hence, for \( x > a_2 \) we have \( F_2(x) < F_1(x) \). In other words, the parabola \( F_1 \) does not interfere in the lower envelope computation of the right part of the \( F_2 \) parabola. Let us consider now the set \( F \) on a non-cyclic index group and suppose that \( F_1 \) is the parabola with minimum height. We denote \( F_1 < \) (resp. \( F_1 > \)) the parabolas \( F_i \) such that \( a_i < a_1 \) (resp. \( a_i > a_1 \)). We can compute the set of parabolas belonging to the lower envelope of \( F \) as the union of the lower envelope of \( F_1 \), the parabola \( F_1 \) and the lower envelope of \( F_2 \) (since \( F_1 \) is the parabola with minimum height, it necessarily belongs to the lower envelope). With the above argument used on each pair \( F_i \) and \( F_1 \), we can conclude that the envelope computation on \( F_1 \) and \( F_2 \) are independent. If we consider now a cyclic index group for \( F \), the parabola \( F_1 \) allows us to control the propagation on the envelope computation. Hence, if we consider the sequence of \( d + 1 \) parabolas \( F' = \{ F_1, F_{i_1}, \ldots, F_{i_{d-1}}, F_1 \} \) (the parabola \( F_1 \) is duplicated in some sense). The cyclic lower envelope computation on \( F' \) is exactly the same as the non-cyclic lower envelope computation. Hence, \( l \) is the break index of \( F \) and allows us to use the classical lower envelope computation on the unfolded cycle.

Hence, to compute the lower envelope of \( F \), the overall algorithm can be sketched as follows: first we identify the parabola with minimum height, we construct the set \( F' \) and then we use the classical algorithm. We conclude with the fact that the parabolas in the lower envelope computation of \( F' \) are also in the lower envelope of the cyclic group \( F \).
ond step (Eq. (2)), we use the same principle with a break index defined as the index of the parabola with minimum height (obtained in linear time). Finally, thanks to Lemma 1 and to the separability of the problem, we obtain a correct SEDT algorithm on toric space that is linear in the number of grid points (see Fig. 5). Concerning the REDT and

the DMA problems, we have the same results using the parabola index with maximum height as break index. Finally, we also have optimal in time algorithms for the REDT and DMA problems in arbitrary dimension for toric spaces.

To illustrate these algorithms on toric spaces in dimension 2 and 3, Fig. 6 gives results of the toric SEDT and DMA in dimension 2 on the input object presented in Fig. 1-(d). Note that tiling illustrations allow the reader to make sure that the toric behaviors of the algorithms are visually correct. Finally, Fig. 7 presents results in dimension 3 (SEDT and REDT).

6. Conclusion

In this paper, we have presented a generalization to toric spaces of several tools widely used in shape analysis: the SEDT, the REDT and the DMA. More precisely, we have first identified the core procedure in all the optimal in time algorithms for these problems: the 1-D lower/upper envelope computation of a set of parabolas. We have solved this problem on toric spaces and thus obtained $n$-dimensional separable, optimal in time, algorithms for the SEDT, the REDT and the DMA problems on toric domains.
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