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Abstract

How do listeners process the speech signal to extract acoustic cues and recover phonetic information? More than 50 years after the appearance of the motor theory of speech perception, recent neurophysiological discoveries challenge the view that speech perception only relies on perceptual auditory mechanisms and suggest that the motor system is also crucial for speech recognition. The aim of the present chapter is to review and discuss these findings in an attempt to define what could be a “common language of perception and action”.

Introduction

The question of the auditory vs. motor nature of cognitive representations in speech perception is at the centre of an already old and now quite classical debate. There are actually a number of precursors of the role of action in perception, such as the philosopher Berkeley with his works on vision, or the physicist Helmholtz with the outflow theory pioneering the efferent copy concept. At the beginning of the 20th century, the psychologist and phonetician Raymond Herbert Stetson introduced in his “motor phonetics” the famous claim that “speech is rather a set of movements made audible than a set of sounds produced by movements” (Stetson, 1988), which paves the way towards a view in which gestures are primary and sounds secondary in the linguistic exchange. But the central character in this story is obviously the psychologist Alvin Liberman. His works at the Haskins Labs after the World War 2 lead him to a view in which the link between sounds and phonemes was both complex and unsatisfactory, which drove him progressively at the beginning of the 50s towards what became in the 60s “The Motor Theory of Speech Perception”. This theory proposes kind of a dramatic switch in the conception of speech perception, which stimulated both the emergence of new experimental paradigms, the acquisition of many data and … the content of many oral or written debates in the speech communication community. Interestingly, at a time where the debate seemed decreasing – together with the motor theory appeal – the beginning of the 90s lead to a complete reconsideration of the elements of the debate, mainly – though not exclusively, as we shall see – thanks to new techniques and new discoveries about the primate and human brain. The objective of the present chapter is to make the point on the debate and attempt to define some great trends of what could be a “common language of perception and action”. The chapter is organised in four parts. Firstly, some basic elements of the 40-years debate will be recalled. Then, the turning point of the “discovery” of mirror neurons and of the introduction of new neurocognitive techniques will be described in the speech perception context. A third section will be devoted to a reappearance of the perceptuo-motor links in light of new discoveries. The fourth section will be the occasion to present some perspectives. Interestingly in this context, it is noteworthy to mention that the authors of the present paper...
participated to this story from different perspectives – though with a common interest and a large number of shared views on the role of perceptuo-motor interactions, and hence, do not necessarily completely converge on a coherent final story.

I. An old debate about auditory vs. motor theories of speech perception

The starting point in Liberman and colleagues’ reasoning is the difficulty to describe in a straightforward way the link between phonemes and sounds. This includes two intricate components. Firstly, the complexity of the linguistic message requires to combine phonemes at a high rate, which is made possible by doing several things at the same time, that is combining articulatory gestures in a clever, largely parallel way: this is coarticulation in a broad sense. Secondly, this possibly linear combination of articulatory components is non-linearly transformed into a sequence of sounds in which the link with the sequence of phonemes is not at all transparent. The basic intuition in the motor theory is that the link between phonemes and gestures should be more direct than the link with sounds (Liberman et al., 1962; Liberman and Mattingly, 1985; Liberman and Whalen, 2000).

This switch from an “information processing” acoustic/auditory approach to a motor approach was related to a double functionalist framework. Firstly, in a linguistic (phonological) framework, would phonological units be better described in motor rather than in auditory terms (see e.g. the proposals, in the same Haskins Laboratories, of an “articulatory phonology”, Browman and Goldstein 1986, 2000)? Secondly, in a technological (computational) framework, should informational elements be conceived as articulatory rather than acoustical? The literature about both phonetic/phonological descriptions and speech technologies (recognition, synthesis, coding) was constantly stimulated by this dichotomy during the second part of the 20th.

The debate was then nourished by a large series of experimental works, which stimulated the emergence or promotion of a number of new paradigms, such as categorical perception (Repp, 1984), trading relationships (Repp, 1983), perceptuo-motor adaptation effects (Cooper, 1979), close shadowing and perceptuo-motor interactions (Porter and Lubker, 1980), audiovisual and multisensory integration (Dodd and Campbell, 1987; Campbell et al., 1998), the duplex effect (Liberman et al., 1981), etc. In parallel, the motor theories (with a plural accounting for the emergence of a “second motor theory”, the Direct Realist Theory by Carol Fowler also at the Haskins Labs) searched for a large-scale cognitive background: modularism in the case of Liberman and Mattingly’s Motor Theory (1985), Gibsonian realism in the case of Fowler (1986).

However, it is fair to say that the debate has progressively somehow decreased in vigour and lost in acuity, while in the same movement the interest and credibility of motor theories declined in the speech community for lack of decisive arguments. In this context, a number of new discoveries and the emergence of new techniques in the field of neurocognition of perception and action produced a spectacular movement, shifting the equilibrium point back towards motor views, introducing new paradigms and, by the way, renewing the interest for old paradigms that had been more or less abandoned.

Before describing this shift in the next section, and analysing its consequences for the perceptuo-motor debate in the following one, let us mention two points that seem to us quite important in the analysis of this debate. Firstly, whatever the position that should be adopted
finally in this debate, the neurocognitive perceptuo-motor shift that we are experiencing has definitely a major interest: it forces to establish or re-establish a solid link between knowledge in speech perception and production, a link which was quasi vanishing in the last twenty years. Perception and production specialists did not go in the workshops or sessions of international conferences and seldom worked together in the same labs. The situation is now quickly changing, and this is in our view a major positive achievement.

A second interesting point to mention is that another functionalist framework has appeared in the reasoning and takes an increasing importance: the search for language origins. This theme has been long considered as fragile or even unsound from various perspectives, including the Chomskyan one. The last years have seen on the contrary an increasing interest for the question of language phylogeny (see e.g. the OMLL program launched by the European Science Foundation, http://www.esf.org/activities/eurocores/programmes/omll.html), and the nature of the perceptuo-motor link is at the centre of this question through the concept of parity. Therefore, phylogeny now participates to the debate itself, and the authors of the present chapter are all convinced that it is indeed an adequate framework for considering perceptuo-motor interactions in speech communication.

II. Perception as a mirror of action: the neurocognitive shift

A strong empirical support to Liberman’s motor theory of speech perception comes from the discovery of mirror neurons in monkey premotor area F5. Area F5 belongs to the ventral premotor cortex and stores a representation of hand and mouth actions, as shown by single neurons and intracortical microstimulation studies (see Rizzolatti et al., 1988).

The specificity of the goal seems to be an essential prerequisite in activating F5 neurons. The same neurons that discharge during grasping, holding, tearing, manipulating, are silent when the monkey performs actions that, although involving a similar muscular pattern, are indeed characterised by a different goal (i.e. grasping to put away, scratching, grooming, etc.).

In addition to the motor properties shared by all F5 neurons, a particular class of F5 neurons discharge also when the monkey observes another individual making an action in front of it. These neurons are the “mirror neurons” (di Pellegrino et al., 1992; Gallese et al., 1996; Rizzolatti et al., 1996a), a special class of visuomotor neurons matching others’ actions on the observer’s motor repertoire. There is a strict congruence between visual and motor properties of F5 mirror neurons: e.g., mirror neurons motorically coding whole hand prehension discharge during observation of whole hand prehension performed by the experimenter but not during observation of precision grasp.

The most likely interpretation for the visual response of visuomotor neurons is that, at least in adult individuals, there is a close link between action-related visual stimuli and the corresponding actions that pertain to monkey’s motor repertoire. Thus, every time the monkey observes the execution of an action, the related F5 neurons are addressed and the specific action representation is "automatically" evoked. Under certain circumstances it guides the execution of the movement, under others, it remains an unexecuted representation of it that might be used to understand what others are doing.
Transcranial magnetic stimulation (TMS) (Fadiga et al., 1995; Strafella and Paus, 2000) and brain imaging experiments have demonstrated that a mirror-neuron system is present also in humans: when the participants observe actions made by human arms or hands, motor cortex becomes facilitated (this is shown by TMS studies) and cortical activations are evoked in the ventral premotor/inferior frontal cortex (Rizzolatti et al., 1996b; Grafton et al., 1996; Decety et al., 1997; Grèzes et al., 1998; Iacoboni et al., 1999; Decety and Chaminade, 2003; Grèzes et al., 2003). Grèzes et al. (1998) showed that the observation of meaningful but not that of meaningless hand actions activates the left inferior frontal gyrus (Broca’s region). Moreover, two further studies have shown that observation of meaningful hand-object interaction is more effective in activating Broca’s area than observation of non-goal-directed movements (Hamzei et al, 2003; Johnson-Frey et al, 2003). In addition, direct evidence for an observation/execution matching system has been provided by two experiments, one employing fMRI technique (Iacoboni et al., 1999), the other using event-related MEG (Nishitani and Hari, 2000) that directly compared in the same subjects action observation and action execution.

Taken together, all the fMRI studies on action observation, constantly show that Broca’s area (or its right homologue) become active when we observe the actions of another individual. The evidence that Broca’s area is activated during time perception and calculation tasks (Gruber et al. 2001), harmonic incongruity perception (Maess et al., 2001), tonal frequency discrimination (Müller et al., 2001), prediction of sequential patterns (Schubotz and von Cramon, 2002a) as well as during prediction of increasingly complex target motion (Schubotz and von Cramon, 2002b), suggests that this area could have a central role in representing syntactically ordered sequential information in several different domains (Lieberman, 1991). This could be crucial for action understanding, allowing the parsing of observed actions on the basis of the predictions of their outcomes.

Others’ actions do not generate only visually perceivable signals. Action-generated sounds and noises are also very common in nature. In a recent experiment Kohler and colleagues (2002) have found that 13% of the investigated F5 neurons discharge both when the monkey performed a hand action and when it heard the action-related sound. Moreover, most of these neurons discharge also when the monkey observed the same action, demonstrating that these ‘audio-visual mirror neurons’ represent actions independently of whether they are performed, heard or seen.

The presence of an audio-motor resonance in a monkey brain region considered to be the cytoarchitectonical homologue of human Broca’s area (classically considered as the motor centre for speech) prompts the Liberman’s hypothesis on the mechanism at the basis of speech perception. The motor theory maintains that the ultimate constituents of speech are not sounds but articulatory gestures that have evolved exclusively at the service of language. Speech perception and speech production processes could thus use a common repertoire of motor primitives that, during speech production, are at the basis of articulatory gesture generation, and during speech perception are activated in the listener as the result of an acoustically evoked motor “resonance”.

According to Liberman’s theory, the listener understands the speaker when her articulatory gestural representations are activated by the listening to verbal sounds. Although this theory is not unanimously accepted, it proposes a plausible model of an action/perception cycle in the frame of speech processing. To investigate if speech listening activates listener’s motor representations, Fadiga et al. (2002) administered TMS on cortical tongue motor
representation, while subjects were listening to various verbal and non-verbal stimuli. Motor evoked potentials (MEPs) were recorded from subjects’ tongue muscles. Results showed that during listening of words formed by consonants implying tongue mobilisation (i.e. Italian ‘R’ vs. ‘F’) MEPs significantly increased. This indicates that when an individual listens to verbal stimuli, his/her speech related motor centres are specifically activated. Moreover, words-related facilitation was significantly larger than pseudo-words related one.

The presence of “audio-visual” mirror neurons in monkeys (Kohler et al., 2002) and the presence of this “speech-related acoustic motor resonance” in humans (Fadiga et al. 2002), suggests that, independently from the sensory nature of the perceived stimulus, the mirror-neuron resonant system retrieves from the action vocabulary (stored in the frontal cortex) the stimulus-related motor representations. It is however unclear if the activation of the motor system during speech listening is causally related to speech perception, or if it is a mere epiphenomenon due, for example, to an automatic compulsion to repeat without any role in speech processing. Empirical evidence suggests that the first hypothesis might be correct (Wilson et al. 2004, Pulvermuller et al., 2006, Meister et al., 2007). A recent experimental work done in our laboratory (Kotz et al., submitted, D’Ausilio et al., in preparation) shows that the application of TMS on speech-related areas specifically interferes with different speech components. Indeed, whereas the application of TMS on motor centres induces clear-cut phonological interference effects, the TMS-induced virtual lesion of Broca’s area seems to have effects only (if any) on the discrimination of the lexical properties of auditorily presented verbal stimuli. The recent finding that Broca’s aphasics show a specific deficit in pragmatically representing the actions performed by others (Fazio et al., submitted) further strengthens the possibility that speech evolved on a premotor substrate originally devoted to motor understanding. This provides further support to the idea that Broca’s area became a speech centre because of its premotor origins (Fadiga et al., 2006).

III. Reanalysis of the perceptuo-motor link in speech perception

As previously described, the properties of mirror neurons in the monkey brain and of a putative mirror neuron system in humans have provided evidence pointing to a close connection between perception and action systems during action observation. By indicating a neurophysiological mechanism that might create “motor parity” between communicating individuals, the discovery of the human mirror neuron system has been interpreted as a strong empirical support to one of the main claims of Liberman’s motor theory of speech perception, that is, perceiving speech is perceiving gestures.

Since then, besides the involvement of temporal auditory regions, brain areas involved in the planning and execution of speech gestures (i.e., the left inferior frontal gyrus, the ventral premotor and primary motor cortices) and areas subserving proprioception related to mouth movements (i.e., the somatosensory cortex), have been repeatedly found to be activated during ‘passive’ auditory, visual and/or auditory-visual speech perception (e.g., Möttonen et al., 2004; Wilson et al., 2004; Ojanen et al., 2005; Pekkola et al., 2005; Skipper et al., 2005; Pulvermuller et al., 2006; Wilson and Iacoboni, 2006; Skipper et al., 2007). As previously mentioned, recent TMS studies also demonstrated that motor-evoked potentials recorded from the lips or tongue muscles are enhanced during both passive speech listening and viewing, when stimulating the corresponding area of the left primary motor cortex (Sundara et al., 2001; Fadiga et al., 2002; Watkins et al., 2003; Watkins and Paus, 2004; Roy et al., 2008). Importantly, this speech motor ‘resonance’ mechanism appears to be articulatory specific,
motor facilitation being stronger when the recorded muscle and the presented speech stimulus imply the same articulator (Fadiga et al., 2002; Roy et al., 2008). The specificity of this speech motor resonance mechanism is also suggested by two recent fMRI studies showing similar somatotopic patterns of motor activity in the superior portion of the ventral premotor cortex during both producing and listening to or viewing lips- and tongue-related phonemes (Pulvermüller et al., 2006; Skipper et al., 2007). Altogether, these studies thus suggest that speech perception involves an automatic and specific mapping from the speaker’s articulatory gestures into the listener’s motor plans.

Most recent neurobiological models of speech and language understanding also claim for a tight connection between perception and production systems. These models have in common to postulate that the links between articulatory and perceptual mechanisms look like or derive from action–perception links that are observed for a range of non-linguistic actions (Aboitiz and Garcia, 1997; Aboitiz et al., 2006; Hickok and Poeppel, 2000, 2004, 2007; Scott and Johnsrude, 2003; Rizzolatti and Arbib, 1998; Arbib, 2005; Wilson and Iacoboni, 2006; Skipper et al., 2007).

One influential model is the dual-stream model of Hickok and Poeppel (2000, 2004, 2007). It is proposed that early cortical stages of speech processing involve auditory fields in the superior temporal gyrus. This cortical processing system then diverges into a ventral stream, which is involved in mapping sound onto meaning, and a dorsal stream, which is involved in mapping sound onto articulatory-based representations. The ventral stream projects ventrolaterally toward the inferior temporal cortex, which is assumed to contain widely distributed conceptual representations. The dorsal stream projects first towards a region at the parietal–temporal boundary, which serves as a sensorimotor interface, and then to frontal motor regions. Bi-directionality in the dorsal pathway between auditory temporal and motor frontal regions is assumed to provide a mechanism for the development and maintenance of parity between auditory and motor representations of speech, especially in infancy during speech acquisition. In adults however, the dorsal stream is not considered to be a critical component of speech perception under normal listening conditions. Rather, this dorsal circuit would play a functional role only when the listener has to explicitly use articulatory-based processes to keep auditory-based representations active, as in phonological tasks and verbal working memory tasks. Finally, another role of this sensorimotor loop is to allow rapid articulatory adjustments in speech production, by helping to distinguish the sensory consequences of our own actions from sensory signals due to changes in the outside world (see Guenther, 2006 for a review).

Another model proposed by Skipper and colleagues (2007) also explains speech perception by means of feedforward and feedback projections. In this model, early multisensory speech representations in the superior temporal gyrus and derived from acoustical and/or visual signal, can be thought of as multisensory hypotheses about the phonemes produced by the speaker. These hypotheses are then translated onto motor control commands localized in the inferior frontal gyrus and which, based on past articulatory experience, could generate corresponding motor actions in the ventral premotor and motor cortex. Activated motor commands would predict the acoustic and somatosensory consequences of executing a speech movement through efference copy, or feedback control commands, to both the left superior temporal sulcus/gyrus and somatosensory cortices, respectively. Finally, these internally generated sensory consequences are thought to constrain the ultimate phonetic interpretation of the incoming sensory information.
Critically, these two models not only argue against the view that speech perception relies exclusively on the auditory system and the acoustic properties of speech, but also that speech perception is determined only through feedforward, direct mapping, mechanisms from auditory to motor regions: they discard, in a symmetric way, both “pure” auditory theories and “pure” motor theories (see Schwartz et al., 2002, 2007, for a review). In addition, despite accumulating evidence that passive speech perception induces motor cortical activity, both models question a possible mediating role of the motor system under normal listening conditions. In the dual-stream model (Hickok and Poeppel, 2000, 2004, 2007), the primary function of the dorsal auditory-motor circuit is thought to serve speech development and the acquisition of a new vocabulary. When the child learns to articulate speech sounds, it may provide a mechanism by which sensory representations of speech can be stored and compared against its articulatory production, with this comparison being used to shape future productions. Although in adults motor representations of speech can still be activated, they are thought to be used strategically to assist in working memory and sub-lexical task performance, that is whenever translation of phonological information to an articulatory code is required to support maintenance and comparison of speech segments (e.g., Démonet et al., 1992, 1994; Zatorre et al., 1992; Paulesu et al., 1993, 1996; Burton et al, 2000 - for a review, see Poldrack et al., 1999; Démonet et al., 2005; Vigneau et al., 2006). In Skipper et al.’s model, the speech motor centres are thought to be strongly recruited depending on the modality of the presentation and on the ambiguity of the sensory inputs that is when the mapping between sensory information and phonetic categories is not sufficiently clear. This proposal is indirectly supported by some fMRI studies showing an increased activation of the speech motor centres during auditory-visual and visual speech perception compared with auditory presentation alone (Skipper et al., 2005, 2007), during the audiovisual observation of phonetically conflicting compared to matching vowels/syllables (e.g., Jones and Callan, 2003; Pekkola et al., 2005; Ojanen et al., 2005; Skipper et al., 2007), during the auditory identification of non-native versus native phonemes (e.g., Callan et al., 2004; Wilson and Iacoboni, 2006), and of intelligible versus masked or distorted speech (e.g., Binder et al., 2004; Zekveld et al., 2006).

In sum, whether the motor system might mediate speech perception through the internal generation of candidate articulatory categorizations under normal listening conditions is largely debated. Actually, it is important to note that while previous brain imaging and single-pulse TMS studies clearly demonstrate the recruitment of the motor system during passive speech perception, the results are intrinsically correlational and cannot be used to address causality. From this view, both electrocortical stimulation studies during neurosurgical operations, repetitive transcranial magnetic stimulation studies (rTMS) and clinical data from frontal aphasic patients are inconclusive regarding a possible functional role of the motor system in speech processing under normal listening conditions. Temporarily disrupting the activity of the opercular part of the inferior frontal gyrus (i.e., Broca’s area) or the superior portion of the ventral premotor cortex, by means of either repetitive TMS or electrocortical stimulation during neurosurgery, has been shown to disrupt subjects’ ability to perform ‘complex’ phonological tasks that require segmentation processes and working memory demands (Boatmann, 2004; Nixon et al., 2004; Romero et al., 2006; Sato et al., in preparation). However, no interference effects were observed in syllable identification/discrimination tasks that could be performed without need for phonemic segmentation (Boatmann, 2004; Boatman and Miglioretti, 2005; Sato et al., in preparation), except in the case where syllables were embedded in white noise (Meister et al., 2007). Despite inherent limitations of both rTMS and electrocortical stimulation techniques, these results nevertheless appear in line with the above-mentioned models of speech perception,
indicating that the speech motor centers are actively recruited depending on the ambiguity/complexity of the speech stimuli and on the use of segmentation and working memory processes (Hickok and Poeppel, 2004, 2007; Skipper et al., 2007).

Alternatively, if the motor system does not play a critical role in speech processing under normal listening conditions in adults, then what could be the function of the motor activity observed during passive speech perception? One possibility is that this activity is not strictly intrinsic to speech comprehension but may rather facilitate conversational exchange by contributing to setting a common perceptuo-motor ground between speakers. In that case, speech motor resonance may represent dynamic sensorimotor adaptation under the influence of the other talker's speech patterns, and in return may facilitate conversational interactions by helping adaptive convergent behaviours.

As a matter of fact, previous studies have highlighted a strong tendency by a speaker to imitate a number of phonetic characteristics in another speaker's speech in the course of a conversational interaction. Such a behavioral tendency necessarily involves complex sensorimotor interactions that allow speakers to compare the phonetic characteristics of the utterances they hear with their own speech auditory and motor repertoire. Previous studies have shown that this interfacing process is displayed in a variety of ways. Some of them involve natural settings, as during conversational exchange when exposure to the speech of other talkers leads to phonetic convergence with that speech (e.g., Sancier and Fowler, 1997; Pardo, 2006). Some are special to experimental manipulations, as when seeing a video of an articulating mouth influences the production of similar or dissimilar articulations (Kerzel and Bekkering, 2000; Gentilucci and Cattaneo, 2005; Gentilucci and Bernardis, 2007).

Evidence for strong sensorimotor interactions in speech also comes from studies showing the existence of perceptuo-motor adaptation mechanisms. For instance, while manipulation of the auditory feedback during speech production leads to rapid motor corrections to counteract the effect of perturbation, an after-effect or adaptation is observed when the perceptual manipulation is removed (e.g., Houde & Jordan, 1998, 2002; Jones & Munhall, 2005; Purcell & Munhall, 2006; Villacorta et al., 2007). The fact that this persistence or learning in the motor system does not disappear immediately, likely reflects a change in motor representations due to a global remapping of the auditory-motor relationship. Crucially, it has been shown that real-time alteration of the auditory feedback related to the speaker's own voice, causes not only compensatory changes in the production but also in the perception of speech that persist once the feedback alteration has ended (Shiller et al., submitted). In addition, Cooper and Lauritsen (1974) demonstrated that repetitive listening to a CV syllable with an initial voiceless stop consonant caused subjects to produce a shorter voice onset time for voiceless stop consonants in CV syllables. Because adaptive changes in perceptual speech sound representations occur during repetitive listening of a speech sound (see Eimas & Corbit, 1973; Samuel, 1986; for discussion on this selective adaptation phenomenon), this perceptuo-motor adaptation might represent the fatiguing of specialised phonetic feature detectors that mediate both speech perception and production. These latter studies thus provide behavioural evidence for a functional and plastic change involving both input and output processes simultaneously, during both speech production and perception.

IV. Conclusive remarks and proposals

So, where are we now, more than 50 years after the first sketches of the Motor Theory as soon
as e.g., Liberman et al. (1952) (“we should expect that the relation between perception and articulation will be considerably simpler than the relation between perception and acoustic stimulus”, p. 513)? The “visionnaire” nature of his intuitions appears strikingly reinforced by the neurocognitive turn of the 90s, described in detail in the present chapter. There is no doubt that perceptual and motor representations are connected in the human brain, motor areas being active in speech perception while on the other way round auditory areas are active during speech motor control (see Guenther, 2006; Guenther et al., 2006). This connection should be crucial in the learning of perceptuo-motor representations in the course of speech development, during the first years of life. The dorsal route also seems actively involved in all explicit phonological tasks, which strongly suggests that the phoneme is really a perceptuo-motor unit built in through language development and stored somewhere inside the temporo-parieto-frontal circuit as an amodal network of connections between multisensory and motor representations.

The functional role of the perceptuo-motor connection in online speech perception is less clear. Between the “high” hypothesis of an automatic “translation” of speech sensory inputs into articulatory gestures, emerging from a number of papers from the Haskins Labs, and the “low” hypothesis of a more or less complete separation between the dorsal and the ventral streams, largely removing perceptuo-motor links from comprehension in the model by Hickok & Poeppel, there is a large space for theoretical elaboration, computational models, and, above all, new experiments. The authors of the present chapter would probably converge on setting the needle somewhere between these two extreme positions, around two basic ideas. Firstly, motor representations should play a crucial role in shaping perceptual units, that is extracting the adequate components, predicting future sensory events or integrating events in a hopefully smart way, complementing them with adequate articulatory information (possibly through “procedural knowledge”, see Viviani and Stucchi, 1992). Secondly, there seems to exist an implicit, probably unconscious but largely autonomous tuning of the speaking/listening partners in a dialog, and this tuning, quite likely emerging from something like mirror neurons, should play an important role in social interaction, if not in active understanding.

The speech representations in this framework could be perceptuo-motor rather than merely auditory or merely motor. This is the view defended by Schwartz et al. (2002, 2007) in the “Perception-for-Action-Control Theory” (PACT) in which a speech gesture is not considered as a pure articulatory unit, but rather as a motor coordination shaped by motor-to-sensory nonlinearities (as in Stevens’s Quantal Theory, 1972, 1989). This enables to take into account the “perceptual value” of an articulatory gesture, which leads to a number of efficient predictions about the shape of sound inventories in human languages, as shown by Lindblom with the Dispersion Theory (Liljencrants and Lindblom, 1972; Lindblom, 1986). PACT, centered on the co-structuring of the perception and action systems in relation with phonology, is clearly different from both an auditory theory in which the sensory-interpretative chain is considered independently of the patterning of sounds by speech gestures, in the search of some "direct link" between sounds and phonemes; and from a motor theory in which perception is nothing but a mirror of action, in the claim of a "direct link" between sounds and gestures. It is rather focused on multimodal percepts regularized by motor constraints; or speech gestures shaped by multimodal processing.

Altogether, and whatever the needle position, there seems to be indeed a common language of perception and action, shaping speech communication and human language. The experimental and theoretical challenges for speech communication researchers are strongly renewed and
enhanced in this now widely accepted framework. Progress in most dimensions of speech research, including perception, production, development, phylogeny, and technology, should derive from this fascinating perspective.
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