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Chapitre 1

Concerto : gestion de ressources pour composants parallèles adaptables

Luc Courtrai, Frédéric Guidic et Yves Mahéo (Valoria, Université de Bretagne Sud)

1.1 Introduction

Le Grid Computing se propose de fournir un moyen d’exploiter au sein d’une même application des ressources de calcul et de stockage réparties, éventuellement disséminées sur de grandes distances. Parmi les ressources qui peuvent faire l’objet d’une telle exploitation figurent les grappes, que l’on retrouve de plus en plus fréquemment dans les entreprises et les laboratoires. Ces architectures revêtent des formes variées. Outre les grappes dédiées qui font souvent office de super-calculateurs de faible coût, on peut aussi utiliser de simples groupes de stations de travail interconnectées par un réseau local performant. Dans un contexte de grande disponibilité de ces plates-formes, on peut envisager l’exécution d’applications parallèles tirant parti de plusieurs grappes. Mais cet objectif reste difficile à atteindre étant donné le manque d’infrastructure logicielle adéquate.

Même s'il est possible de concevoir un composant de manière *ad hoc* afin qu'il exploite au mieux une architecture spécifique, il est en général préférable de privilégier la portabilité des composants. Chaque composant devrait donc idéalement être déployable sur une grande variété de grappes. Pour ce faire on peut envisager d'étendre la notion de machine virtuelle à la grappe toute entière, afin de fournir en quelque sorte l'abstraction d'une « grappe virtuelle » présentant une interface homogène et masquant les spécificités des diverses architectures matérielles sous-jacentes. Avec une telle approche on peut espérer développer des composants parallèles pouvant être déployés sans que le programmeur du composant, l'administrateur de la grappe (s'il existe), ou l'utilisateur final aient à se soucier des spécificités présentées par la plate-forme matérielle visée. Une approche alternative, que nous étudions, consiste au contraire à renforcer l'adaptabilité du composant afin de lui donner les moyens de tenir compte des spécificités matérielles et logicielles de la grappe sur laquelle on le déploie.

L'adaptation du composant peut revêtir plusieurs formes (auto-adaptation du composant, adaptation dirigée par la plateforme d'accueil,...). Dans tous les cas, il est nécessaire de disposer de mécanismes de base qui permettent d'alimenter la décision d'adaptation en fonction de l'environnement du composant.

S'il a la possibilité d'obtenir des informations concernant l'architecture cible, le composant adaptatif pourra choisir une configuration appropriée lors de son déploiement. L'état de la plate-forme peut être exprimé sous la forme d'informations qualitatives et quantitatives couvrant des aspects tels que le nombre de nœuds constituant la plate-forme, la puissance de ces nœuds, la bande passante théorique des liens de communication, la présence d'un équipement périphérique donné (scanner, imprimante, lecteur de bande, etc.), ou encore la disponibilité d'une bibliothèque logicielle spécifique (bibliothèque de communication, de calcul numérique, etc.). Mais cette configuration initiale du composant peut se révéler insuffisante. Dans la mesure où la plate-forme sur laquelle il s'exécute ne lui est pas dédiée, le composant est en effet susceptible de partager des ressources avec d'autres composants, voire avec d'autres applications. Il est donc possible que les conditions d'exécution identifiées lors du déploiement du composant ne soient plus les mêmes par la suite. Il faut donc fournir au composant le moyen d'obtenir tout au long de son exécution des informations relatives à son environnement du moment, informations sur lesquelles il pourra s'appuyer pour s'adapter, en redistribuant par exemple des données, en répartissant différemment la charge de travail, ou en choissiant un nouvel algorithme. Il s'agit de fournir au composant des informations dynamiques relatives, par exemple, à la charge observée au niveau du CPU d'un nœud particulier de la grappe, à la bande passante disponible sur un lien, etc.

Nous décrivons dans ce chapitre la plate-forme logicielle Concerto, qui permet de déployer des composants parallèles sur une grappe tout en fournissant à ces composants les moyens de s'adapter. Cette plate-forme est dédiée au déploiement.
et au support de composants logiciels parallèles écrits en Java. Les informations susceptibles d’alimenter les décisions d’adaptation sont issues de l’observation des ressources. Le terme de ressource doit ici être compris dans un sens large. Parmi les ressources envisagées, on va ainsi trouver des ressources offertes par le système (mémoire disponible, CPU, bibliothèques de calcul numérique ou de communication, etc.) et des ressources «conceptuelles », liées à l’application elle-même (sockets et threads utilisés dans l’application, etc.). L’objectif est de fournir des mécanismes permettant de réaliser la collecte d’informations relatives à un ensemble non limité de ces ressources. L’infrastructure que nous proposons est extensible dans la mesure où elle est conçue de manière à pouvoir incorporer facilement de nouveaux types de ressources au fur et à mesure que les besoins s’en font sentir. La plate-forme Concerto pourra ainsi évoluer au fil du temps de manière à prendre en compte les spécificités de nouvelles plates-formes matérielles.

Le reste de ce document est organisé comme suit. Le paragraphe 1.2 introduit le modèle basique de composant parallèle que nous proposons, et décrit les mécanismes mis en œuvre dans la plate-forme Concerto afin de supporter le déploiement de tels composants. La démarche adoptée pour modéliser les ressources au sein de la plate-forme et les mécanismes mis en œuvre pour observer l’état de ces ressources sont présentés dans le paragraphe 1.3. Le paragraphe 1.4 résume le travail réalisé jusqu’à ce jour et évoque quelques-unes des perspectives ouvertes.

1.2 Composants parallèles


La plate-forme Concerto est dédiée à l’accueil de composants parallèles adaptatifs. Bien que le concept de composant parallèle soit au cœur de notre projet, notre
objectif n'est pas de proposer un nouveau modèle de composant, mais de fournir une infrastructure favorisant l'adaptation des composants. Pour travailler dans cette optique nous nous contentons de proposer une définition minimale, développée ci-après, de ce qu'est un composant parallèle dans Concerto.

Le programmeur désirant développer un composant pour la plate-forme Concerto doit concevoir celui-ci comme un ensemble de threads Java coopérants. Il doit en outre définir lui-même la partie métier du composant (nom, interface, mise en œuvre). La plate-forme lui offre cependant des mécanismes utiles pour la gestion des aspects non fonctionnels du composant.

### 1.2.1 Interfaces du composant

Le composant parallèle accueilli par la plate-forme Concerto possède trois interfaces :

- **Interface « métier »** : Aucune hypothèse n'est formulée sur le type d'interface métier du composant. Le programmeur de composant peut par exemple proposer une interface métier construite sur les services RMI Java. Le composant est alors un objet implantant l'interface *Remote*, dont les méthodes pourront être invoquées à distance par les clients. Le composant peut aussi être un serveur à l'écoute d'un port de la machine sur lequel les clients doivent ouvrir une socket. En outre, il peut proposer une interface métier distribuée (*i.e.* associés à plusieurs objets implantant chacun une partie de l'interface) afin de pouvoir être interconnecté en parallèle avec un autre composant parallèle.

- **Interface « cycle de vie »** : À travers cette interface, on peut contrôler les différentes étapes de la vie du composant. À l'heure actuelle, ceci concerne essentiellement le déploiement du composant sur la grappe, et son arrêt. Il devrait être possible à l'avenir de distinguer plusieurs phases dans le déploiement, et de proposer des services de sauvegarde et de restauration de l'état du composant.

- **Interface « ressource »** : Le composant comporte une interface ressource à travers laquelle on accède aux informations relatives aux ressources utilisées par le composant. Plus précisément, le composant est considéré comme une ressource dans la plate-forme Concerto et, à ce titre il est réifié et possède une méthode *observe()* retournant un rapport d'observation le concernant (ces aspects sont abordés plus en détails dans le paragraphe 1.3). Le rapport d'observation généré par un composant est, par défaut, constitué par agrégation de rapports concernant toutes les ressources utilisées par ce composant. Le programmeur du composant peut cependant, s'il l’estime nécessaire (pour des raisons de sécurité par exemple), modifier la portée des informations divulguées aux
clients de son composant en définissant un type de rapport d’observation propre à son composant.

1.2.2 Structure interne d’un composant

Pour construire un composant parallèle, le programmeur développe un ensemble de threads Java (en réalité un ensemble de classes implantant l’interface Runnable). Ces threads coopèrent pour réaliser les méthodes de l’interface métier du composant.

Les threads sont regroupés en entités de placement (ou de distribution), appelées « fragments ». Un fragment est un sous-ensemble des threads d’un même composant, destinés à être placés au sein d’une même JVM sur un même nœud de la grappe. Ces threads pourront ainsi se partager un espace d’objets. La communication et la synchronisation des threads d’un même fragment s’effectuent donc comme dans n’importe quel programme Java multithreadé. En revanche, les threads appartenant à des fragments distincts doivent s’appuyer sur des mécanismes de communication et de synchronisation tels que sockets, RMI, etc.

1.2.3 Déploiement d’un composant

Pour déployer un composant sur une grappe, on doit fournir un fichier de description de déploiement de son composant. Ce fichier décrit :

- la structure du composant en termes de fragments et de threads à déployer ;
- des directives de placement des fragments. On pourra ainsi par exemple dupliquer certains fragments sur tous les nœuds, ou placer un fragment donné sur un nœud spécifique.
- les contraintes imposées par le composant pour que son déploiement soit possible (présence d’une version précise de la JVM, d’un registre RMI...).

Nous avons développé un dialecte XML permettant d’exprimer de telles directives. La plate-forme Concerto est capable d’interpréter ce dialecte afin d’assurer le déploiement et le lancement des composants sur une grappe.

1.3 Modélisation et contrôle des ressources

1.3.1 Motivation et principes généraux

L’objectif principal du projet Concerto est de fournir aux composants logiciels les moyens de percevoir leur environnement d’exécution, afin qu’ils puissent adapter leur mode de fonctionnement à l’état de cet environnement, voire aux variations observées dans cet environnement au cours de leur exécution. Dans cette optique
nous avons entrepris de développer en Java une plate-forme logicielle dans laquelle
l’environnement d’exécution d’un composant est modélisé sous la forme d’objets
réifiant les différentes ressources offertes par cet environnement.

De manière générale, on qualifie ici de « ressource » toute entité (matérielle ou
logicielle) qu’un composant logiciel pourra être amené à utiliser au cours de son
exécution. Les ressources considérées à l’heure actuelle dans la plate-forme Con-
certo comprennent aussi bien des ressources dites « ressources système » (processeur,
mémoire, disque, interface utilisateur, interface réseau, etc.) qui caractérisent essen-
tiellement la plate-forme matérielle sous-jacente que des ressources dites « conceptuelles »
(sockets, processus, threads, répertoires, fichiers, serveur RMI, etc.) qui ressortent
plutôt de l’environnement applicatif considéré.

Un composant logiciel étant susceptible d’utiliser tout ou partie des ressources
disponibles dans son environnement, la plate-forme Concerto doit mettre à sa dis-
position des mécanismes lui permettant de :

- vérifier la présence de telle ou telle ressource (ou de tel ou tel type de ressource)
dans son environnement ;

- découvrir l’existence d’une ressource (ou d’un type de ressource) dans son
environnement ;

- s’informer sur l’état d’une ressource particulière ;

- demander à la plate-forme de l’informer lorsqu’une certaine condition est
vérifiée sur l’état d’une ressource donnée.

La plate-forme Concerto ayant pour vocation de permettre le déploiement de com-
posants logiciels parallèles sur une grappe de machines, elle doit tenir compte de la
dissémination des ressources au sein de la grappe. Les mécanismes évoqués ci-dessus
doivent donc permettre aux composants de s’abstraire des contraintes posées par la
répartition des ressources. En d’autres termes, un composant doit pouvoir s’informer
sur l’état des ressources disponibles sur un nœud particulier de la grappe, mais il
doit aussi pouvoir collecter des informations concernant les ressources disséminées
à travers l’ensemble de la grappe.

1.3.2 Modélisation des ressources

Toutes les ressources susceptibles d’être utilisées par des composants déployés
sur la plate-forme Concerto doivent être réifiées en Java sous la forme d’objets.
Nous avons donc entrepris de bâtir une hiérarchie de classes extensible modélisant
ces ressources. Une partie cette hiérarchie est reproduite dans la figure 1.1. On peut
y voir :
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• des classes modélisant des ressources caractéristiques du support matériel sous-jacent comme par exemple *CPU*, *Memory*, *NetworkInterface* ou *ClusterNode* ;

• des classes standard définies dans l’API du JDK (*Java Development Kit*) comme par exemple *Socket* et *Thread*. La mise en œuvre de ces classes a été révisée dans Concerto pour permettre l’observation de l’état des ressources qu’elles modélisent.

• des classes introduites afin de réifier des notions propres au projet Concerto (*Fragment* et *Component*).

![Diagramme des classes et ressources](image)

**Figure 1.1 : Modélisation de quelques types de ressources**

Pour que la collecte d’informations relatives à l’état des différentes ressources présentes au sein d’une grappe puisse s’effectuer de manière homogène, nous avons introduit la notion de « rapport d’observation » et développé une hiérarchie de classes Java permettant la génération, la collecte, et le traitement de tels rapports (voir figure 1.2).

![Diagramme des classes de rapport](image)

**Figure 1.2 : Modélisation des rapports d’observation**

Tout objet Java modélisant une ressource au sein de la plate-forme Concerto implémente la méthode `observe()`, qui permet d’obtenir de la ressource considérée
un rapport relatif à son état courant. Un rapport est modélisé sous la forme d’un objet Java implémentant l’interface `ObservationReport`. Le type exact du rapport dépend bien sûr du type de ressource considéré. Ainsi lorsqu’on invoque la méthode `observe()` sur un objet `Thread`, celui-ci retourne un rapport d’observation de type `ThreadReport`, la classe `ThreadReport` fournissant des informations caractéristiques de l’état de l’objet thread considéré (niveau de priorité courant, quantités de CPU et de mémoire consommées depuis le lancement du thread, etc.). L’invocation de la méthode `observe()` sur un objet `Memory` retournera de même un rapport de type `MemoryReport`, ce rapport indiquant l’état de la mémoire du système lors de l’appel.

1.3.3 Identification, localisation et classification des ressources

Dans la plate-forme Concerto, toutes les ressources sont modélisées sous la forme d’objets Java. Comme de tels objets peuvent être créés et détruits à tout instant et qu’il importe malgré tout de pouvoir identifier chaque ressource sans ambiguïté, la plate-forme met en œuvre un système d’identification et de localisation des ressources s’appuyant sur un schéma de nommage assurant l’unicité des identifiants attribués aux objets ressources. Dès la création d’un objet ressource au niveau d’un nœud quelconque de la grappe, cet objet se voit attribuer un identifiant unique (objet de type `ResourceId`, voir figure 1.1). En outre, l’objet ressource ainsi créé est immédiatement enregistré auprès d’un gestionnaire de ressources (objet de type `ResourceManager`), dont la fonction est d’identifier et de permettre le suivi des ressources existantes.

Une instance de la classe `ResourceManager` est créée sur chaque nœud de la grappe à chaque fois que l’on déploie un nouveau composant. La fonction de ce gestionnaire de ressources est de permettre l’identification, la localisation, et la collecte de rapports d’observation sur l’ensemble des ressources de la grappe, c’est-à-dire :

- des ressources conceptuelles utilisées par le composant auquel il est associé ;
- des ressources système de la grappe (considérées comme des ressources globales partagées entre tous les composants) ;
- des autres composants déployés sur la grappe (on rappelle que chaque composant est perçu comme une ressource, et peut donc produire sur demande un rapport d’observation le concernant).

La notion de « motif de recherche » a été introduite pour pouvoir cibler la recherche de ressources et la collecte de rapports d’observation. L’objectif est ici de pouvoir décrire sous la forme d’objets Java diverses stratégies de recherche, telles que par exemple la recherche localisée (ie limitée à un nœud précis de la grappe), ou bien encore la recherche globalisée (ie réalisée sur l’ensemble des nœuds de la grappe). L’interface `SearchPattern`, définie à cet effet, est destinée à servir de racine à une
arborescence de classes décrivant chacune une stratégie de recherche d’informations particulière (voir figure 1.3).

![Diagram of Resource Pattern and Search Pattern](image)

Figure 1.3 : Modélisation des « motifs » servant à la sélection des ressources (partie gauche) et à la description des stratégies de recherche (partie droite).

L’extrait de code suivant illustre le schéma de consultation d’un gestionnaire de ressources. On utilise ici des motifs de recherche afin de préciser que la recherche d’identifiants doit porter (1) sur les ressources locales exclusivement ; (2) sur les ressources recensées sur un nœud distant dont l’identité est passée en paramètre ; (3) sur l’ensemble de la grappe.

```java
ResourceManager manager = ResourceManager.getManager();
Set localIds = manager.getResourceIds(new LocalSearch()); // (1)
Set remoteIds = manager.getResourceIds(LocalSearch(remoteNodeId)); // (2)
Set allIds = manager.getResourceIds(GlobalSearch()); // (3)
```

Connaissant l’identifiant d’un objet ressource quelconque, on peut obtenir du gestionnaire de ressources qu’il collecte un rapport d’observation concernant cet objet précis (que celui-ci soit local ou distant) et nous retourne le rapport ainsi obtenu. Ainsi, l’extrait de code ci-dessous poursuit l’exemple précédent, en illustrant la manière selon laquelle on peut demander au gestionnaire de ressources de nous retourner un rapport d’observation concernant une ressource précise (on supposera ici que la valeur de l’identifiant resId a été extraite de l’un des trois ensembles d’identifiants collectés dans l’exemple précédent).

```java
[...]
ObservationReport report = manager.observe(resId);
```

Les ressources enregistrées auprès des gestionnaires de ressources pouvant être de natures diverses (CPU, Memory, Socket, Thread, File, etc.), la plate-forme Concerto met en œuvre un mécanisme de classification et de sélection des ressources basé sur la notion de « motif de ressource ». L’interface `ResourcePattern` (voir figure 1.3) définit une fonction `isMatchedBy()`, qui prend en paramètre un objet ressource et retourne

```java
ResourcePattern componentPattern = new ComponentPattern();
ResourcePattern socketPattern =
    new SocketPattern(InetAddress.AnyAddress, 195.83.160/24,
                       PortRange.AnyPort, new PortRange(0, 1023));

[...]

Parmi les diverses méthodes qui permettent de consulter le gestionnaire de ressources évoqué précédemment, on dispose de méthodes qui prennent en paramètre un objet de type ResourcePattern. On peut donc interroger le gestionnaire de ressources en lui demandant de retourner les identifiants des ressources dont les caractéristiques satisfont le «motif» de sélection indiqué. Si ce motif est, par exemple, l’objet de type ComponentPattern créé dans l’exemple précédent, alors le gestionnaire de ressources retournera exclusivement les identifiants des composants déployés sur la grappe. S’il s’agit au contraire du SocketPattern créé ci-dessus, alors le gestionnaire de ressources cherchera les sockets ouverts par le composant englobant et dont les caractéristiques (adresses IP, numéros de ports, etc.) satisfont ce motif.

[...]
ResourceManager manager = ResourceManager.getManager();
Set componentIds = manager.getResourcelds(componentPattern);
Set socketIds = manager.getResourcelds(socketPattern);

1.3.4 Mise en œuvre

L'environnement RAJE, tout comme la plate-forme Concerto, sont actuellement mis en œuvre sous Linux, et s'appuient sur une variante de la JVM Kaffe 1.0.6. Des détails sur l'environnement RAJE peuvent être trouvés dans [7]. Cet article décrit en particulier les mécanismes mis en œuvre afin d’observer l’état des ressources du système et d’évaluer la part de ces ressources consommée par chaque thread Java. L’article [9] évoque également l’environnement RAJE (ainsi que la plate-forme JAMUS bâtie au dessus de cet environnement). Les services fournis par RAJE y sont notamment comparés à ceux offerts par d’autres outils tels que JRee [4], GVM [3], KaffeOS [2], Naccio [6] Ariel [8], etc.

1.4 Conclusion

La plate-forme Concerto doit permettre le déploiement et le support de composants parallèles adaptatifs sur des grappes de stations de travail. Les travaux en cours visent à proposer un modèle basique de composant parallèle, et fournir les outils pour gérer le déploiement de ce type de composant. Notre objectif est d’adopter dans un premier temps un modèle aussi simple et aussi peu contraignant que possible, l’accent étant mis sur le développement de mécanismes favorisant l’adaptation des composants. La plate-forme Concerto doit en effet permettre le déploiement de composants parallèles sur des grappes non dédiées, constituées par exemple d’ensembles de stations de travail partagées entre plusieurs composants, voire avec d’autres applications et utilisateurs. L’environnement d’exécution offert à un composant parallèle étant par nature hétérogène et susceptible de varier au cours de l’exécution du composant, nous proposons un schéma permettant aux composants de percevoir leur environnement d’exécution, ainsi que les variations subies par cet environnement. L’environnement des composants est assimilé à un ensemble de ressources, dont chaque composant peut découvrir l’existence ou observer l’état par le biais des services fournis par la plate-forme.

Le développement de la plate-forme Concerto n’est pas achevé. Outre la finalisation de l’outil de déploiement, nous prévoyons de mettre en place des mécanismes d’interaction permettant aux composants de demander à la plate-forme de les informer des changements d’état observés sur certaines ressources. Ceci implique la définition d’un formalisme permettant aux composants de décrire les événements qui les intéressent, et le développement d’un schéma de notification d’événements tenant compte du caractère distribué des composants.
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