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Cascaded Predictive Controller Design for Speed Control and Load Torque Rejection of Induction Motor

Adel Merabet, Hichem Arioui and Mohand Ouhrouche

Abstract— Cascaded nonlinear predictive controller for induction motor drive is presented. The load torque, considered as an unknown disturbance, is rejected using a disturbance observer. First, a nonlinear multivariable predictive controller is applied to track electromagnetic torque and rotor flux norm trajectories. Then, a speed predictive control strategy is carried out from the electromechanical equation of the machine. Both controllers are applied in a cascade structure to induction motor. The prediction model is carried out via Taylor series expansion using Lie derivatives for nonlinear model. The derived predictive law minimizes a quadratic performance index of the predicted tracking error for multivariable system and a predicted error for speed control. The implementation of the cascaded control law does not need an on line optimization and the tracking of desired trajectories is achieved successfully. The load torque observer, derived from the speed predictive control, is simplified to a PI structure. This observer structure guarantees the disturbance rejection and the robustness to parameters variations. Simulation results show the high performance of the proposed control scheme.

I. INTRODUCTION

INDUCTION motor (IM) compared to other types of electric machines, exhibits several advantages such as lower cost, reliability, simplicity and less maintenance. However, it is highly nonlinear multivariable and, contrary to DC motor for example, requires more complex methods of control. One of the most significant developments in the control area has been the field oriented control (FOC) proposed by Blaschke [1]. This technique is very useful except that it is very sensitive to parameters variation. To improve FOC, several techniques have been proposed such as full linearizing state feedback control based on differential geometric, direct torque control, sliding mode control, predictive control [2-4]. Even though, these techniques bring improvements to FOC, the research area is open especially for unknown disturbance compensation and robustness to machine parameter.

Model based predictive control (MPC) has received a great deal of attention and is considered by many to be one of the most promising methods in control engineering [5-7]. It has been extended to nonlinear system [8-10]. The predictive control is applied to induction motor drive with good performance for trajectories tracking [11-14]. However, the performance accuracy is affected by load torque, which is not always known in industrial applications, and the machine parameters uncertainties. To overcome this problem, an estimation of the load torque is done in this paper for compensation of its unknown variations, which constitutes the contribution of this work. The load torque observer can be derived from the predictive control law. The observer has PI structure, where the integral action allows the elimination of the steady state error and enhances the robustness of the control scheme with respect to model uncertainties and disturbances rejection.

II. INDUCTION MOTOR MODEL

The continuous time model of the IM is done in stator reference frame (α-β). Under the assumption of linearity of the magnetic circuit, the nonlinear affine form can be expressed as

$$\dot{x}(t) = f(x) + g(x)u(t)$$

where

$$x = [i_{sa}, i_{sb}, \phi_{sa}, \phi_{sb}, \omega]^T$$

$$u = [u_{sa}, u_{sb}]^T$$

The state $$x$$ belongs to the set $$\Omega = \{x \in \mathbb{R}^5 : \phi_{sa}^2 + \phi_{sb}^2 \neq 0\}$$

Vector function $$f(x)$$ is defined as follows

$$f(x) = \begin{bmatrix}
-\gamma i_{sa} + \frac{K}{T_r} \phi_{ra} + pK \omega \phi_{rb} \\
-\gamma i_{sb} + \frac{K}{T_r} \phi_{rb} - pK \omega \phi_{ra} \\
\frac{L_u}{T_r} i_{sa} - \frac{1}{T_r} \phi_{ra} - p \omega \phi_{rb} \\
\frac{L_u}{T_r} i_{sb} - \frac{1}{T_r} \phi_{rb} + p \omega \phi_{ra} \\
pL \left(\phi_{ra} i_{sb} - \phi_{rb} i_{sa}\right) - \frac{f_r}{J} \omega
\end{bmatrix}$$

$$g$$ is a constant matrix.
The outputs to be controlled are the electromagnetic torque and the squared rotor flux norm

\[
y = h(x) = \begin{bmatrix} y_1(t) = h_1(x) \\ y_2(t) = h_2(x) = \phi_{r\alpha}^2 + \phi_{r\beta}^2 \end{bmatrix}
\]

III. NONLINEAR PREDICTIVE CONTROL

The optimal control is carried out through the minimization of the receding performance index defined as

\[
\mathcal{J}(x,u) = \frac{1}{2} \int (y(t+\tau) - y_r(t+\tau))^T \Phi (y(t+\tau) - y_r(t+\tau)) d\tau
\]

(3)

The control weighting term is not included in the performance index (3). However, the control effort can be achieved by adjusting the minimum and maximum prediction times \(\tau_1\) and \(\tau_2\) respectively [9].

The \(\tau\)-step ahead prediction of the system outputs is obtained via Taylor series expansion.

\[
y_i(t + \tau) = h_i(x) + \frac{\tau^1}{1!} L_i^1 h_i(x) + \frac{\tau^2}{2!} L_i^2 h_i(x) + \ldots + \frac{\tau^\tau}{r!} L_i^r h_i(x) \]

(4)

The following notation is used for the Lie derivative of the function \(h(x)\) along a vector field \(f(x) = [f(x) \ldots f(x)]^T\)

\[
L_i h_j = \sum_{i=1}^n \frac{\partial h_j}{\partial x_i} f_i(x) = \frac{\partial h_j}{\partial x} f(x)
\]

Iteratively, we have

\[
L_i^r h_j = \sum_{i=1}^n L_i (L_i^{(r-1)} h_j)
\]

\[
L_i^r L_i h_j = \frac{\partial L_i^r h_j}{\partial x} g(x)
\]

(6)

For torque output, the relative degree is \(r_1 = 1\)

\[
\begin{bmatrix} y_1(t) = h_1(x) \\ \mathcal{A}(t) = L_i h_1(x) + L_i h_1(x)u_{\alpha\alpha}(t) + L_i h_1(x)u_{\alpha\beta}(t) \end{bmatrix}
\]

(7)

For rotor flux norm output, the relative degree is \(r_2 = 2\)

\[
\begin{bmatrix} y_2(t) = h_2(x) + L_i h_2(x) + L_i h_2(x)u_{\alpha\alpha}(t) + L_i h_2(x)u_{\alpha\beta}(t) \end{bmatrix}
\]

(8)

The expansion of the induction motor outputs \(y(t + \tau)\) in \(r_1\)th (with \(r_1 = 1\) and \(r_2 = 2\) order Taylor series under matrix form is

\[
y(t + \tau) = \prod (Y(x) + H(x)u(t))
\]

(9)

where

\[
Y(x) = [h_1(x) \ h_1(x) \ L_i h_2(x) \ L_i h_2(x) \ 0 \ L_i^2 h_2(x)]^T
\]

\[
H(x) = \begin{bmatrix} 0 & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & 0 \end{bmatrix}
\]

(10)

IV. SPEED PREDICTIVE CONTROL

The mechanical dynamic of IM is described by

\[
o_k(t) = - \frac{L}{J} \omega(t) + \frac{1}{J} \tau_r(t) - \frac{1}{J} \tau_L(t)
\]

(11)

Then, the optimal nonlinear control law, which minimizes the receding horizon performance index (3), is given by

\[
u(t) = \left( H^T (P + H(x) \Pi (Y_r(t) - Y(x))) \right)^{-1} H^T (Y_r(t) - Y(x))
\]

(12)
\[ T_L = p \frac{L_n}{L_m} (\phi_d - \phi_q) \] and considered as control input.

\( T_L \) is the load torque, which is considered as an unknown disturbance in the system dynamics.

A simple predictive control algorithm is carried out for this system, which consists of applying a control that allows the tracking error of speed to reach zero.

\[ \omega(t + \tau) - \omega_r(t + \tau) = 0 \] (15)

The predicted speed \( \omega(t + \tau) \) is carried out by Taylor series expansion

\[ \omega(t + \tau) = \omega(t) + \tau \dot{\omega}(t) \]

Similarly, The predicted reference speed \( \omega_r(t + \tau) \) is approximated as

\[ \omega_r(t + \tau) = \omega_r(t) + \tau \dot{\omega}_r(t) \] (17)

The optimal control is carried out from (15), (16) and (17).

\[ T_k(t) = -\frac{J}{\tau} (\omega(t) - \omega_r(t)) + f_\omega \dot{\omega}(t) + J \dot{\phi}(t) + T_L(t) \] (18)

The cascaded control structure of IM system is obtained by using the torque, calculated from the speed control law, as reference torque for the nonlinear predictive controller developed above. Thus, the initial system can be decomposed into two subsystems in cascaded form. The inner loop incorporates torque-flux model and the external loop is the equation of the mechanical dynamics of motor.

V. LOAD TORQUE COMPENSATION

The accuracy of the speed control law for trajectory tracking needs the knowledge about the load torque. Since \( T_L \) is an unknown variable, it should be estimated in the controller as \( \hat{T}_L \) in order to eliminate the effects of disturbance.

In this paper, a load torque observer is introduced for estimating \( T_L \). In order to simplify the design of the observer, since there is no information about the load torque and the observer period in the actual system is short enough compared with the variation of \( T_L \), it is possible to make the following assumption:

\[ \frac{dT_L}{dt} = 0 \] (19)

It follows from (14) that

\[ -\frac{1}{J} T_L(t) = \alpha \dot{\omega}(t) + \frac{f_\omega}{J} \omega(t) - \frac{1}{J} T_L(t) \] (20)

An initial disturbance observer is given by

\[ \dot{\hat{T}}_L(t) = p_0 \frac{1}{J} \dot{T}_L(t) + p_0 \left( \alpha \dot{\omega}(t) + \frac{f_\omega}{J} \omega(t) - \frac{1}{J} T_L(t) \right) \] (21)

where \( p_0 \) is a parameter to be chosen.

The observation error is given by

\[ e(t) = T_L(t) - \dot{T}_L(t) \] (22)

Then, the error dynamics is given by

\[ \alpha \dot{\omega}(t) + \frac{f_\omega}{J} \omega(t) - \frac{1}{J} e(t) = 0 \] (24)

\( p_0 \) must be chosen negative such that the system is exponentially stable.

The load torque \( T_L \) is replaced by its estimation \( \hat{T}_L \) in the control law (18)

\[ T_k(t) = -\frac{J}{\tau} (\omega(t) - \omega_r(t)) + f_\omega \dot{\omega}(t) + J \dot{\phi}(t) + \hat{T}_L(t) \] (25)

Then, the control law (25) is embedded into the disturbance observer (21)

\[ \dot{\hat{T}}_L(t) = p_0 \left( \alpha \dot{\omega}(t) - \alpha \dot{\omega}_r(t) \right) + p_0 \frac{f_\omega}{J} (\omega(t) - \omega_r(t)) \] (26)

Integrating (26), we get

\[ \hat{T}_L(t) = p_0 \left( \omega(t) - \omega_r(t) \right) + \frac{p_0}{\tau} \int_0^t (\omega(\tau) - \omega_r(\tau)) d\tau \] (27)

The load torque disturbance observer has a PI structure, which compensates the unknown load torque and enhances the robustness for the speed tracking.

VI. ROTOR FLUX ESTIMATOR

The rotor flux estimator, used in this work, is carried out from the Kalman filter (KF) applied to the 4th order discrete
linear time varying model depending on the measured speed
\[
\begin{align*}
\mathbf{x}(k+1) &= A(k)\mathbf{x}(k) + B(k)\mathbf{u}(k) + \mathbf{w}(k) \\
\mathbf{y}(k) &= C\mathbf{x}(k) + v(k)
\end{align*}
\]  
where
\[
\begin{align*}
\mathbf{x}(k) &= [i_{ss}(k) \; \; i_{sr}(k) \; \; \phi_{sr}(k) \; \; \phi_{ss}(k)]^T \\
\mathbf{u}(k) &= [u_{ss}(k) \; \; u_{sr}(k)]^T \\
\mathbf{y}(k) &= [i_{ss}(k) \; \; i_{sr}(k)]^T \\
\mathbf{w}(k) \text{ and } v(k) \text{ are independent noises with covariance}
\end{align*}
\]
\[
\begin{align*}
E\{\mathbf{w}(k)\mathbf{w}(k)^T\} &= Q, \quad E\{v(k)v(k)^T\} = R
\end{align*}
\]  
Discrete time Kalman filter equations
\[
\begin{align*}
\hat{\mathbf{x}}(k+1) &= A(k)\hat{\mathbf{x}}(k) + B(k)\mathbf{u}(k) + \mathbf{w}(k) \\
K(k+1) &= P(k+1|k)C^T(CP(k+1|k)C^T + R)^{-1} \\
\hat{\mathbf{x}}(k+1|k+1) &= \hat{\mathbf{x}}(k+1|k) + K(k+1)(\mathbf{y}(k+1) - C\hat{\mathbf{x}}(k+1|k)) \\
P(k+1|k+1) &= (I - K(k+1)C)P(k+1|k)
\end{align*}
\]  
Initial conditions
\[
\hat{\mathbf{x}}_0 = E[\mathbf{x}_0], \quad P_0 = E[(\mathbf{x}_0 - \hat{\mathbf{x}}_0)(\mathbf{x}_0 - \hat{\mathbf{x}}_0)^T]
\]  
The matrices \( A, B \) and \( C \) are carried out from the discretization of the continuous model of induction motor.
\[
\begin{align*}
A(k) &= \begin{bmatrix}
1 - T_s y & 0 & \frac{T_s K}{T} & T_s p\omega(k) \\
0 & 1 - T_s y & -T_s p\omega(k) & \frac{T_s K}{T} \\
T_s L_s & 0 & 1 - T_s y & -T_s p\omega(k) \\
0 & T_s L_s & T_s p\omega(k) & 1 - T_s y
\end{bmatrix} \\
B &= \begin{bmatrix}
\frac{T_s}{\sigma L_s} & 0 & 0 & 0 \\
0 & \frac{T_s}{\sigma L_s} & 0 & 0
\end{bmatrix}
\end{align*}
\]
where
\( T_s \) is the sampling time.

Fig. 1 shows the proposed control scheme for the induction motor drive.

VII. SIMULATION RESULTS

The simulations have been carried out to verify the performance of the proposed cascaded controller. The details about the motor are given in appendix.

The digital model of the motor is run with sample time \( T_s = 1 \mu s \). The modulation time of the SV PWM is \( T_m = 100 \mu s \). The information about the rotor speed is assumed to be known by measurement, the rotor flux is estimated by Kalman filter with sample time \( T_s = 5 \mu s \). The sample time of the controller is \( T_c = 100 \mu s \), the prediction times for inner controller are chosen as \( \tau_1 = 0 \), \( \tau_2 = 10^* T_c = 1 \text{ ms} \) and for external controller \( \tau = 50^* T_c = 5 \text{ ms} \) and \( p_0 = -5 \).

First, the machine controlled by the cascaded control law is run with the nominal values of the machine parameters. The tracking performances for rotor speed and rotor flux norm are shown in Fig. 2 and 3 respectively. The noise, shown in flux estimation, occurs from the different sample times used in simulation. Fig. 4 gives the estimation of the load torque. As shown in results, the tracking performance is achieved successfully.
Then, in case of mismatched model, the rotor resistance ($R_r$) is varied as shown in Fig. 5. This variation is not taken into account when the control law is carried out. The nominal value of the rotor resistance is used in the control law computation. The same prediction times as above are used in this simulation. The tracking performances for speed and flux norm with smooth speed reference are shown in Fig. 6 and 7 respectively, and Fig. 8 gives the estimated load torque. These results show that the robustness to $R_r$ variation is achieved by this controller. However, the accuracy of the load torque estimator is decreased in this case. It can be seen that the response performance of the system is good even though the parameter variation is not adapted on line.

**VIII. CONCLUSION**

A cascaded nonlinear predictive control algorithm with a load torque disturbance observer of an induction motor drive has been proposed. The nonlinear predictive controller is developed for multivariable system of the induction motor in order to track electromagnetic torque and rotor flux norm. It constitutes the inner loop of the system. The external loop is dedicated to speed tracking with a simple predictive controller. It has been shown that this kind of control is effective for solving the control problem of induction machines. Although the predictive control belongs to optimal control, it does not need an online optimization and trajectories tracking is successfully achieved. The load torque disturbance, considered as unknown, is estimated by a simple observer and has a PI structure. Faster load torque disturbance compensation is guaranteed, and robustness with respect to machine parameter is enhanced with this cascade structure control design. An appropriate and simple choice of the tuning parameters provides a robust controller, very well adapted for trajectories tracking problem.


APPENDIX

TABLE I

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i_{s\alpha}, i_{s\beta}$</td>
<td>stator currents</td>
</tr>
<tr>
<td>$\phi_{\alpha}, \phi_{\beta}$</td>
<td>rotor fluxes</td>
</tr>
<tr>
<td>$\omega$</td>
<td>rotor speed</td>
</tr>
<tr>
<td>$u_{s\alpha}, u_{s\beta}$</td>
<td>stator voltages</td>
</tr>
<tr>
<td>$R_s, R_r$</td>
<td>stator and rotor resistances</td>
</tr>
<tr>
<td>$L_s, L_r, L_m$</td>
<td>stator, rotor and mutual inductances</td>
</tr>
<tr>
<td>$T_r = L_r / R_r$</td>
<td>rotor time constant</td>
</tr>
<tr>
<td>$p$</td>
<td>poles pair number</td>
</tr>
<tr>
<td>$J$</td>
<td>inertia</td>
</tr>
<tr>
<td>$f_r$</td>
<td>friction coefficient</td>
</tr>
<tr>
<td>$T_L$</td>
<td>load torque</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>leakage coefficient</td>
</tr>
<tr>
<td>$\tau_1, \tau_2$</td>
<td>minimum and maximum prediction times</td>
</tr>
<tr>
<td>$p_0$</td>
<td>disturbance observer gain</td>
</tr>
<tr>
<td>$T_s$</td>
<td>sampling time</td>
</tr>
</tbody>
</table>

\[
\sigma = 1 - \frac{L_r^2}{\sigma L_r L_s} ; K = \frac{L_s}{\sigma L_r} ; \gamma = \frac{1}{\sigma L_r} \left( R_s + \frac{R_r L_m^2}{L_s} \right) \\
R_s = 8 \Omega, R_r = 3.6 \Omega, L_s = 0.47 H, L_r = 0.47 H, L_m = 0.44 H, p = 2, J = 0.06 \text{ kgm}^2, f_r = 0.04 \text{ Nms}
\]
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