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Abstract

This paper is a survey on the algebraic approach to the theory of automata accepting infinite words. We discuss the various acceptance modes (Büchi automata, Muller automata, transition automata, weak recognition by a finite semigroup, \(ω\)-semigroups) and prove their equivalence. We also give two algebraic proofs of McNaughton’s theorem on the equivalence between Büchi and Muller automata. Finally, we present some recent work on prophetic automata and discuss its extension to transfinite words.

1 Introduction

Among the many research contributions of Wolfgang Thomas, those regarding automata on infinite words and more generally, on infinite objects, have been highly inspiring to the authors. In particular, we would like to emphasize the historical importance of his early papers [33, 34, 35], his illuminating surveys [36, 37] and the Lecture Notes volume on games and automata [15].

Besides being a source of inspiration, Wolfgang always had nice words for our own research on the algebraic approach to automata theory. This survey, which presents this theory for infinite words, owes much to his encouragement.

Büchi has extended the classical theory of languages to infinite words instead of finite ones. Most notions and results known for finite words extend to infinite words, often at the price of more difficult proofs. For example, proving that rational languages are closed under Boolean operations becomes, in the infinite case, a delicate result, the proof of which makes use of Ramsey theorem. In the same way, the determinization of automata, an
easy algorithm on finite words, turns to a difficult theorem in the infinite case.

Not surprisingly, the same kind of obstacle occurred in the algebraic approach to automata theory. It was soon recognized that finite automata are closely linked with finite semigroups, thus giving an algebraic counterpart of the definition of recognizability by finite automata. In this setting, every rational language $X$ of $A^+$ is recognized by a morphism from $A^+$ onto a finite semigroup. There is also a minimal semigroup recognizing $X$, called the syntactic semigroup of $X$. The success of the algebraic approach for studying regular languages was already firmly established by the end of the seventies, but it took another ten years to find the appropriate framework for infinite words. Semigroups are replaced by $\omega$-semigroups, which are, roughly speaking, semigroups equipped with an infinite product. In this new setting, the definitions of recognizable sets of infinite words and of syntactic congruence become natural and most results valid for finite words can be adapted to infinite words. Carrying on the work of Arnold [1], Pécuchet [21, 20] and the second author [22, 23, 24], Wilke [38, 39] has pushed the analogy with the theory for finite words sufficiently far to obtain a counterpart of Eilenberg’s variety theorem for finite or infinite words. This theory was further extended by using ordered $\omega$-semigroups [27, 25]. Notwithstanding the importance of the variety theory, we do not cover it in this article but rather choose to present some applications of the algebraic approach to automata theory. The first nontrivial application is the construction of a Muller automaton, given a finite semigroup weakly recognizing a language. The second one is a purely algebraic proof of the theorem of McNaughton stating that any recognizable subset of infinite words is a Boolean combination of deterministic recognizable sets. The third one deals with prophetic automata, a subclass of Büchi automata in which any infinite word is the label of exactly one final path. The main result states that these automata are equivalent to Büchi automata. We show, however, that this result does not extend to words indexed by ordinals.

Our paper has the character of a survey. For the reader’s convenience it reproduces some of the material published in the book Semigroups and automata on infinite words [26], which owes a debt of gratitude to Wolfgang Thomas. Proofs are often only sketched in the present paper, but complete proofs can be found in [26]. Other surveys on automata and infinite words include [24, 25, 36, 37, 32].

Our article is divided into seven sections. Automata on infinite words are introduced in Section 2. Algebraic recognition modes are discussed in Section 3. The syntactic congruence is defined in Section 4. In Section 5, we show that all recognition modes defined so far are equivalent. Sections 6 and 7 illustrate the power of the algebraic approach. In Section 6, we
give an algebraic proof of McNaughton’s theorem. Section 7 is devoted to prophetic automata.

2 Automata

Let $A$ be an alphabet. We denote by $A^+$, $A^*$ and $A^\omega$, respectively, the sets of nonempty finite words, finite words and infinite words on the alphabet $A$. We also denote by $A^\infty$ the set $A^* \cup A^\omega$ of finite or infinite words on $A$. By definition, an $\omega$-rational subset of $A^\omega$ is a finite union of sets of the form $XY^\omega$ where $X$ and $Y$ are rational subsets of $A^*$.

An automaton is given by a finite alphabet $A$, a finite set of states $Q$ and a subset $E$ of $Q \times A \times Q$, called the set of edges or transitions. Two transitions $(p, a, q)$ and $(p', a', q')$ are called consecutive if $q = p'$. An infinite path in the automaton $A$ is an infinite sequence $p$ of consecutive transitions $p : q_0 \xrightarrow{a_0} q_1 \xrightarrow{a_1} q_2 \cdots$.

The state $q_0$ is the origin of the infinite path and the infinite word $a_0a_1\cdots$ is its label. We say that the path $p$ passes infinitely often through a state $q$ (or that $p$ visits $q$ infinitely often, or yet that $q$ is infinitely repeated in $p$) if there are infinitely many integers $n$ such that $q_n = q$. The set of infinitely repeated states in $p$ is denoted by $\text{Inf}(p)$.

An automaton $A = (Q, A, E, I, F)$ is said to have deterministic transitions, if, for every state $q \in Q$ and every letter $a \in A$, there is at most one state $q'$ such that $(q, a, q')$ is a transition. It is deterministic if it has deterministic transitions and if $I$ is a singleton. Dually, $A$ has complete transitions if, for every state $q \in Q$ and every letter $a \in A$, there is at least one state $q'$ such that $(q, a, q')$ is a transition.

Acceptance modes are usually defined by specifying a set of successful finite or infinite paths. This gives rise to different types of automata. We shall only recall here the definition of two classes: the B"uchi automata and the Muller automata.

2.1 B"uchi automata

In the model introduced by B"uchi, one is given a set of initial states $I$ and a set of final states $F$. Here are the precise definitions.

Let $A = (Q, A, E, I, F)$ be a B"uchi automaton. We say that an infinite path in $A$ is initial if its origin is in $I$ and final if it visits $F$ infinitely often. It is successful if it is initial and final. The set of infinite words recognized by $A$ is the set, denoted by $L^\omega(A)$, of labels of infinite successful paths in $A$. It is also the set of labels of infinite initial paths $p$ in $A$ and such that $\text{Inf}(p) \cap F \neq \emptyset$.

By definition, a set of infinite words is recognizable if it is recognized by some finite B"uchi automaton. B"uchi has shown that Kleene’s theorem on regular languages extends to infinite words.
Theorem 2.1. A set of infinite words is recognizable if and only if it is $\omega$-rational.

The notion of trim automaton can also be adapted to the case of infinite words. A state $q$ is called *accessible* if there is a (possibly empty) finite initial path in $\mathcal{A}$ ending in $q$. A state $q$ is called *coaccessible* if there exists an infinite final path starting at $q$. Finally, $\mathcal{A}$ is *trim* if all its states are both accessible and coaccessible.

It is easy to see that every Büchi automaton is equivalent to a trim Büchi automaton. For this reason, we shall assume that all the automata considered in this paper are trim.

So far, extending automata theory to infinite words did not raise any insuperable problems. However, it starts getting harder when it comes to determinism.

The description of the subsets of $A^\omega$ recognized by deterministic Büchi automata involves a new operator. For a subset $L$ of $A^+$, let

$$L^\omega = \{ u \in A^\omega \mid u \text{ has infinitely many prefixes in } L \}.$$

Example 2.2.

(a) If $L = a^*b$, then $L^\omega = \emptyset$.
(b) If $L = (ab)^+$, then $L^\omega = (ab)^\omega$.
(c) If $L = (a^*b)^+ = (a+b)^*b$, then if $L$ is the set of words ending with $b$, then $L^\omega = (a^*b)^\omega$, which is the set of infinite words containing infinitely many occurrences of $b$.

The following example shows that not every set of words can be written in the form $L^\omega$.

Example 2.3. The set $X = (a+b)^*a^\omega$ of words with a finite number of occurrences of $b$ is not of the form $L^\omega$. Otherwise, the word $ba^\omega$ would have a prefix $u_1 = ba^{n_1}$ in $L$, the word $ba^{n_1}ba^\omega$ would have a prefix $u_2 = ba^{n_1}ba^{n_2}$ in $L$, etc. and the infinite word $u = ba^{n_1}ba^{n_2}ba^{n_3} \cdots$ would have an infinity of prefixes in $L$ and hence would be in $L^\omega$. This is impossible, since $u$ contains infinitely many $b$’s.

A set of infinite words which can be recognized by a deterministic Büchi automaton is called *deterministic*.

Theorem 2.4. A subset $X$ of $A^\omega$ is deterministic if and only if there exists a recognizable set $L$ of $A^+$ such that $X = L^\omega$. 
2.2 Muller automata

Contrary to the case of finite words, deterministic Büchi automata fail to recognize all recognizable sets of infinite words. This is the motivation for introducing Muller automata which are also deterministic, but have a more powerful acceptance mode. In this model, an infinite path $p$ is final if the set $\text{Inf}(p)$ belongs to a prescribed set $T$ of sets of states. The definition of initial and successful paths are unchanged.

A Muller automaton is a 5-tuple $A = (Q, A, E, i, T)$ where $(Q, A, E)$ is a deterministic automaton, $i$ is the initial state and $T$ is a set of subsets of $Q$, called the table of states of the automaton. The set of infinite words recognized by $A$ is the set, denoted by $L^\omega(A)$, of labels of infinite successful paths in $A$.

A fundamental result, due to R. McNaughton [18], states that any Büchi automaton is equivalent to a Muller automaton.

Theorem 2.5. Any recognizable set of infinite words can be recognized by a Muller automaton.

This implies in particular that recognizable sets of infinite words are closed under complementation, a result proved for the first time by Büchi in a direct way.

2.3 Transition automata

It is sometimes convenient to use a variant of automata in which a set of final transitions is specified, instead of the usual set of final states. This idea can be applied to all variants of automata.

Formally, a Büchi transition automaton is a 5-tuple $A = (Q, A, E, I, F)$ where $(Q, A, E)$ is an automaton, $I \subseteq Q$ is the set of initial states and $F \subseteq E$ is the set of final transitions. If $p$ is an infinite path, we denote by $\text{Inf}_T(p)$ the set of transitions through which $p$ goes infinitely often. A path $p$ is final if it goes through $F$ infinitely often, that is, if $\text{Inf}_T(p) \cap F \neq \emptyset$.

Similarly, a transition Muller automaton is a 5-tuple $A = (Q, A, E, I, T)$ where $(Q, A, E)$ is a finite deterministic automaton, $i$ is the initial state and $T$ is a set of subsets of $E$, called the table of transitions of the automaton. A path is final if $\text{Inf}_T(p) \in T$, that is, if the set of transitions occurring infinitely often in $p$ is an element of the table.

Proposition 2.6.

1. Büchi automata and transition Büchi automata are equivalent.
2. Muller automata and transition Muller automata are equivalent.

3 Algebraic recognition modes

In this section, we give an historical survey on the various algebraic notions of recognizability that have been considered. The two earlier ones, weak and
Recall that a *semigroup* is a set equipped with an associative operation which does not necessarily admit an identity. If $S$ is a semigroup, $S^1$ denotes the monoid equal to $S$ if $S$ is a monoid, and to $S \cup \{1\}$ if $S$ is not a monoid.

In the latter case, the operation of $S$ is completed by the rules $1s = s1 = s$ for each $s \in S^1$. An element $e$ of $S$ is *idempotent* if $e^2 = e$.

The preorder $\leq_R$ is defined on $S$ by setting $s \leq_R s'$ if there exists $t \in S^1$ such that $s = st$. We also write $s R s'$ if $s \leq_R s'$ and $s' \leq_R s$ and $s \not< R s'$. The equivalence classes of the relation $R$ are called the *$R$-classes* of $S$.

### 3.1 Weak recognition

The early attempts aimed at understanding the behaviour of a semigroup morphism from $A^+$ onto a finite semigroup. The key result is a consequence of Ramsey’s theorem in combinatorics, which involves the notion of a linked pair: a linked pair of a finite semigroup $S$ is a pair $(s,e)$ of elements of $S$ satisfying $se = s$ and $e^2 = e$.

**Theorem 3.1.** Let $\varphi : A^+ \to S$ be a morphism from $A^+$ into a finite semigroup $S$. For each infinite word $u \in A^\omega$, there exist a linked pair $(s,e)$ of $S$ and a factorization $u = u_0u_1 \cdots$ of $u$ as a product of words of $A^+$ such that $\varphi(u_0) = s$ and $\varphi(u_n) = e$ for all $n > 0$.

Theorem 3.1 is frequently used in a slightly different form:

**Proposition 3.2.** Let $\varphi : A^+ \to S$ be a morphism from $A^+$ into a finite semigroup $S$. Let $u$ be an infinite word of $A^\omega$, and let $u = u_0u_1 \cdots$ be a factorisation of $u$ in words of $A^+$. Then there exist a linked pair $(s,e)$ of $S$ and a strictly increasing sequence of integers $(k_n)_{n \geq 0}$ such that $\varphi(u_0u_1 \cdots u_{k_n}) = s$ and $\varphi(u_{k_n}u_{k_n+1} \cdots u_{k_n+1}) = e$ for every $n \geq 0$.

Theorem 3.1 lead to the first attempt to extend the notion of recognizable sets. Let us call $\varphi$-simple a set of infinite words of the form $\varphi^{-1}(s) \varphi^{-1}(e)^\omega$, where $(s,e)$ is a linked pair of $S$. Then we say that a subset of $A^\omega$ is *weakly recognized* by $\varphi$ if it is a finite union of $\varphi$-simple subsets. The following result justifies the term “recognized”.

**Proposition 3.3.** A set of infinite words is recognizable if and only if it is weakly recognized by some morphism onto a finite semigroup.

However, the notion of weak recognition has several drawbacks: there is no natural notion of syntactic semigroup, dealing with complementation is uneasy and more generally, the algebraic tools that were present in the case of finite words are missing.
3.2 Strong recognition

This notion emerged as an attempt to obtain an algebraic proof of the closure of recognizable sets of infinite words under complement.

Let $\varphi : A^+ \to S$ be a morphism from $A^+$ into a finite semigroup $S$. Then $\varphi$ strongly recognizes (or saturates) a subset $X$ of $A^\omega$ if all the $\varphi$-simple sets have a trivial intersection with $X$, that is, for each linked pair $(s, e)$ of $S$,

$$\varphi^{-1}(s) \ (\varphi^{-1}(e))^\omega \cap X = \emptyset$$

or

$$\varphi^{-1}(s) \ (\varphi^{-1}(e))^\omega \subseteq X$$

Theorem 3.1 shows that $A^\omega$ is a finite union of $\varphi$-simple sets. It follows that if a morphism strongly recognizes a set of infinite words, then it also weakly recognizes it. Furthermore, Proposition 3.3 can be improved.

**Proposition 3.4.** A set of infinite words is recognizable if and only if it is strongly recognized by some morphism onto a finite semigroup.

The proof relies on a construction which is interesting on its own right. Given a semigroup $S$, we define a new semigroup

$$T = \{(s, P) \mid s \in S, \ P \text{ is a subset of } S \times S\}$$

with multiplication defined by

$$(\begin{smallmatrix} s & P \\ 0 & 1 \end{smallmatrix}) \ (\begin{smallmatrix} t & Q \\ 0 & 1 \end{smallmatrix}) = \left(\begin{array}{cc} st & s Q \cup P t \\ 0 & st \end{array}\right)$$

where $s Q = \{(sq_1, q_2) \mid (q_1, q_2) \in Q\}$ and $P t = \{(p_1, p_2 t) \mid (p_1, p_2) \in P\}$. Let now $\varphi$ be a morphism from $A^+$ onto $S$. Then one can show that the map $\psi : A^+ \to T$ defined by

$$\psi(u) = \left(\begin{array}{c} \varphi(u) \\ 0 \end{array}\right) \left(\begin{array}{c} \tau(u) \\ 0 \end{array}\right)$$

with $\tau(u) = \{(\varphi(u_1), \varphi(u_2)) \mid u = u_1 u_2\}$

is a semigroup morphism and that any set of infinite words weakly recognized by $\varphi$ is strongly recognized by $\psi$.

Proposition 3.4 leads to a simple proof of Büchi’s complementation theorem.

**Corollary 3.5.** Recognizable sets of infinite words are closed under complement.

**Proof.** Indeed, if a morphism strongly recognizes a set of infinite words, it also recognizes its complement. Q.E.D.
3.3 \(\omega\)-semigroups and Wilke algebras

Although strong recognition constituted an improvement over weak recognition, there were still obstacles to extend to infinite words Eilenberg’s variety theorem, which gives a correspondence between recognizable sets and finite semigroups. The solution was found by Wilke [38] and reformulated in slightly different terms by the two last authors in [25]. The idea is to use an algebraic structure, called an \(\omega\)-semigroup, which is a sort of semigroup in which infinite products are defined. This structure was actually implicit in the original construction of Büchi to recognize the complement [7].

3.3.1 \(\omega\)-semigroups

An \(\omega\)-semigroup is a two-sorted algebra \(S = (S_+, S_\omega)\) equipped with the following operations:

(a) A binary operation defined on \(S_+\) and denoted multiplicatively,

(b) A mapping \(S_+ \times S_\omega \to S_\omega\), called mixed product, that associates with each pair \((s, t) \in S_+ \times S_\omega\) an element of \(S_\omega\) denoted \(st\),

(c) A surjective mapping \(\pi : S_\omega^+ \to S_\omega\), called infinite product

These three operations satisfy the following properties:

1. \(S_+,\) equipped with the binary operation, is a semigroup,
2. for every \(s, t \in S_+,\) and for every \(u \in S_\omega,\) \(s(tu) = (st)u\),
3. for every increasing sequence \((k_n)_{n>0}\) and for every sequence \((s_n)_{n\geq 0}\) of elements of \(S_+,\)
   \[\pi(s_0 s_1 \cdots s_{k_1 - 1}, s_{k_1}, s_{k_1 + 1} \cdots s_{k_2 - 1}, \ldots) = \pi(s_0, s_1, s_2, \ldots)\]
4. for every \(s \in S_+\) and for every sequence \((s_n)_{n\geq 0}\) of elements of \(S_+,\)
   \[s\pi(s_0, s_1, s_2, \ldots) = \pi(s, s_0, s_1, s_2, \ldots)\]

These conditions can be thought of as an extension of associativity. In particular, conditions (3) and (4) show that one can replace \(\pi(s_0, s_1, s_2, \ldots)\) by \(s_0 s_1 s_2 \cdots\) without ambiguity. We shall use this simplified notation in the sequel.

Example 3.6.

1. We denote by \(A^\infty\) the \(\omega\)-semigroup \((A^+, A^\omega)\) equipped with the usual concatenation product. One can show that \(A^\infty\) is the free \(\omega\)-semigroup generated by \(A\).
2. The trivial \(\omega\)-semigroup is the \(\omega\)-semigroup \(1 = (\{1\}, \{a\})\), obtained by equipping the trivial semigroup \(\{1\}\) with an infinite product: the unique way is to declare that every infinite product is equal to \(a\).
3. Consider the \(\omega\)-semigroup \(S = (\{0, 1\}, \{a\})\) defined as follows: every infinite product is equal to \(a\) and every finite product \(s_0 s_1 \cdots s_n\) is
equal to 0 except if all the \(s_i\)’s are equal to 1. In particular, the elements 0 and 1 are idempotents and thus, for all \(n > 0\), \(1^n \neq 0^n\).

Nevertheless \(1^\omega = 0^\omega = a\).

These examples, especially the third one, make apparent an algorithmic problem. Even if the sets \(S_+\) and \(S_\omega\) are finite, the infinite product is still an operation of infinite arity and it is not clear how to define it as a finite object. The problem was solved by Wilke [38], who proved that finite \(\omega\)-semigroups are totally determined by only three operations of finite arity. This leads to the notion of Wilke algebras, that we now define.

### 3.3.2 Wilke Algebras

A **Wilke algebra** is a two-sorted algebra \(S = (S_+, S_\omega)\), equipped with the following operations:

1. an associative product on \(S_+\),
2. a mixed product, which maps each pair \((s, t) \in S_+ \times S_\omega\) onto an element of \(S_\omega\) denoted by \(st\), such that, for every \(s, t \in S_+\) and for every \(u \in S_\omega\), \(s( tu ) = ( st ) u\),
3. a map from \(S_+\) in \(S_\omega\), denoted by \(s \rightarrow s^\omega\) satisfying, for each \(s, t \in S_+\),
   \[
   s(ts)^\omega = (st)^\omega \\
   (s^n)^\omega = s^\omega \quad \text{for each } n > 0
   \]

and such that every element of \(S_\omega\) can be written as \(st^\omega\) with \(s, t \in S_+\).

Wilke’s theorem states the equivalence between finite Wilke algebra and finite \(\omega\)-semigroup. A consequence is that for a finite \(\omega\)-semigroup, any infinite product is equal to an element of the form \(st^\omega\), with \(s, t \in S_+\).

**Theorem 3.7.** Every finite Wilke algebra \(S = (S_+, S_\omega)\) can be equipped, in a unique way, with a structure of \(\omega\)-semigroup that inherits the given mixed product and such that, for each \(s \in S_+\), the infinite product \(ssss\cdots\) is equal to \(s^\omega\).

We still need to define morphisms for these algebras. We shall just give the definition for \(\omega\)-semigroups, but the definition for Wilke algebras would be similar.

### 3.3.3 Morphisms of \(\omega\)-semigroups

As \(\omega\)-semigroups are two-sorted algebras, morphisms are defined as pairs of morphisms. Given two \(\omega\)-semigroups \(S = (S_+, S_\omega)\) and \(T = (T_+, T_\omega)\), a **morphism of \(\omega\)-semigroups** \(S\) is a pair \(\varphi = (\varphi_+, \varphi_\omega)\) consisting of a semigroup morphism \(\varphi_+ : S_+ \to T_+\) and of a mapping \(\varphi_\omega : S_\omega \to T_\omega\) preserving the infinite product: for every sequence \((s_n)_{n \in \mathbb{N}}\) of elements of \(S_+\),

\[
\varphi_\omega(s_0s_1s_2\cdots) = \varphi_+(s_0)\varphi_+(s_1)\varphi_+(s_2)\cdots
\]
It is an easy exercise to verify that these conditions imply that \( \varphi \) also preserves the mixed product, that is, for all \( s \in S_+ \), and for each \( t \in S_\omega \),

\[
\varphi_+(s)\varphi_\omega(t) = \varphi_\omega(st)
\]

Algebraic concepts like isomorphism, \( \omega \)-subsemigroup, congruence, quotient, division are easily adapted from semigroups to \( \omega \)-semigroups. We are now ready for our algebraic version of recognizability.

### 3.3.4 Recognition by morphism of \( \omega \)-semigroups.

In the context of \( \omega \)-semigroups, it is more natural to define recognizable subsets of \( A^\infty \), although we shall mainly use this definition for subsets of \( A^\omega \). This global point of view has been confirmed to be the right one in the study of words indexed by ordinals or by linear orders [3, 4, 5, 6, 29].

Thus a subset \( X \) of \( A^\infty \) is split into two components \( X_+ = X \cap A^+ \) and \( X_\omega = X \cap A^\omega \).

Let \( S = (S_+, S_\omega) \) be a finite \( \omega \)-semigroup, and let \( \varphi : A^\infty \to S \) be a morphism. We say that \( \varphi \) recognizes a subset \( X \) of \( A^\infty \) if there exist a pair \( P = (P_+, P_\omega) \) with \( P_+ \subseteq S_+ \) and \( P_\omega \subseteq S_\omega \) such that \( X_+ = \varphi_+^{-1}(P_+) \) and \( X_\omega = \varphi_\omega^{-1}(P_\omega) \). In the sequel, we shall often omit the subscripts and simply write \( X = \varphi^{-1}(P) \). It is time again to justify our terminology by a theorem, whose proof will be given in Section 5.

**Theorem 3.8.** A set of infinite words is recognizable if and only if it is recognized by some morphism onto a finite \( \omega \)-semigroup.

**Example 3.9.** Let \( A = \{a, b\} \), and consider the \( \omega \)-semigroup

\[
S = (\{1, 0\}, \{1^\omega, 0^\omega\})
\]

equipped with the operations \( 11 = 1, 10 = 01 = 00 = 0, 11^\omega = 1^\omega, 10^\omega = 00^\omega = 01^\omega = 0^\omega \). Let \( \varphi : A^\infty \to S \) be the morphism of \( \omega \)-semigroups defined by \( \varphi(a) = 1 \) and \( \varphi(b) = 0 \). We have

\[
\varphi^{-1}(1) = a^+ \quad \text{(finite words containing no occurrence of } b), \\
\varphi^{-1}(0) = A^*bA^* \quad \text{(finite words containing at least one occurrence of } b), \\
\varphi^{-1}(1^\omega) = a^\omega \quad \text{(infinite words containing no occurrence of } b), \\
\varphi^{-1}(0^\omega) = A^\omega \setminus a^\omega \text{(infinite words containing at least one occurrence of } b).
\]

The morphism \( \varphi \) recognizes each of these sets, as well as any union of these sets.

**Example 3.10.** Let us take the same \( \omega \)-semigroup \( S \) and consider the morphism of \( \omega \)-semigroups \( \varphi : A^\infty \to S \) defined by \( \varphi(a) = s \) for each \( a \in A \). We have \( \varphi^{-1}(s) = A^+, \varphi^{-1}(t) = \emptyset \) and \( \varphi^{-1}(u) = A^\omega \). Thus the morphism \( \varphi \) recognizes the empty set and the sets \( A^+, A^\omega \) and \( A^\infty \).
Example 3.11. Let \( A = \{a, b\} \), and consider the \( \omega \)-semigroup

\[
S = (\{a, b\}, \{a^\omega, b^\omega\})
\]

equipped with the following operations:

\[
\begin{align*}
aa &= a & a^\omega &= a^\omega \\
ab &= a & ab^\omega &= a^\omega \\
ba &= b & bb &= b \\
ba^\omega &= b^\omega & bb^\omega &= b^\omega
\end{align*}
\]

The morphism of \( \omega \)-semigroups \( \varphi : A^\omega \to S \) defined by \( \varphi(a) = a \) and \( \varphi(b) = b \) recognizes \( aA^\omega \) since we have \( \varphi^{-1}(a^\omega) = aA^\omega \).

Boolean operations can be easily translated in terms of morphisms. Let us start with a result which allows us to treat separately, the subsets of \( A_+ \) and those of \( A_\omega \).

Proposition 3.12. Let \( \varphi \) be a morphism of \( \omega \)-semigroups recognizing a subset \( X \) of \( A^\infty \). Then the subsets \( X_+, X_\omega, X_+ \cup A^\omega \) and \( A^+ \cup X_\omega \) are also recognized by \( \varphi \).

We now consider the complement.

Proposition 3.13. Let \( \varphi \) be a morphism of \( \omega \)-semigroups recognizing a subset \( X \) of \( A^\infty \) (resp. \( A_+, A_\omega \)). Then \( \varphi \) also recognizes the complement of \( X \) in \( A^\infty \) (resp. \( A_+, A_\omega \)).

For union and intersection, we have the following results.

Proposition 3.14. Let \( (\varphi_i)_{i \in F} : A^\infty \to S_i \) be a family of surjective morphisms recognizing a subset \( X_i \) of \( A^\infty \). Then the subsets \( \bigcup_{i \in F} X_i \) and \( \bigcap_{i \in F} X_i \) are recognized by an \( \omega \)-subsemigroup of the product \( \prod_{i \in F} S_i \).

In the same spirit, the following properties hold:

Proposition 3.15. Let \( \alpha : A^\infty \to B^\infty \) be a morphism of \( \omega \)-semigroups and let \( \varphi \) be a morphism of \( \omega \)-semigroups recognizing a subset \( X \) of \( B^\infty \). Then the morphism \( \varphi \circ \alpha \) recognizes the set \( \alpha^{-1}(X) \).

4 Syntactic congruence

The definition of the syntactic congruence of a recognizable subset of infinite words is due to Arnold [1]. It was then adapted to the context of \( \omega \)-semigroups. Therefore, this definition can be given for recognizable subsets of \( A^\infty \), but we restrict ourself to the case of subsets of \( A^\omega \).

The syntactic congruence of a recognizable subset of \( A^\omega \) is defined on \( A^+ \) by \( u \sim_X v \) if and only if, for each \( x, y \in A^* \) and for each \( z \in A^+ \),

\[
\begin{align*}
xyz^{\omega} &\in X \iff xvyz^{\omega} \in X \\
x(uy)^{\omega} &\in X \iff x(yy)^{\omega} \in X
\end{align*}
\] (4.1)
and on $A^\omega$ by $u \sim_X v$ if and only if, for each $x \in A^*$,

$$xu \in X \iff xv \in X$$  \hfill (4.2)

The syntactic $\omega$-semigroup of $X$ is the quotient of $A^\infty$ by the syntactic congruence of $X$.

**Example 4.1.** Let $A = \{a, b\}$ and $X = \{a^\omega\}$. The syntactic congruence of $X$ divides $A^+$ into two classes: $A^+$ and $A^+bA^+$ and $A^\omega$ into two classes also: $A^+bA^\omega$ and $A^\omega$. The syntactic $\omega$-semigroup of $X$ is the four element $\omega$-semigroup of Example 3.9.

**Example 4.2.** Let $A = \{a, b\}$ and let $X = aA^\omega$. The syntactic $\omega$-semigroup of $X$ is the $\omega$-semigroup of Example 3.11.

**Example 4.3.** When $X$ is not recognizable, the equivalence relation $\sim$ defined on $A^+$ by (4.1) and on $A^\omega$ by (4.2) is not in general a congruence. For instance, let $A = \{a, b\}$ and $X = \{ba^1 ba^2 ba^3 b \cdots \}$. We have, for each $n > 0$, $b \sim_X ba^n$, but nevertheless $ba^1 ba^2 ba^3 b \cdots$ is not equivalent to $b^\omega$ since $ba^1 ba^2 ba^3 b \cdots \notin X$ but $b^\omega \notin X$.

**Example 4.4.** Let $X = (a\{b, c\}^* \cup \{b\})^\omega$. We shall compute in Example 5.3 an $\omega$-semigroup $S$ recognizing this set. One can show that its syntactic $\omega$-semigroup is $S(X) = (\{a, b, c, ca\}, \{a^\omega, c^\omega, (ca)^\omega\})$, presented by the relations

$$
\begin{align*}
    a^2 &= a & ab &= a & ac &= a & ba &= a & b^2 &= b \\
    bc &= c & cb &= c & c^2 &= c & b^\omega &= a^\omega & ba^\omega &= a^\omega \\
    ac^\omega &= c^\omega & ca^\omega &= (ca)^\omega & a(ca)^\omega &= a^\omega & b(ca)^\omega &= (ca)^\omega & c(ca)^\omega &= (ca)^\omega
\end{align*}
$$

The syntactic $\omega$-semigroup is the least $\omega$-semigroup recognizing a recognizable set. More precisely, we have the following statement:

**Proposition 4.5.** Let $X$ be a recognizable subset of $A^\infty$. An $\omega$-semigroup $S$ recognizes $X$ if and only if the syntactic $\omega$-semigroup of $X$ is a quotient of $S$.

Note in particular that, if $u \sim_X v$ for two words $u, v$ of $A^+$, then, for all $x \in A^*$ and $z \in A^\omega$

$$xuz \in X \iff xvz \in X$$  \hfill (4.3)

Indeed, if $\varphi : A^\infty \to S$ denotes the syntactic morphism of $X$, the condition $u \sim_X v$ implies $\varphi(u) = \varphi(v)$. It follows that $\varphi(xuz) = \varphi(xvz)$, which gives (4.3).
5 Conversions from one acceptance mode into one another

In this section, we explain how to convert the various acceptance modes one into one another. We have already seen how to pass from weak to strong recognition by a finite semigroup. We shall now describe, in order, the conversions from weak recognition to Büchi automata, from Büchi automata to ω-semigroups, from strong recognition to ω-semigroups and finally from weak recognition to Muller automata.

5.1 From weak recognition to Büchi automata

Let \( \varphi : A^+ \to S \) be a morphism from \( A^+ \) onto a finite semigroup \( S \). First observe that, given Büchi automata \( A_1, \ldots, A_n \), their disjoint union recognizes the set \( L_\omega(A_1) \cup \ldots \cup L_\omega(A_n) \). Therefore, we may suppose that \( X \) is a \( \varphi \)-simple set of infinite words, say \( X = \varphi^{-1}(s)(\varphi^{-1}(e))^{\omega} \) for some linked pair \((s,e)\) of \( S \). We construct a nondeterministic Büchi automaton \( A \) that accepts \( X \) as follows. The set \( Q \) of states of \( A \) is the set \( S_I = S \cup \{f\} \) where \( f \) is a new neutral element added to \( S \) even if \( S \) has already one. The product of \( S \) is thus extended to \( S_I \) by setting \( tf = ft = t \) for any \( t \in S_I \). The initial state of \( A \) is \( s \) and the unique final state is \( f \). The set of transitions is

\[
E = \{ \varphi(a)t \xrightarrow{a} t \mid a \in A \text{ and } t \in Q \} \\
\quad \cup \{ f \xrightarrow{a} t \mid a \in A, t \in Q \text{ and } \varphi(a)t = e \}.
\]

Let \( t \in S \). It is easily proved that a word \( w \) satisfies \( \varphi(w) = t \) if and only if it labels a path from \( t \) to \( f \) visiting \( f \) only at the end. It follows that \( w \) labels a path from \( f \) to \( f \) if and only if \( \varphi(w) = e \) and thus \( A \) accepts \( X \).

The previous construction has one main drawback. The transition semigroup of the automaton \( A \) may not belong to the variety of finite semigroups generated by \( S \), as shown by the following example.

**Example 5.1.** Let \( S \) be the semigroup \( \{0,1\} \) endowed with the usual multiplication. Let \( A \) be the alphabet \( \{a,b\} \) and \( \varphi : A^+ \to S \) be the morphism defined by \( \varphi(a) = 0 \) and \( \varphi(b) = 1 \). Let \((s,e)\) be the pair \((0,0)\). The set \( \varphi^{-1}(s)(\varphi^{-1}(e))^{\omega} \) is thus equal to \((b^*a)^{\omega}\). The automaton \( A \) obtained with the previous construction is pictured in Figure 1. The semigroup \( S \) is commutative but the transition semigroup of \( A \) is not. Indeed, there is a path from \( 1 \) to \( 0 \) labeled by \( ba \) but there is no path from \( 1 \) to \( 0 \) labeled by \( ab \).
In order to solve this problem, Pécuchet [21] proposed the following construction, which is quite similar to the previous one but has better properties. The set of states of the automaton is still the set \( S' = S \cup \{ f \} \). The initial state is \( s \) and the unique final state is \( f \). The set \( E \) of transitions is modified as follows:

\[
E = \{ t' \xrightarrow{a} t \mid a \in A, t, t' \in Q \text{ and } (t' = \varphi(a)t \text{ or } t'e = \varphi(a)t) \}
\]

The automaton \( B \) obtained with this construction is pictured in Figure 2.

It can be proved that for any states \( t \) and \( t' \), there is a path from \( t' \) to \( t \) labeled by \( w \) if and only if \( t' = \varphi(w)t \) or \( t'e = \varphi(w)t \). It follows that if two words \( w \) and \( w' \) satisfy \( \varphi(w) = \varphi(w') \), there is path from \( t' \) to \( t \) labeled by \( w \) if and only if there is path from \( t' \) to \( t \) labeled by \( w' \). This means that
the transition semigroup of the automaton $B$ divides the semigroup $S$ and hence belongs to the variety of finite semigroups generated by $S$.

### 5.2 From B"uchi automata to $\omega$-semigroups

Let $A = (Q, A, E, I, F)$ be a B"uchi automaton recognizing a subset $X$ of $A^\omega$. The idea is the following. Given a finite word $u$ and two states $p$ and $q$, we define a *multiplicity* expressing the following possibilities for the set $P$ of paths from $p$ to $q$ labeled by $u$:

1. $P$ is empty,
2. $P$ is nonempty, but contains no path visiting a final state,
3. $P$ contains a path visiting a final state.

Our construction makes use of the semiring $K = \{-\infty, 0, 1\}$ in which addition is the maximum for the ordering $-\infty < 0 < 1$ and multiplication, which extends the Boolean addition, is given in Table 1. Conditions (1), (2) and (3) will be encoded by $-\infty$, 0 and 1, respectively.

<table>
<thead>
<tr>
<th></th>
<th>$-\infty$</th>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-\infty$</td>
<td>$-\infty$</td>
<td>$-\infty$</td>
<td>$-\infty$</td>
</tr>
<tr>
<td>0</td>
<td>$-\infty$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>$-\infty$</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 1.** The multiplication table.

Formally, we associate with each finite word $u$ a $(Q \times Q)$-matrix $\mu(u)$ with entries in $K$ defined by

$$
\mu(u)_{p,q} = \begin{cases} 
-\infty & \text{in case (1)}, \\
0 & \text{in case (2)}, \\
1 & \text{in case (3)}
\end{cases}
$$

It is easy to see that $\mu$ is a morphism from $A^+$ into the multiplicative semigroup of $Q \times Q$-matrices with entries in $K$. Let $S_\omega = \mu(A^+)$. The next step is to complete our structure of Wilke algebra by defining an appropriate set $S_\omega$, an $\omega$-power and a mixed product. The solution consists in coding infinite paths by column matrices of $K^Q$, in such a way that each coefficient $\mu(u)_p$ codes the existence of an infinite path of label $u$ starting at $p$.

The usual product of matrices induces a mixed product $K^{Q \times Q} \times K^Q \rightarrow K^Q$. In order to define the operation $\omega$ on square matrices, we need the following definition. Given a matrix $s$ of $S_\omega$, we call *infinite s-path starting at p* a sequence $p = p_0, p_1, \ldots$ of states such that, for all $i$, $s_{p_i, p_{i+1}} \neq -\infty$. 

An $s$-path is said to be successful if $s_{p,p+1}=1$ for an infinite number of indices $i$. We define the column matrix $s^\omega$ as follows. For every $p \in Q$,

$$s^\omega_p = \begin{cases} 1 & \text{if there exists a successful } s \text{-path of origin } p, \\ -\infty & \text{otherwise} \end{cases}$$

Note that the coefficients of this matrix can be effectively computed. Indeed, computing $s^\omega_p$ amounts to checking the existence of circuits containing a given edge in a finite graph.

Finally, $S_\omega$ is the set of all column matrices of the form $st^\omega$, with $s, t \in S_+$. One can verify that $S = (S_+, S_\omega)$, equipped with these operations, is a Wilke algebra. Further, the morphism $\mu$ can be extended in a unique way as a morphism of $\omega$-semigroups from $A^{\infty}$ into $S$ which recognizes the set $L^{\omega}(A)$.

**Example 5.2.** Let $\mathcal{A}$ be the Büchi automaton represented in Figure 3.

![Figure 3. A Büchi automaton.](image)

The morphism $\mu : A^{\infty} \to S(\mathcal{A})$ is defined by the formula

$$\mu(a) = \left( \begin{array}{c} 0 \\ -\infty \\ 1 \end{array} \right) \quad \text{and} \quad \mu(b) = \left( \begin{array}{c} 0 \\ -\infty \\ -\infty \end{array} \right)$$

The $\omega$-semigroup generated by these matrices contains five elements:

$$a = \left( \begin{array}{c} 0 \\ -\infty \\ 1 \end{array} \right) \quad b = \left( \begin{array}{c} 0 \\ -\infty \\ -\infty \end{array} \right) \quad a^\omega = \left( \begin{array}{c} -\infty \\ 1 \end{array} \right) \quad b^\omega = \left( \begin{array}{c} -\infty \\ -\infty \end{array} \right) \quad ba^\omega = \left( \begin{array}{c} 1 \\ -\infty \end{array} \right)$$

and is presented by the relations:

$$a^2 = a \quad ab = b \quad ba = b \quad b^2 = b \quad aa^\omega = a^\omega \quad ab^\omega = b^\omega \quad bb^\omega = b^\omega$$

**Example 5.3.** Let $X = (a\{b,c\}^* \cup \{b\})^\omega$. A Büchi automaton recognizing $X$ is represented in Figure 4:
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Figure 4. An automaton.

For this automaton, the previous computation provides an $\omega$-semigroup with nine elements $S = \langle \{a, b, c, ba, ca\}, \{a^\omega, b^\omega, c^\omega, (ca)^\omega\} \rangle$, where

$$
a = \begin{pmatrix} 1 & 1 \\ -\infty & -\infty \end{pmatrix} \quad b = \begin{pmatrix} 1 \\ -\infty \\ 1 \\ 0 \end{pmatrix} \quad c = \begin{pmatrix} -\infty \\ -\infty \end{pmatrix} \quad ba = \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \end{pmatrix} \\
ca = \begin{pmatrix} -\infty \\ -\infty \end{pmatrix} \quad b^\omega = \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \end{pmatrix} \quad c^\omega = \begin{pmatrix} -\infty \\ -\infty \end{pmatrix} \quad (ca)^\omega = \begin{pmatrix} -\infty \\ 1 \\ 1 \end{pmatrix}$$

It is presented by the following relations:

$$
a^2 = a \quad ab = a \quad ac = a \quad b^2 = b \quad bc = c \\
ca = (1 - \infty - \infty) \quad b^\omega = \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \end{pmatrix} \quad c^\omega = \begin{pmatrix} -\infty \\ -\infty \end{pmatrix} \quad (ca)^\omega = \begin{pmatrix} -\infty \\ 1 \\ 1 \end{pmatrix} \\
ac = (1 - \infty) \quad b^\omega = \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \end{pmatrix} \quad c^\omega = \begin{pmatrix} -\infty \\ -\infty \end{pmatrix} \quad (ca)^\omega = \begin{pmatrix} -\infty \\ 1 \\ 1 \end{pmatrix}$$

Note that the syntactic $\omega$-semigroup $S(X)$ of $X$ is not equal to $S$. To compute $S(X)$, one should first compute the image of $X$ in $S$, which is $P = \{a^\omega, b^\omega\}$. Next, one should compute the syntactic congruence $\sim_P$ of $P$ in $S$, which is defined on $S^+$ by

$$
xuyz^\omega \in P \iff xvyz^\omega \in P \\
x(uy)^\omega \in P \iff x(vy)^\omega \in P \quad (5.4)$$

and on $S^\omega$ by $u \sim_P v$ if and only if, for each $x \in S_+$,

$$
xu \in P \iff xv \in P \quad (5.5)$$

Here we get $a \sim_P ba$ and $a^\omega \sim_P b^\omega$ and hence we recovered the semigroup

$$S(X) = \langle \{a, b, c, ca\}, \{a^\omega, c^\omega, (ca)^\omega\} \rangle$$

presented in Example 4.4.

5.3 From strong recognition to $\omega$-semigroups

It is easy to associate a Wilke algebra $\bar{S} = (S, S_\omega)$ to a finite semigroup $S$.

Let $\pi$ be the exponent of $S$, that is, the smallest integer $n$ such that $s^n$ is idempotent for every $s \in S$. Two linked pairs $(s, e)$ and $(s', e')$ of $S$ are
said to be conjugate if there exist \( x, y \in S^1 \) such that \( e = xy, e' = yx \) and \( s' = sx \). These equalities also imply \( s = s'y \) (since \( s'y = sxy = se = s \)), showing the symmetry of the definition. One can verify that the conjugacy relation is an equivalence relation on the set of linked pairs of \( S \). We shall denote by \([s, e]\) the conjugacy class of a linked pair \((s, e)\).

We take for \( S_\omega \) the set of conjugacy classes of the linked pairs of \( S \). One can prove that the set \( \bar{S} \) is equipped with a structure of Wilke algebra by setting, for each \([s, e] \in S_\omega \) and \( t \in S \),

\[
t[s, e] = [ts, e] \quad \text{and} \quad t^\omega = [t^\pi, t^\pi]
\]

The definition is consistent since if \((s', e')\) is conjugate to \((s, e)\), then \((ts', e')\) is conjugate to \((ts, e)\). It is now easy to convert strong recognition to recognition by an \( \omega \)-semigroup.

**Proposition 5.4.** If a set of infinite words is strongly recognized by a finite semigroup \( S \), then it is recognized by the \( \omega \)-semigroup \( \bar{S} \).

### 5.4 From weak recognition to Muller automata

The construction given by Le Saec, Pin and Weil [16, 17] permits to convert a semigroup that weakly recognizes a set of infinite words into a transition Muller automaton. It relies, however, on two difficult results of finite semigroup theory. Recall that a semigroup is idempotent if all its elements are idempotent and \( R \)-trivial if the condition \( s \equiv t \) implies \( s = t \).

The first one is a cover theorem also proved in [16, 17]. Recall that the right stabilizer of an element \( s \) of a semigroup \( S \) is the set of all \( t \in S \) such that \( st = s \). These stabilizers are themselves semigroups, and reflect rather well the structure of \( S \): if \( S \) is a group, every stabilizer is trivial, but if \( S \) is has a zero, the stabilizer of the zero is equal to \( S \). Here we consider an intermediate case: the stabilizers are idempotent and \( R \)-trivial, which amounts to saying that, for each \( s, t, u \in S \), the condition \( s = st = su \) implies \( t^2 = t \) and \( tut = tu \). We can now state the cover theorem precisely.

**Theorem 5.5.** Each finite semigroup is the quotient of a finite semigroup in which the right stabilizers satisfy the identities \( x = x^2 \) and \( xyx = xy \).

The second result we need is a property of path congruences due to I. Simon. A proof of this property can be found in [14]. Given an automaton \( \mathcal{A} \), a path congruence is an equivalence relation on the set of finite paths of \( \mathcal{A} \) satisfying the following conditions:

1. any two equivalent paths are coterminal (that is, they have the same origin and the same end),
2. if \( p \) and \( q \) are equivalent paths, and if \( r, p \) and \( s \) are consecutive paths, then \( rps \) is equivalent to \( rqs \).
Proposition 5.6 (I. Simon). Let $\sim$ be a path congruence such that, for every pair of loops $p, q$ around the same state, $p^2 \sim p$ and $pq \sim qp$. Then two coterminal paths visiting the same sets of transitions are equivalent.

We are now ready to present our algorithm. Let $X$ be a recognizable subset of $A^\omega$ and let $\varphi : A^+ \to S$ be a morphism weakly recognizing $X$. By Theorem 5.5, we may assume that the stabilizers of $S$ satisfy the identities $x^2 = x$ and $xyx = xy$. Let $S^1$ be the monoid equal to $S$ if $S$ is a monoid and to $S \cup \{1\}$ if $S$ is not a monoid.

One naturally associates a deterministic automaton $(S^1, A, \cdot)$ to $\varphi$ by setting, for every $s \in S^1$ and every $a \in A$

$$s \cdot a = s\varphi(a).$$

Let $s$ be a fixed state of $S^1$. Then every word $u$ is the label of exactly one path with origin $s$, called the path with origin $s$ defined by $u$.

Let $A = (S^1, A, \cdot, 1, T)$ be the transition Muller automaton with 1 as initial state and such that

$$T = \{\text{Inf}_T(u) \mid u \in X\}.$$ 

We claim that $A$ recognizes $X$. First, if $u \in X$, then $\text{Inf}_T(u) \in T$ by definition, and thus $u$ is recognized by $A$. Conversely, let $u$ be an infinite word recognized by $A$. Then

$$\text{Inf}_T(u) = \text{Inf}_T(v) = T \quad \text{for some } v \in X.$$ 

Thus, both paths $u$ and $v$ visit only finitely many times transitions out of $T$. Therefore, after a certain point, every transition of $u$ (resp. $v$) belongs to $T$, and every transition of $T$ is visited infinitely often. Consequently, one can find two factorizations $u = u_0u_1u_2\cdots$ and $v = v_0v_1v_2\cdots$ and a state $s \in S$ such that

(1) $u_0$ and $v_0$ define paths from 1 to $s$,

(2) for every $n > 0$, $u_n$ and $v_n$ define loops around $s$ that visit at least once every transition in $T$ and visit no other transition.

The situation is summarized in Figure 5 below.

![Figure 5](image-url)
Furthermore, Proposition 3.2 shows that, by grouping the \( u_i \)'s (resp. \( v_i \)'s) together, we may assume that

\[
\varphi(u_1) = \varphi(u_2) = \varphi(u_3) = \ldots \quad \text{and} \quad \varphi(v_1) = \varphi(v_2) = \varphi(v_3) = \ldots
\]

It follows in particular

\[
(5.6) \quad u_0v_1^\omega \in X
\]

since \( \varphi(u_0) = \varphi(v_0) = s \), \( \varphi(v_1) = \varphi(v_2) = \ldots \) and \( v_0v_1v_2 \cdots \in X \). Furthermore,

\[
(5.7) \quad u \in X \quad \text{if and only if} \quad u_0u_1^\omega \in X
\]

To simplify notation, we shall denote by the same letter a path and its label. We define a path equivalence \( \sim \) as follows. Two paths \( p \) and \( q \) are equivalent if \( p \) and \( q \) are coterminal, and if, for every nonempty path \( x \) from 1 to the origin of \( p \), and for every path \( r \) from the end of \( p \) to its origin, \( x(p)\omega \in X \) if and only if \( x(q)\omega \in X \).

![Figure 6.](image_url)

**Lemma 5.7.** The equivalence \( \sim \) is a path congruence such that, for every pair of loops \( p, q \) around the same state, \( p^2 \sim p \) and \( pq \sim qp \).

**Proof.** We first verify that \( \sim \) is a congruence. Suppose that \( p \sim q \) and let \( u \) and \( v \) be paths such that \( u, p \) and \( v \) are consecutive. Since \( p \sim q \), \( p \) and \( q \) are coterminal, and thus \( upv \) and \( uqv \) are also coterminal. Furthermore, if \( x \) is a nonempty path from 1 to the origin of \( upv \), and if \( r \) is a path from the end of \( upv \) to its origin such that \( x(upvr)\omega \in X \), then \( (xu)(pvr)\omega \in X \), whence \( (xu)(qvr)\omega \in X \) since \( p \sim q \), and thus \( x(uqvr)\omega \in X \). Symmetrically, \( x(uqvr)\omega \in X \) implies \( x(upvr)\omega \in X \), showing that \( upv \sim uqv \).

Next we show that if \( p \) is a loop around \( s \in S \), then \( p^2 \sim p \). Let \( x \) be a nonempty path from 1 to the origin of \( p \), and let \( r \) be a path from the end of \( p \) to its origin. Then, since \( p \) is a loop, \( \varphi(x)p = \varphi(p) \). Now since the stabilisers of \( S \) are idempotent semigroups, \( \varphi(p) = \varphi(p^2) \) and thus \( x(p)\omega \in X \) if and only if \( x(p^2r)\omega \in X \) since \( \varphi \) recognizes \( X \).

Finally, we show that if \( p \) and \( q \) are loops around the same state \( s \), then \( pq \sim qp \). Let, as before, \( x \) be a nonempty path from 1 to the origin of \( p \), and let \( r \) be a path from the end of \( p \) to its origin. Then \( r \) is a loop around \( s \). We first observe that

\[
(5.8) \quad x(pq)\omega \in X \iff x(qp)\omega \in X
\]
Indeed \( x(pq)^\omega = xp(qp)^\omega \), and since \( p \) is a loop, \( \varphi(x)\varphi(p) = \varphi(x) \). Thus \( xp(qp)^\omega \in X \) if and only if \( x(qp)^\omega \in X \), then proving (5.8). Now, we have the following sequence of equivalences

\[
\begin{align*}
x(pqr)^\omega \in X & \iff x(pqrq)^\omega \in X \\
& \iff x(rqp)^\omega \in X \\
& \iff x(qpr)^\omega \in X,
\end{align*}
\]

where the second and fourth equivalences follow from (5.8) and the first and third from the identity \( xyx = xy \) satisfied by the right stabilizer of \( \varphi(x) \).

Q.E.D.

We can now conclude the proof of Theorem 2.5. By assumption, the two loops around \( s \) defined by \( u_1 \) and \( v_1 \) visit exactly the same sets of transitions (namely \( T \)). Thus, by Lemma 5.7 and by Proposition 5.6, these two paths are equivalent. In particular, since \( u_0v_1^\omega \in X \) by (5.6), we have \( u_0u_1^\omega \in X \), and thus \( u \in X \) by (5.7). Therefore \( A \) recognizes \( X \).

6 An algebraic proof of McNaughton’s theorem

McNaughton’s celebrated theorem states that any recognizable subset of infinite words is a Boolean combination of deterministic recognizable sets. This Boolean combination can be explicitly computed using \( \omega \)-semigroups. This proof relies on a few useful formulas of independent interest on deterministic sets. Note that McNaughton’s theorem can be formulated as the equivalence of Büchi and Muller automata. Thus the construction described in Section 5.4 gives an alternative proof of McNaughton’s theorem. Yet another proof is due to Safra [30]. It provides a direct construction leading to a reduced computational complexity.

Let \( S \) be a finite \( \omega \)-semigroup and let \( \varphi : A^\omega \to S \) be a surjective morphism recognizing a subset \( X \) of \( A^\omega \). Set, for each \( s \in S_+ \), \( X_s = \varphi^{-1}(s) \).

Finally, we denote by \( P \) the image of \( X \) in \( S \) and by \( F(P) \) the set of linked pairs \((s,e)\) of \( S_+ \) such that \( se^\omega \in P \).

For each \( s \in S_+ \), the set \( P_s = X_s \setminus X_sA^+ \) is prefix-free, since a word of \( P_s \) cannot be, by definition, prefix of another word of \( P_s \). Put

\[
E_s = \{ f \in S_+ | f^2 \text{ and } sf = s \} = \{ f \in S_+ | (s,f) \text{ is a linked pair} \},
\]

and denote by \( \leq \) the relation on \( E_s \) defined by

\[
g \leq e \text{ if and only if } eg = g.
\]

It is the restriction to the set \( E_s \) of the preorder \( \leq_R \), since, if \( g = ex \) then \( eg = eex = ex = g \). We shall use the notation \( e < g \) if \( e \leq g \) and if \( g \not< e \).

To simplify notation, we shall suppose implicitly that for every expression of the form \( X_sX_f^\omega \) or \( X_sP_f \), the pair \((s,f)\) is a linked pair of \( S_+ \).
Proposition 6.1. For each linked pair \((s,e)\) of \(S_+\), the following formula holds
\[
X_sX_e^\omega \subset \bigcup_{f \leq e} X_sX_f^\omega.
\] (6.9)

Corollary 6.2.
(1) For every idempotent \(e\) of \(S_+\), the following formula holds
\[
X_e^\omega = \emptyset.
\] (6.10)

(2) For every linked pair \((s,e)\) of \(S_+\), we have
\[
\bigcup_{f \leq e} X_sX_f^\omega = \bigcup_{f \leq e} X_sP_f.
\] (6.11)

Proof. Formula (6.10) is obtained by applying (6.9) with \(s = e\). Formula (6.11) follows by taking the union of both sides of (6.9) for \(f \leq e\). q.e.d.

The previous statement shows that a set of the form \(X_e^\omega\), with \(e\) idempotent, is always deterministic. This may lead the reader to the conjecture that every subset of the form \(X^\omega\), where \(X\) is a recognizable subset of \(A^+\), is deterministic. However, this conjecture is ruined by the next example.

Example 6.3. Let \(X = (a\{b,c\}^* \cup \{b\})^\omega\). The syntactic \(\omega\)-semigroup of \(Y\) has been computed in Example 4.4. In this \(\omega\)-semigroup, \(b\) is the identity, and all the elements are idempotent. The set \(X\) can be split into simple elements as follows:
\[
X = \varphi^{-1}(a)\varphi^{-1}(b)^\omega \cup \varphi^{-1}(a)^\omega
\]
\[
= b^*a\{a,b,c\}^*b^\omega \cup (b^*a\{a,b,c\}^*b^\omega).
\]

It is possible to deduce from the previous formulas an explicit Boolean combination of deterministic sets.

Theorem 6.4. The following formula holds
\[
X = \bigcup_{(s,e) \in F(P)} \bigcup_{f \leq e} X_sX_f^\omega
\] (6.12)

and, for each \((s,e) \in F(P)\),
\[
\bigcup_{f \leq e} X_sX_f^\omega = (\overline{U_{s,e}} \setminus \overline{V_{s,e}})
\] (6.13)

where \(U_{s,e}\) and \(V_{s,e}\) are the subsets of \(A^+\) defined by:
\[
U_{s,e} = \bigcup_{f \leq e} X_sP_f \quad \text{and} \quad V_{s,e} = \bigcup_{f \leq e} X_sP_f
\]

In particular, \(X\) is a Boolean combination of deterministic sets.
For a proof, see [26, p. 120]. One can also obtain a characterization of the deterministic subsets.

**Theorem 6.5.** The set $X$ is deterministic if and only if, for each linked pairs $(s,e)$ and $(s,f)$ of $S_+$ such that $f \leq e$, the condition $se^\omega \in P$ implies $sf^\omega \in P$. In this case
\[
X = \bigcup_{(s,e) \in F(P)} X_{s} P_{e} \tag{6.14}
\]

For a proof, see [26, Theorem 9.4, p. 121].

**Example 6.6.** We return to Example 6.3. The image of $X$ in its syntactic $\omega$-semigroup is the set $P = \{a^\omega\}$. Now, the pairs $(a,b)$ and $(a,c)$ are linked pairs of $S_+$ since $ab = ac = a$ and we have $c \leq b$ since $bc = c$. But $ab^\omega = a^\omega \in P$, and $ac^\omega = c^\omega \notin P$. Therefore $X$ is not deterministic.

The proof of McNaughton’s theorem described above is due to Schützenberger [31]. It is related to the proof given by Rabin [28] and improved by Choueka [12]. See [26, p. 72] for more details.

## 7 Prophetic automata

In this section, we introduce a new type of automata, called prophetic, because in some sense, all the information concerning the future is encoded in the initial state. We first need to make precise a few notions on Büchi automata.

### 7.1 More on Büchi automata

There are two competing versions for the notions of determinism and co-determinism for a trim automaton. In the first version, the notions are purely local and are defined by a property of the transitions set. They give rise to the notions of automaton with deterministic or co-deterministic transitions introduced in Section 2. The second version is global: a trim automaton is deterministic if it has exactly one initial state and if every word is the label of at most one initial path. Similarly, a trim automaton is co-deterministic if every word is the label of at most one final path.

The local and global notions of determinism are equivalent. The local and global notions of co-determinism are also equivalent for finite words. However, for infinite words, the global version is strictly stronger than the local one.

**Lemma 7.1.** A trim Büchi automata is deterministic if and only if it has exactly one initial state and if its transitions are deterministic. Further, if a trim Büchi automata is co-deterministic, then its transitions are co-deterministic.
The notions of complete and co-complete Büchi automata are also global notions. A trim Büchi automata is **complete** if every word is the label of at least one initial path. It is **co-complete** if every word is the label of at least one final path.

<table>
<thead>
<tr>
<th>Det. transitions</th>
<th>Co-det. transitions</th>
<th>Unambiguous</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forbidden configuration:</td>
<td>Forbidden configuration:</td>
<td>Forbidden configuration:</td>
</tr>
<tr>
<td><img src="image1" alt="Diagram" /></td>
<td><img src="image2" alt="Diagram" /></td>
<td><img src="image3" alt="Diagram" /></td>
</tr>
<tr>
<td>where $a$ is a letter.</td>
<td>where $a$ is a letter.</td>
<td>where $a$ is a word.</td>
</tr>
</tbody>
</table>

**Table 2.** Summary of the definitions.

Unambiguity is another global notion. A Büchi automaton $\mathcal{A}$ is said to be **$\omega$-unambiguous** if every infinite word in is the label of at most one successful path. It is clear that any deterministic or co-deterministic Büchi automaton is $\omega$-unambiguous, but the converse is not true. The various terms are summarized in Table 2.

### 7.2 Prophetic automata

By definition, a **prophetic automaton** is a co-deterministic, co-complete Büchi automaton. Equivalently, a Büchi automaton is prophetic if every word is the label of exactly one final path. Therefore, a word is accepted if the unique final path it defines is also initial. The main result of this section shows that prophetic and Büchi automata are equivalent.
Theorem 7.2. Any recognizable set of infinite words can be recognized by a prophetic automaton.

It was already proved independently in [19] and [2] that any recognizable set of infinite words is recognized by a codeterministic automaton, but the construction given in [2] does not provide unambiguous automata.

Prophetic automata recognize infinite words, but the construction can be adapted to biinfinite words. Two unambiguous automata on infinite words can be merged to make an unambiguous automaton on biinfinite words. This leads to an extension of McNaughton’s theorem to the case of biinfinite words. See [26, Section 9.5] for more details.

Theorem 7.2 was originally formulated by Michel in the eighties but remained unpublished for a long time. Another proof was found by the first author and the two proofs were finally published in [10, 11]. Our presentation follows the proof which is based on \( \omega \)-semigroups.

We start with a simple characterization.

Proposition 7.3. Let \( A = (Q, A, E, I, F) \) be a Büchi (resp. transition Büchi) automaton and let, for each \( q \in Q \), \( L_q = L^\omega(Q, A, E, q, F) \).

(1) \( A \) is co-deterministic if and only if the \( L_q \)'s are pairwise disjoint.
(2) \( A \) is co-complete if and only if \( \bigcup_{q \in Q} L_q = A^\omega \).

Proof. (1) If \( A \) is co-deterministic, the \( L_q \)'s are clearly pairwise disjoint. Suppose that the \( L_q \)'s are pairwise disjoint and let \( p_0 \xrightarrow{a_0} p_1 \xrightarrow{a_1} p_2 \cdots \) and \( q_0 \xrightarrow{a_0} q_1 \xrightarrow{a_1} q_2 \cdots \) be two infinite paths with the same label \( u = a_0a_1 \cdots \). Then, for each \( i \geq 0 \), \( a_ia_{i+1} \cdots \in L(p_i) \cap L(q_i) \), and thus \( p_i = q_i \). Thus \( A \) is co-deterministic.

(2) follows immediately from the definition of co-complete automata. Q.E.D.

Example 7.4. A prophetic automaton is presented in Figure 7. The corresponding partition of \( A^\omega \) is the following:

\[
\begin{align*}
L_0 &= A^*ba^\omega & \text{(at least one, but finitely many } b) \\
L_1 &= a^\omega & \text{(no } b) \\
L_2 &= a(A^*b)^\omega & \text{(first letter } a, \text{ infinitely many } b) \\
L_3 &= b(A^*b)^\omega & \text{(first letter } b, \text{ infinitely many } b) 
\end{align*}
\]
Example 7.5. Another example, recognizing the set $A^*(ab)^\omega$, is presented in Figure 8.

Complementation becomes easy with prophetic automata.

Proposition 7.6. Let $A = (Q, A, E, I, F)$ be a prophetic automaton recognizing a subset $X$ of $A^\omega$. Then the Büchi automaton $(Q, A, E, Q \setminus I, F)$ recognizes the complement of $X$.

It is easier to prove Theorem 7.2 for a variant of prophetic automata that we now define. A prophetic transition automaton is a co-deterministic, co-complete, transition automaton. Proposition 2.6 states that Büchi automata and transition Büchi automata are equivalent. It is not difficult to adapt this result to prophetic automata [26, Proposition I.8.1].

Proposition 7.7. Prophetic and transition prophetic automata are equivalent.

Thus Theorem 7.2 can be reformulated as follows.
Theorem 7.8. Any recognizable set of infinite words can be recognized by a prophetic transition automaton.

Proof. Let \( X \) be a recognizable subset of \( A^\omega \), let \( \varphi : A^\infty \to S \) be the syntactic morphism of \( X \) and let \( P = \varphi(X) \). Our construction strongly relies on the properties of \( \geq_R \)-chains of the semigroup \( S_+ \) and requires a few preliminaries.

We shall denote by \( R \) the set of all nonempty \( \geq_R \)-chains of \( S_+^1 \):

\[
R = \{(s_0, s_1, \ldots, s_n) \mid n \geq 0, \; s_0, \ldots, s_n \in S \text{ and } s_0 \geq_R s_1 \geq_R \cdots \geq_R s_n\}
\]

In order to convert a \( \geq_R \)-chain into a strict \( >_R \)-chain, we introduce the reduction \( \rho \), defined inductively as follows

\[
\rho(s) = (s)
\]

\[
\rho(s_1, \ldots, s_n) = \begin{cases} 
\rho(s_1, \ldots, s_{n-1}) & \text{if } s_n \geq_R s_{n-1} \\
(\rho(s_1, \ldots, s_{n-1}), s_n) & \text{if } s_{n-1} >_R s_n
\end{cases}
\]

In particular, for each finite word \( u = a_0a_1 \cdots a_n \) (where the \( a_i \)'s are letters), let \( \hat{\varphi}(u) \) be the \( >_R \)-chain \( \rho(s_0, s_1, \ldots, s_n) \), where \( s_i = \varphi(a_0a_1 \cdots a_i) \) for \( 0 \leq i \leq n \). The definition of \( \hat{\varphi} \) can be extended to infinite words. Indeed, if \( u = a_0a_1 \cdots \) is an infinite word,

\[
s_0 >_R s_1 >_R s_2 \ldots
\]

and since \( S_+ \) is finite, there exists an integer \( n \), such that, for all \( i, j \geq n \), \( s_i \geq_R s_j \). Then we set \( \hat{\varphi}(u) = \hat{\varphi}(a_0 \cdots a_n) \).

Define a map from \( A \times S_+^1 \) into \( S_+^1 \) by setting, for each \( a \in A \) and \( s \in S_+^1 \),

\[
a \cdot s = \varphi(a)s
\]

We extend this map to a map from \( A \times R \) into \( R \) by setting, for each \( a \in A \) and \( (s_1, \ldots, s_n) \in R \),

\[
a \cdot (s_1, \ldots, s_n) = \rho(a \cdot 1, a \cdot s_1, \ldots, a \cdot s_n)
\]

To extend this map to \( A^+ \), it suffices to apply the following induction rule, where \( u \in A^+ \) and \( a \in A \)

\[
(ua) \cdot (s_1, \ldots, s_n) = u \cdot (a \cdot (s_1, \ldots, s_n))
\]

This defines an action of the semigroup \( A^+ \) on the set \( R \) in the sense that, for all \( u, v \in A^* \) and \( r \in R \),

\[
(uv) \cdot r = u(v \cdot r)
\]

The connections between this action, \( \varphi \) and \( \hat{\varphi} \) are summarized in the next lemma.
Lemma 7.9. The following formulas hold:

1. For each \( u \in A^+ \) and \( v \in A^\omega \), \( u \cdot \varphi(v) = \varphi(uv) \)
2. For each \( u, v \in A^+ \), \( u \cdot \hat{\varphi}(v) = \hat{\varphi}(uv) \)

Proof. (1) follows directly from the definition of the action and it suffices to establish (2) when \( u \) reduces to a single letter \( a \). Let \( v = a_0a_1 \ldots a_n \), where the \( a_i \)'s are letters and let, for \( 0 \leq i \leq n, s_i = \varphi(a_0a_1 \ldots a_i) \). Then, by definition, \( \hat{\varphi}(v) = \rho(s_0, s_1, \ldots, s_n) \) and since the relation \( \geq_R \) is stable on the left,

\[
a \cdot \hat{\varphi}(v) = \rho(a \cdot 1, a \cdot s_0, a \cdot s_1, \ldots, a \cdot s_n) = \hat{\varphi}(av)
\]

which gives (2).

We now define a transition Büchi automaton \( A = (Q, A, E, I, F) \) by setting

\[
Q = \left\{ ((s_1, \ldots, s_n), s e^\omega) \mid (s_1, \ldots, s_n) \in R, \right. \\
| (s, e) \text{ is a linked pair of } S_+ \text{ and } s_n R s \}
\]

\[
I = \left\{ ((s_1, \ldots, s_n), s e^\omega) \in Q \mid s e^\omega \in P \right\}
\]

\[
E = \left\{ \left( (a \cdot (s_1, \ldots, s_n), a \cdot s e^\omega), a, ((s_1, \ldots, s_n), s e^\omega) \right) \right. \\
| a \in A \text{ and } ((s_1, \ldots, s_n), s e^\omega) \in Q \}
\]

A transition \( \left( (a \cdot (s_1, \ldots, s_n), a \cdot s e^\omega), a, ((s_1, \ldots, s_n), s e^\omega) \right) \) is said to be cutting if the last two elements of the \( \geq_R \)-chain \( (a \cdot 1, a \cdot s_1, \ldots, a \cdot s_n) \) are \( R \)-equivalent.

We choose for \( F \) the set of cutting transitions of the form

\[
\left( (a \cdot (s_1, \ldots, s_n), a \cdot e^\omega), a, ((s_1, \ldots, s_n), s e^\omega) \right)
\]

where \( e \) is an idempotent of \( S_+ \) such that \( s_n R e \).

Note that \( A \) has co-deterministic transitions. A typical transition is shown in Figure 9.

![Figure 9. A transition of \( A \).](image)

The first part of the proof consists in proving that every infinite word is the label of a final path. Let \( u = a_0a_1 \cdots \) be an infinite word, and let, for each
\( i \geq 0, \quad x_i = a_ia_{i+1} \cdots \) and \( q_i = (\hat{\varphi}(x_i), \varphi(x_i)) \). Each \( q_i \) is a state of \( Q \), and Lemma 7.9 shows that

\[
p = q_0 \xrightarrow{a_0} q_1 \xrightarrow{a_1} q_2 \cdots
\]
is a path of \( \mathcal{A} \).

Lemma 7.10. The path \( p \) is final.

**Proof.** Let \( (u_i)_{i \geq 0} \) be a factorization of \( u \) associated with the linked pair \((s, e)\). Then for each \( i > 0 \), \( \varphi(u_iu_{i+1} \cdots) = e^\omega \). Fix some \( i > 0 \) and let \( n_i = |u_0u_1 \cdots u_i| \). Then \( q_{n_i} = ( (s_1, \ldots, s_n), e^\omega ) \) with \( (s_1, \ldots, s_n) = \hat{\varphi}(u_{i+1}u_{i+2} \cdots) \). In particular, \( s_n R e \) and hence \( es_n = s_n \). Suppose first that \( n \geq 2 \). Then \( \varphi(u_i)s_{n-1} = es_{n-1} \preceq_R e \) and \( \varphi(u_i)s_n = es_n = s_n R e \). Therefore the relation \( \varphi(u_i)s_{n-1} \geq_R \varphi(u_i)s_n \) does not hold. If \( n = 1 \), the same argument works by replacing \( s_{n-1} \) by 1. It follows that in the path of label \( u_i \) from \( q_{n_i-1} \) to \( q_{n_i} \), at least one of the transitions is cutting. Thus \( p \) contains infinitely many cutting transitions and one can select one, say \((q, a, q')\), that occurs infinitely often. This gives a factorization of the form

\[
p = q_0 \xrightarrow{x_0} q \xrightarrow{a} q' \xrightarrow{x_1} q \xrightarrow{a} q' \xrightarrow{x_2} \cdots
\]

Up to taking a superfactorization, we can assume, by Proposition 3.2, that for some idempotent \( f \), \( \varphi(x_i) = f \) for every \( i > 0 \). It follows that the second component of \( q' \) is \( \varphi(x_ia_{i+1}a \cdots) = f^\omega \) and thus the transition \((q, a, q')\) is final, which proves the lemma. Q.E.D.

Furthermore, \( p \) is successful if and only if \( \varphi(u) \in P \), or, equivalently, if \( u \in X \). Thus \( \mathcal{A} \) recognizes \( X \) and is co-complete. It just remains to prove that \( \mathcal{A} \) is co-deterministic, which, by Proposition 7.3, will be a consequence of the following lemma.

Lemma 7.11. Any final path of label \( u \) starts at state \((\hat{\varphi}(u), \varphi(u))\).

**Proof.** Let \( p \) be a final path of label \( u \). Then some final transition, say \((q, a, q')\), occurs infinitely often in \( p \). Highlighting this transition yields a factorization of \( p \)

\[
p = q_0 \xrightarrow{u_0} q \xrightarrow{v_0} q' \xrightarrow{v_1} q \xrightarrow{v_2} q' \xrightarrow{v_2} \cdots
\]

Let \( q' = ( (s_1, \ldots, s_n), e^\omega ) \), and consider a factor of the path \( p \) labelled by a word of the form \( v = v_ia_{i+1}a \cdots v_ja \), with \( i > 0 \) and \( j - i \geq n \). By the choice of \( v \), \( q' = vq' \), and the first component of \( q' \) is obtained by reducing the \( \geq_R \)-chain

\[
(\varphi(v[0, 0]), \varphi(v[0, 1]), \ldots, \varphi(v), \varphi(v)s_1, \ldots, \varphi(v)s_n)
\]
Now, since the cutting transition \((q, a, q')\) occurs \(n + 1\) times in this factor, the last \(n + 1\) elements of this chain are \(R\)-equivalent. It follows that the first component of \(q'\) is simply equal to \(\hat{\phi}(v)\).

Consider now a superfactorization \(u = u_0w_1w_2\cdots\) obtained by grouping the factors \(v_ia\)

\[
u = \left(\prod_{i=0}^{n-1} v_i a\right) \left(\prod_{i=1}^{n-1} v_i a\right) \left(\prod_{i=2}^{n-1} v_i a\right) \cdots
\]

in such a way that, for some idempotent \(f, \varphi(w_1) = \varphi(w_2) = \cdots = f\). We may also assume that \(i_0 > 0\) and \(i_1 - i_0 \geq n + 1\). Thus \(q' = w_1q' = w_1w_2q' = \cdots\), and

\[
(s_1, \cdots, s_n) = \hat{\varphi}(w_1) = \hat{\varphi}(w_1w_2) = \cdots = \hat{\varphi}(w_1w_2\cdots)
\]

It follows in particular \(s_n \not\in R \varphi(w_1) = f\). Furthermore, \(s_n \varphi e \not\in R\) since \((q, a, q')\)

is a final transition and thus \(e \not\in R\). Therefore \(e^\omega = f^\omega = \varphi(w_1w_2\cdots)\). Thus \(q' = (\hat{\varphi}(w_1w_2\cdots), \varphi(w_1w_2\cdots))\) and it follows from Lemma 7.9 that \(q_0 = w_0q' = (\hat{\varphi}(u), \varphi(u))\).

\[\text{Q.E.D.}\]

\[\text{Q.E.D.}\]

The construction given in the proof of Theorem 7.2 is illustrated in the following examples.

**Example 7.12.** Let \(A = \{a, b\}\) and let \(X = aA^\omega\). The syntactic \(\omega\)-semi-group \(S\) of \(X\), already computed in Example 4.2 is \(S = (S_+, S_\omega)\) where \(S_+ = \{a, b\}, S_\omega = \{a\omega, b\omega\}\), submitted to the following relations

\[
\begin{align*}
aa &= a & \quad ab &= a & \quad aa^\omega &= a^\omega & \quad ab^\omega &= a^\omega \\
ba &= b & \quad bb &= b & \quad ba^\omega &= b^\omega & \quad bb^\omega &= b^\omega
\end{align*}
\]

The syntactic morphism \(\varphi\) of \(X\) is defined by \(\varphi(a) = a\) and \(\varphi(b) = b\). The transition Büchi automaton associated with \(\varphi\) is shown in Figure 10. The final transitions are circled.

\[\text{Figure 10. The transition Büchi automaton associated with } \varphi.\]
Example 7.13. Let $A = \{a, b\}$ and let $X = (A^* a)^\omega$. The syntactic $\omega$-semigroup $S$ of $X$ is $S = (S_+, S_\omega)$ where $S_+ = \{0, 1\}$, $S_\omega = \{0^\omega, 1^\omega\}$, submitted to the following relations

\begin{align*}
1 \cdot 1 &= 1 \\
1 \cdot 0 &= 0 \\
10^\omega &= 0^\omega \\
11^\omega &= 1^\omega \\
0 \cdot 1 &= 0 \\
0 \cdot 0 &= 0 \\
00^\omega &= 0^\omega \\
01^\omega &= 1^\omega
\end{align*}

The syntactic morphism $\varphi$ of $X$ is defined by $\varphi(a) = 0$ and $\varphi(b) = 1$. The transition Büchi automaton associated with $\varphi$ is shown in Figure 11.

![Figure 11. The transition Büchi automaton associated with $\varphi$.](image)

7.3 Transfinite words

A natural extension to finite and infinite words is to consider words indexed by an ordinal, also called transfinite word. Automata on ordinals were introduced by Büchi [8, 9]. This leads to the notion of recognizable set of transfinite words. Subsequent work [3, 4, 5, 12, 13, 40] has shown that a number of results on infinite words can be extended to transfinite words (and even to words on linear orders [6, 29]).

An extension of the notion of $\omega$-semigroup to countable ordinals was given in [3, 4, 5]. A further extension to countable linear orders is given in [6].

It is not difficult to extend the notion of prophetic automata to transfinite words. We show however that prophetic automata do not accept all recognizable sets of transfinite words.

First recall that an automaton on transfinite words is given by a finite set $Q$ of states, sets $I$ and $F$ of initial and final states and a set $E$ of transitions. Each transition is either a triple $(p, a, q)$ where $p$ and $q$ are states and $a$ is a letter or a pair $(q, P)$ where $q$ is a state and $P$ a subset of states. The former ones are called successor transitions and the latter ones limit transitions.
Let $\alpha$ be an ordinal. A path labeled by a word $x = (a_\beta)_{\beta < \alpha}$ of length $\alpha$ is a sequence $c = (q_\beta)_{\beta \leq \alpha}$ of states of length $\alpha + 1$ with the following properties.

1. for each $\beta < \alpha$, the triple $(q_\beta, a_\beta, q_{\beta+1})$ is a successor transition of $A$.
2. for each limit ordinal $\beta \leq \alpha$, the pair $(\lim_\beta(c), c_\beta)$ is a limit transition of $A$, where $\lim_\beta(c)$ is the set of states $q$ such that, for each ordinal $\gamma < \beta$, there is an ordinal $\eta$ such that $\gamma < \eta < \beta$ and $q = q_\eta$.

Note that since $Q$ is finite, the set $\lim_\omega(c)$ is nonempty for each limit ordinal $\beta \leq \alpha$. A path $c = (q_\beta)_{\beta \leq \alpha}$ is initial if its first state $q_0$ is initial and it is final if its last state $q_\alpha$ is final. It is accepting if it is both initial and final. A word $x$ is accepted if it is the label of an accepting path.

The notion of prophetic automaton can be readily adapted to transfinite words: an automaton is prophetic if any transfinite word is the label of exactly one final path. However, the next result shows that not every automaton is equivalent to a prophetic one.

**Proposition 7.14.** The set $A^{\omega^2}$ of words of length $\omega^2$ cannot be accepted by a prophetic automaton.

**Proof.** Suppose there is a prophetic automaton $A$ accepting the set $A^{\omega^2}$. Since the word $\alpha^{\omega^2}$ is accepted by $A$, there is a unique successful path $c = (q_\beta)_{\beta \leq \omega^2}$ labeled by $\alpha^{\omega^2}$. In particular, $q_0$ is an initial state and $q_{\omega^2}$ is a final state. We claim that the word $\alpha^\omega$ is also accepted by $A$.

We first prove that $q_\beta = q_0$ for any $\beta < \omega^2$. The path $(q_\beta)_{1 \leq \beta \leq \omega^2}$ is also a final path labeled by $\alpha^{\omega^2}$. It must therefore be equal to $c$. This shows that $q_n = q_0$ for any $n < \omega$. Similarly, the path $(q_\beta)_{\omega \leq \beta \leq \omega^2}$ is a final path labeled by $\alpha^{\omega^2}$ and hence $q_\beta = q$ for any $\beta < \omega^2$. Since the set $\lim_\omega(c)$ is equal to $\{q_0\}$, the pair $(\{q_0\}, q_{\omega^2})$ must be a limit transition of $A$. Thus the path $c' = (q'_\beta)_{\beta < \omega}$ defined by $q'_\beta = q_0$ if $\beta < \omega$ and $q'_\omega = q_{\omega^2}$ is a successful path labeled by $\alpha^\omega$.

**Q.E.D.**
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