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APPLICATION OF GRAPH COMBINATORICS TO RATIONAL IDENTITIES OF TYPE A

ADRIEN BOUSSICAULT AND VALENTIN FÉRAY

Abstract. To a word \( w \), we associate the rational function \( \Psi_w = \prod (x_{w_i} - x_{w_{i+1}})^{-1} \). The main object, introduced by C. Greene to generalize identities linked to Murnaghan-Nakayama rule, is a sum of its images by certain permutations of the variables. The sets of permutations that we consider are the linear extensions of oriented graphs. We explain how to compute this rational function, using the combinatorics of the graph \( G \). We also establish a link between an algebraic property of the rational function (the factorization of the numerator) and a combinatorial property of the graph (the existence of a disconnecting chain).

1. Introduction

A partially ordered set (poset) \( \mathcal{P} \) is a finite set \( V \) endowed with a partial order. By definition, a word \( w \) containing exactly once each element of \( V \) is called a linear extension if the order of its letters is compatible with \( \mathcal{P} \) (if \( a \leq \mathcal{P} b \), then \( a \) must be before \( b \) in \( w \)). To a linear extension \( w = v_1 v_2 \ldots v_n \), we associate a rational function:

\[
\psi_w = \frac{1}{(x_{v_1} - x_{v_2}) \cdot (x_{v_2} - x_{v_3}) \cdot \ldots \cdot (x_{v_{n-1}} - x_{v_n})}.
\]

We can now introduce the main object of the paper. If we denote by \( \mathcal{L}(\mathcal{P}) \) the set of linear extensions of \( \mathcal{P} \), then we define \( \Psi_{\mathcal{P}} \) by:

\[
\Psi_{\mathcal{P}} = \sum_{w \in \mathcal{L}(\mathcal{P})} \psi_w.
\]

1.1. Background. The linear extensions of posets contain very interesting subsets of the symmetric group: for example, the linear extensions of the poset considered in the article [EMB07] are the permutations smaller than a permutation \( \pi \) for the weak Bruhat order. In this case, our construction is close to that of Demazure characters [Dem74]. S. Butler and M. Bousquet-Mélu characterize the permutations \( \pi \) corresponding to acyclic posets, which are exactly the cases where the function we consider is the simplest.
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Moreover, linear extensions are hidden in a recent formula for irreducible character values of the symmetric group: if we use the notations of (FS07), the quantity $N^\lambda(G)$ can be seen as a sum over the linear extensions of the bipartite graph $G$ (bipartite graphs are a particular case of oriented graphs). This explains the similarity of the combinatorics in article (Fé08) and in this one.

The function $\Psi_P$ was considered by C. Greene (Gre92), who wanted to generalize a rational identity linked to Murnaghan-Nakayama rule for irreducible character values of the symmetric group. He has given in his article a closed formula for planar posets ($\mu_P$ is the Möbius function of $P$):

$$\Psi_P = \begin{cases} 0 & \text{if } P \text{ is not connected}, \\ \prod_{y,z \in P} (x_y - x_z)^{\mu_P(y,z)} & \text{if } P \text{ is connected}, \end{cases}$$

However, there is no such formula for general posets, only the denominator of the reduced form of $\Psi_P$ is known (Bou07). In this article, the first author has investigated the effects of elementary transformations of the Hasse diagram of a poset on the numerator of the associated rational function. He has also noticed, that in some case, the numerator is a specialization of a Schur function (Bou07, paragraph 4.2) (we can also find multiSchur functions or Schubert polynomials).

In this paper, we obtain some new results on this numerator, thanks to a simple local transformation in the graph algebra, preserving linear extensions.

1.2. Main results.

1.2.1. An inductive algorithm. The first main result of this paper is an induction relation on linear extensions (Theorem 4.1). When one applies $\Psi$ on it, it gives an efficient algorithm to compute the numerator of the reduced fraction of $\Psi_P$ (the denominator is already known).

1.2.2. A combinatorial formula. If we iterate our first main result in a clever way, we can describe combinatorially the final result. The consequence is our second main result: if we give to the graph of a poset $P$ a rooted map structure, we have a combinatorial non-inductive formula for the numerator of $\Psi_P$ (Theorem 6.5).

1.2.3. A condition for $\Psi_P$ to factorize. Greene’s formula for the function associated to a planar poset is a quotient of products of polynomials of degree 1. In the non-planar case, the denominator is still a product of degree 1 terms, but not the numerator. So we may wonder when the numerator $N(P)$ can be factorized.

Our third main result is a partial answer (a sufficient but not necessary condition) to this question: the numerator $N(P)$ factorizes if there is a chain
disconnecting the Hasse diagram of $\mathcal{P}$ (see Theorem 7.1 for a precise statement). An example is drawn on figure 1 (the disconnecting chain is $(2,5)$). Note that we use here and in the whole paper an unusual convention: we draw the posets from left (minimal elements) to right (maximal elements).

$$N \left( \begin{array}{ccc} 4 & 6 \\ 2 & 5 \\ 1 & 3 \end{array} \right) = N \left( \begin{array}{cc} 2 & 5 \\ 1 & 3 \end{array} \right) \cdot N \left( \begin{array}{cc} 4 & 6 \\ 2 & 5 \end{array} \right)$$

**Figure 1.** Example of chain factorization

### 1.3. Open problems.

1.3.1. *Around the map structure.* Theorem 6.5 is a combinatorial formula for the numerator of $\Psi_{\mathcal{P}}$ involving a map structure on the corresponding graph. Can we find a formula, which does not depend any additional structure on the graph?

Furthermore if we use ordered-embeddings of graphs in $\mathbb{R} \times \mathbb{R}$ (see definition 7.1), the map structure is not dependent from the poset structure. Is there a way to use this link?

1.3.2. *Necessary condition for factorization.* The conclusion of the factorization Theorem 7.1 is sometimes true, even when the separating path is not a chain: see for example Figure 2 (the path $(5,6,3)$ disconnects the Hasse diagram, but is not a chain).

This equality, and many more, can be easily proved using the same method as Theorem 7.1. Can we give a necessary (and sufficient) condition for the numerator of a poset to factorize into a product of numerators of subposets? Are all factorizations of this kind?

1.3.3. *Characterisation of the numerator.* Let us consider a bipartite poset $\mathcal{P}$ (which has only minimal and maximal elements, respectively $a_1, \ldots, a_l$ and $b_1, \ldots, b_r$). The numerator $N(\mathcal{P})$ of $\Psi_{\mathcal{P}}$ is a polynomial in $b_1, \ldots, b_r$ which degree in each variable can be easily bounded (Bou07, Proposition 3.1). Moreover, we know, by Corollary 4.7, that $N(\mathcal{P}) = 0$ on some affine

$$N \left( \begin{array}{cccc} 2 & 5 & 7 & 8 \\ 1 & 3 & 6 & 9 \end{array} \right) = N \left( \begin{array}{ccc} 2 & 5 \\ 1 & 3 & 6 \end{array} \right) \cdot N \left( \begin{array}{ccc} 5 & 7 & 8 \\ 3 & 6 & 9 \end{array} \right)$$

**Figure 2.** An example of factorization, not contained in Theorem 7.1.
subspaces of the space of variables. Unfortunately, these vanishing relations and its degree do not characterize $N(P)$ up to a multiplicative factor. Is there a bigger family of vanishing relations, linked to the combinatorics of the Hasse diagram of the poset, which characterizes $N(P)$?

This question comes from the following observation: for some particular posets, the numerator is a Schubert polynomial and Schubert polynomials are known to be easily defined by vanishing conditions (Las08).

1.4. **Outline of the paper.** In section 2, we present some basic definitions on graphs and posets.

In section 3, we introduce our main object and its basic properties.

In section 4, we state our first main result: an inductive relation for linear extensions. The next section (5) is devoted to some explicit computations using this result.

Section 6 gives a combinatorial description of the result of the iteration of our inductive relation: we derive from it our second main result, a combinatorial formula for the numerator of $\Psi_P$.

The last Section (7) is devoted to our third main result: a sufficient condition of factorization.

2. **Graphs and posets**

Oriented graphs are a natural way to encode information of posets. To avoid confusions, we recall all necessary definitions in paragraph 2.1. The definition of linear extensions can be easily formulated directly in terms of graphs (paragraph 2.2).

We will also define some elementary removal operations on graphs (paragraph 2.3), which will be used in the next section. Due to transitivity relations, it is not equivalent to perform these operations on the Hasse diagram or on the complete graph of a poset, that’s why we prefer to formulate everything in terms of graphs.

2.1. **Definitions and notations on graphs.** In this paper, we deal with finite directed graphs. So we will use the following definition of a graph $G$:

- A finite set of vertices $V_G$.
- A set of edges $E_G$ defined by $E_G \subset V_G \times V_G$.

If $e \in E_G$, we will note by $\alpha(e) \in V_G$ the first component of $e$ (called origin of $e$) and $\omega(e) \in V_G$ its second component (called end of $e$). This means that each edge has an orientation.

Let $e = (v_1, v_2)$ be an element of $V_G \times V_G$. Then we denote by $\overrightarrow{e}$ the pair $(v_2, v_1)$. 

Figure 3. Example of a chain and a cycle $C$ (we recall that orientations are from left to right).

With this definition of graphs, we have four definitions of injective walks on the graph.

<table>
<thead>
<tr>
<th></th>
<th>can not go backwards</th>
<th>can go backwards</th>
</tr>
</thead>
<tbody>
<tr>
<td>closed</td>
<td>circuit</td>
<td>cycle</td>
</tr>
<tr>
<td>non-closed</td>
<td>chain</td>
<td>path</td>
</tr>
</tbody>
</table>

More precisely,

**Definition 2.1.** Let $G$ be a graph and $E$ its set of edges.

- **chain:** A chain is a sequence of edges $c = (e_1, \ldots, e_k)$ of $G$ such that $\omega(e_1) = \alpha(e_2)$, $\omega(e_2) = \alpha(e_3)$, ... and $\omega(e_{k-1}) = \alpha(e_k)$.
- **circuit:** A circuit is a chain $(e_1, \ldots, e_k)$ of $G$ such that $\omega(e_k) = \alpha(e_1)$.
- **path:** A path is a sequence $(e_1, \ldots, e_h)$ of elements of $E \cup \overline{E}$ such that $\omega(e_1) = \alpha(e_2)$, $\omega(e_2) = \alpha(e_3)$, ..., and $\omega(e_{k-1}) = \alpha(e_k)$.
- **cycle:** A cycle $C$ is a path with the additional property that $\omega(e_k) = \alpha(e_1)$. If $C$ is a cycle, then we denote by $HE(C)$ the set $C \cap E$.

In all these definitions, we add the condition that all edges and vertices are different (except of course, the equalities in the definition).

**Remark 1.** The difference between a cycle and a circuit (respectively a path and a chain) is that, in a cycle (respectively in a path), an edge can appear in both directions (not only in the direction given by the graph structure). The edges, which appear in a cycle $C$ with the same orientation than their orientation in the graph, are exactly the elements of $HE(C)$.

To make the figures easier to read, $\alpha(e)$ is always the left-most extremity of $e$ and $\omega(e)$ its right-most one. Such drawing construction is not possible if the graph contains a circuit. But its case will not be very interesting for our purpose.

**Example 1.** An example of graph is drawn on figure 3. In the left-hand side, the non-dotted edges form a chain $c$, whereas, in the right-hand side, they form a cycle $C$, such that $HE(C)$ contains 3 edges: $(1, 6), (6, 8)$ and $(5, 7)$.

The **cyclomatic number** of a graph $G$ is $|E_G| - |V_G| + c_G$, where $c_G$ is the number of connected components of $G$. A graph contains a cycle if and only
2.2. **Posets, graphs, Hasse diagrams and linear extensions.** In this paragraph, we recall the link between graphs and posets.

Given a graph $G$, we can consider the binary relation on the set $V_G$ of vertices of $G$:

$$x \leq y \overset{\text{def}}{\iff} \left( x = y \text{ or } \exists e \in E_G \text{ such that } \begin{cases} \alpha(e) = x \\ \omega(e) = y \end{cases} \right)$$

This binary relation can be completed by transitivity. If the graph has no circuit, the resulting relation $\leq$ is antisymmetric and, hence, endows the set $V_G$ with a poset structure, which will be denoted $\text{poset}(G)$.

The application $\text{poset}$ is not injective. Among the pre-images of a given poset $\mathcal{P}$, there is a minimum one (for the inclusion of edge set), which is called Hasse diagram of $\mathcal{P}$ (see figure 4 for an example).

The definition of linear extensions given in the introduction can be formulated in terms of graphs:

**Definition 2.2.** A linear extension of a graph $G$ is a total order $\leq_w$ on the set of vertices $V$ such that, for each edge $e$ of $G$, one has $\alpha(e) \leq_w \omega(e)$.

The set of linear extensions of $G$ is denoted $\mathcal{L}(G)$. Let us also define the formal sum $\varphi(G) = \sum_{w \in \mathcal{L}(G)} w$.

We will often see a total order $\leq_w$ defined by $v_{i_1} \leq_w v_{i_2} \leq_w \ldots \leq_w v_{i_n}$ as a word $w = v_{i_1}v_{i_2}\ldots v_{i_n}$.

For example, the linear extensions of the poset drawn in the figure are 1234 and 1324.
Remark 2. If $G$ contains a circuit, then it has no linear extensions. Else, its linear extensions are the linear extensions of poset$(G)$. Thus considering graphs instead of posets does not give more general results.

The following lemma comes straightforward from the definition:

**Lemma 2.1.** Let $G$ and $G'$ be two graphs with the same set of vertices. Then one has:

$$E(G) \subset E(G') \quad \text{and} \quad w \in \mathcal{L}(G') \implies w \in \mathcal{L}(G);$$

$$w \in \mathcal{L}(G) \quad \text{and} \quad w \in \mathcal{L}(G') \iff w \in \mathcal{L}(G \vee G'),$$

where $G \vee G'$ is defined by

$$\begin{cases} V(G \vee G') = V(G) = V(G'); \\ E(G \vee G') = E(G) \cup E(G'). \end{cases}$$

**2.3. Elementary operations on graphs.** The main tool of this paper consists in removing some edges of a graph $G$.

**Definition 2.3.** Let $G$ be a graph and $E'$ a subset of its set of edges $E_G$. We will denote by $G \setminus E'$ the graph $G'$ with

- the same set of vertices as $G$;
- the set of edges $E_G'$ defined by $E_G' := E_G \setminus E'$.

**Definition 2.4.** If $G$ is a graph and $V'$ a subset of its set of vertices $V$, $V'$ has an induced graph structure: its edges are exactly the edges of $G$, which have both their extremities in $V'$.

If $V \setminus V' = \{v_1, \ldots, v_l\}$, the graph induced by $V'$ will be denoted by $G\{v_1, \ldots, v_l\}$. The symbol is the same than in definition 2.3, but it should not be confusing.

**Definition 2.5 (Contraction).** We denote by $G/e$ the graph (here, the set of edges can be a multiset) obtained by contracting the edge $e$ (i.e. in $G/e$, there is only one vertex $v$ instead of $v_1$ and $v_2$, the edges of $G$ different from $e$ are edges of $G/e$: if their origin and/or end in $G$ is $v_1$ or $v_2$, it is $v$ in $G/e$).

Then, if $\alpha(e) \neq \omega(e)$, $G/e$ is a graph with the same number of connected components and the same cyclomatic number as $G$.

These definitions are illustrated on figures 5 and 6.
3. Rational functions on graphs

3.1. Definition. Given a graph $G$ with $n$ vertices $v_1, \ldots, v_n$, we are interested in the following rational function $\Psi(G)$ in the variables $(x_{v_i})_{i=1\ldots n}$:

$$\Psi(G) = \sum_{w \in \mathcal{L}(G)} \frac{1}{(x_{w_1} - x_{w_2}) \cdots (x_{w_{n-1}} - x_{w_n})}.$$ 

We also consider the renormalization:

$$N(G) := \Psi(G) \cdot \prod_{e \in E_G} (x_{\alpha(e)} - x_{\omega(e)}).$$

In fact, we will see later that it is a polynomial. Moreover, if $G$ is the Hasse diagram of a poset, $\Psi(G) = \frac{N(G)}{\prod_{e \in E_G} (x_{\alpha(e)} - x_{\omega(e)})}$ is a reduced fraction.

3.2. Pruning invariance. Thanks to the following lemma, it will be easy to compute $N$ on forests (note that these results have already been proved in [Bou07], but the following demonstrations are simpler and make this article self-contained).

Lemma 3.1. Let $G$ be a graph with a vertex $v$ of valence 1 and $e$ the edge of extremity (origin or end) $v$. Then one has

$$N(G) = N(G \setminus \{v\}).$$

For example,

$$N \left( \begin{array}{cc}
2 & 4 \\
3 & e \end{array} \right) = N \left( \begin{array}{cc}
2 & 4 \\
1 & 3 \end{array} \right) = x_1 + x_2 - x_3 - x_4.$$

Proof. One wants to prove that:

$$(x_{\alpha(e)} - x_{\omega(e)}) \cdot \left( \sum_{w' \in \mathcal{L}(G)} \psi_{w'} \right) = \sum_{w \in \mathcal{L}(G \setminus \{v\})} \psi_w.$$

But one has a map $er_v : \mathcal{L}(G) \to \mathcal{L}(G \setminus \{v\})$ which sends a word $w'$ to the word $w$ obtained from $w'$ by erasing the letter $v$ (see figure [3]). So it is
enough to prove that, for each $w \in \mathcal{L}(G \setminus \{v\})$, one has :

$$(x_{\alpha(e)} - x_{\omega(e)}) \cdot \left( \sum_{w' \in \text{er}^{-1}_v(w)} \psi_{w'} \right) = \psi_w.$$ 

Let us assume that $v$ is the end of $e$ and $w = w_1 \ldots w_{n-1} \in \mathcal{L}(G \setminus \{v\})$. We denote by $k$ the index in $w$ of the origin of $e$. The set $\text{er}^{-1}_v(w)$ is:

$$\{ w_1 \ldots w_i w_{i+1} \ldots w_{n-1}, i \geq k \}$$

So, one has:

$$\sum_{w' \in \text{er}^{-1}_v(w)} \psi_{w'} = \sum_{i=k}^{n-1} \frac{1}{(w_1 - w_2) \ldots (w_i - w_{i-1})(w_i - v)(v - w_{i+1})(w_{i+1} - w_{i+2}) \ldots (w_{n-2} - w_{n-1})}$$

$$= \frac{1}{(w_1 - w_2) \ldots (w_i - w_{i-1})(w_i - w_{i+1})(w_{i+1} - w_{i+2}) \ldots (w_{n-2} - w_{n-1})} \cdot \left[ \sum_{i=k}^{n-2} \left( \frac{1}{v - w_{i+1}} - \frac{1}{v - w_i} \right) + \frac{1}{w_{n-1} - v} \right]$$

$$= \frac{1}{(w_1 - w_2) \ldots (w_{n-2} - w_{n-1})} \cdot \frac{1}{w_k - v}$$

$$= \psi_w \cdot \frac{x_{\alpha(e)} - x_{\omega(e)}}{x_{\alpha(e)} - x_{\omega(e)}}$$

The computation is similar if $v$ is the origin of $e$. 

3.3. **Value on forests.** One can now compute the value of $N$ on forests. This result is essential in the following sections because we will often make proofs by induction on the cyclomatic number.
Proposition 3.2. If \( T \) is a tree and \( F \) a disconnected forest, one has:

\[
N(T) = 1; \\
N(F) = 0.
\]

Proof. Thanks to the pruning Lemma 3.1 page 8, we only have to prove it in the case where \( F \) is a disjoint union of \( n \) points. If \( n = 1 \), it is obvious that \( N(\cdot) = \Psi(\cdot) = 1 \). Else, if we denote by \( c \) the full cycle \((1 \ldots n)\), one has:

\[
\Psi(F) = \sum_{\sigma \in S(n)} \frac{1}{n^{n-1}} \left( x^{\sigma(1)} - x^{\sigma(2)} \right) \cdots \left( x^{\sigma(n-1)} - x^{\sigma(n)} \right)
\]

\[
= \frac{1}{n} \sum_{\sigma \in S(n)} \sum_{i=0}^{n-1} \frac{1}{n^{n-1}} \left( x^{\sigma oc^i(1)} - x^{\sigma oc^i(2)} \right) \cdots \left( x^{\sigma oc^i(n-1)} - x^{\sigma oc^i(n)} \right)
\]

\[
= \frac{1}{n} \sum_{\sigma \in S(n)} \left( x^{\sigma(1)} - x^{\sigma(2)} \right) \cdots \left( x^{\sigma(n-1)} - x^{\sigma(n)} \right) (x^{\sigma(n)} - x^{\sigma(1)})
\]

\[
= 0.
\]

\( \square \)

4. The main transformation

In the section 3, we have defined a simple operation on graphs consisting in removing edges. Thanks to this operation, we will be able to construct an operator which lets invariant the formal sum of linear extensions (paragraph 4.1). Due to the definition of \( \Psi \), this implies immediately an inductive relation on the rational functions \( \Psi_G \) (paragraph 4.2).

4.1. Equality on linear extensions. In this paragraph, we prove an induction relation on the formal sums of linear extensions of graphs. More exactly, we write, for any graph \( G \) with at least one cycle, \( \varphi(G) \) as a linear combination of \( \varphi(G') \), where \( G' \) runs over graphs with a strictly lower cyclomatic number. In the next paragraphs, we will iterate this relation and apply \( \Psi \) to both sides of the equality to study \( \Psi_G \).

If \( G \) is a finite graph and \( C \) a cycle of \( G \), let us denote by \( T_C(G) \) the following formal alternate sum of subgraphs of \( G \):

\[
T_C(G) = \sum_{E' \subseteq H \in E(C), E' \neq \emptyset} (-1)^{|E'| - 1} G \setminus E'.
\]

The function \( \varphi(G) = \sum_{w \in L(G)} w \) can be extended by linearity to the free abelian group spanned by graphs. One has the following theorem:
Theorem 4.1. Let $G$ be a graph and $C$ a cycle of $G$. Then,

$$\varphi(G) = \varphi(T_C(G)).$$

Note that all graphs appearing in the right-hand side of (3) have strictly less cycles than $G$. An example is drawn on figure 8 (to make it easier to read, we did not write the operator $\varphi$ in front of each graph).

Remark 3. In the case where $HE(C) = \emptyset$, this theorem says that graphs with oriented circuits have no linear extensions (see remark 2 page 6).

If it is a singleton, it says that we do not change the set of linear extensions by erasing an edge if there is a path going from its origin to its end (thanks to transitivity).

An other very interesting case of our relation is the following one. Let $G$ be a graph and $v_1$ and $v_2$ two vertices of $G$ which are not linked by an edge. We can write

$$\varphi(G) = \sum_{w \in \mathcal{L}(G), v_1 \leq w \leq v_2} w + \sum_{w \in \mathcal{L}(G), v_2 \leq w \leq v_1} w$$

This is in fact a special case of our relation on the graph $G'$ obtained from $G$ by adding two edges $e_{1,2} = (v_1, v_2)$ and $e_{2,1} = (v_2, v_1)$. This graph contains a circuit so $\varphi(G') = 0$. But one also has:

$$\varphi(G') = \varphi(G \cup \{e_{1,2}\}) + \varphi(G \cup \{e_{2,1}\}) - \varphi(G).$$

So $\varphi(G)$ is the sum of two terms corresponding exactly to equation (4). By iterating this equality, deleting graph with circuits and erasing edges thanks
to transitivity relation, we obtain:

\[ \varphi(G) = \sum_{w \in \mathcal{L}(G)} \varphi(w_1 \rightarrow w_2 \rightarrow \cdots \rightarrow w_n \rightarrow) \]

An immediate consequence is that any relation between the \( \varphi(G) \) can be deduced from Theorem 4.1.

To prove Theorem 4.1, we will need the two following lemma:

**Lemma 4.2.** Let \( w \in \mathcal{L}(G \setminus HE(C)) \). There exists \( E'(w) \) such that

\[ \forall E'' \subset HE(C), \quad w \in \mathcal{L}(G \setminus E') \iff E'(w) \subset E'' \subset HE(C). \]

**Proof.** Immediate consequence of lemma 2.1 page 4. \( \square \)

**Lemma 4.3.** Let \( w \in \mathcal{L}(G \setminus HE(C)) \), there exists \( E'' \subset HE(C) \) such that

\[ w \in \mathcal{L}(G \setminus E'') \]

**Proof.** Suppose that we can find a word \( w \) for which the lemma is false. Since \( w \in \mathcal{L}(G \setminus HE(C)) \), the word \( w \) fulfills the relations of the edges of \( C \), which are not in \( HE(C) \).

But, if \( e \in HE(C) \), one has \( w \notin \mathcal{L}(G \setminus HE(C) \setminus \{e\}) \). That means that \( w \) does not fulfill the relation corresponding to the edge \( e \). As \( w \) is a total order, it fulfills the opposite relation:

\[ w \in \mathcal{L}(G \setminus HE(C) \cup \{e\}) \]

Doing the same argument for each \( e \in HE(C) \), one has

\[ w \in \mathcal{L}(G \setminus HE(C) \cup HE(C)) \]

But this graph contains an oriented cycle so the corresponding set of linear extension is empty. \( \square \)

Let us come back to the proof of Theorem 4.1.

Let \( w \) be a word containing exactly once each element of \( V(G) \). We will compute its coefficient in \( \varphi(G) - \varphi(T_C(G)) = \sum_{E' \subset HE(C)} (-1)^{|E'|} \varphi(G \setminus E') \):

- If \( w \notin \mathcal{L}(G \setminus HE(C)) \), its coefficient is zero in each summand.
- If \( w \in \mathcal{L}(G \setminus HE(C)) \), thanks Lemma 4.2, we know that there exists \( E'(w) \subset HE(C) \) such that

\[ \forall E'' \subset HE(C), \quad w \in \mathcal{L}(G \setminus E'') \iff E'(w) \subset E'' \subset HE(C). \]

So the coefficient of \( w \) in \( \varphi(G) - \varphi(T_C(G)) \) is

\[ \sum_{E'(w) \subset E'' \subset HE(C)} (-1)^{|E''|} = 0 \] (because \( E'(w) \neq HE(C) \), Lemma 4.3).
4.2. Consequences on Greene’s functions. In the previous paragraph,
we have established an induction formula for the formal sum of linear ex-
tensions (Theorem 4.1). One can apply $\Psi$ to both sides of this equa-
tility to compute $N(G)$:

**Proposition 4.4.** Let $G$ be the graph containing a cycle $C$. Then,

$$N(G) = \sum_{E' \subseteq HE(C)} \left( -1 \right)^{|E'|} N(G \setminus E') \prod_{e \in E'} \left( x_{\alpha(e)} - x_{\omega(e)} \right) .$$

By Proposition 3.2 page 10, one has $N(T) = 1$ if $T$ is a tree and $N(F) = 0$
if $F$ is a disconnected forest. So this Proposition gives us an algo-
rithm to compute $N(G)$: we just have to iterate it with any cycles until all the
graphs in the right hand side are forests. More precisely, if after iterating
transformations of type $TC$ on $G$, we obtain the formal linear combination
$\sum c_F F$ of subforests of $G$, then:

$$N(G) = \sum_{T \text{ subtree of } G} c_T \prod_{e \in E \setminus E_T} \left( x_{\alpha(e)} - x_{\omega(e)} \right) .$$

In this formula, $N(G)$ appears as a sum of polynomials. So the computa-
tion of $N(G)$, using this formula, is easier than a direct application of the
definition

$$N(G) = \sum_{w \in L(G)} \left( \Psi_w \cdot \prod_{e \in E_G} \left( x_{\alpha(e)} - x_{\omega(e)} \right) \right) ,$$

where the summands may have poles.

For instance,

$$N\left( \begin{array}{ccc}
1 & 2 & 3 \\
1 & \text{ } & \text{ } \\
\text{ } & \text{ } & \text{ } \\
\end{array} \right) = N\left( \begin{array}{ccc}
1 & 2 & 3 \\
1 & \text{ } & \text{ } \\
\text{ } & \text{ } & \text{ } \\
\end{array} \right) \cdot (x_1 - x_3) = x_1 - x_3 .$$

We will use this algorithm in the next section on some other examples. But
it has also a theoretical interest: some properties of $N$ on forests can be
immediately extended to any graph.

**Corollary 4.5.** For any graph $G$, the rational function $N(G)$ is a polynomial.
Moreover, if $G$ is disconnected, $N(G) = 0$.

In fact, if $G$ is the Hasse diagram of a connected poset, the fraction
$\Psi(G) = \prod_{e \in E_G} \frac{N(G)}{x_{\alpha(e)} - x_{\omega(e)}}$ is irreducible (see (Bou07) for a proof of this fact).

The following result can also be proved by induction on the cyclomatic
number:
contraction of $2\rightarrow 4$ $x_1 + x_2 - x_3 - x_4 \quad \xrightarrow{x_2=x_4} \quad x_1 - x_3$

**Figure 9.** Contraction and numerator

\[ G = \begin{array}{ccc}
1 & 2 & 3 \\
v_1 & v_2 & v_3 \\
\end{array} \quad \xrightarrow{\text{contraction of } e=(v_1,v_2)} \quad G/e = \begin{array}{ccc}
1 & 2 & 3 \\
v_1 = v_2 & v_3 \\
\end{array} \]

**Figure 10.** The different cases of the proof of proposition 4.6

*Proposition 4.6.* Let $G$ be a graph and $e$ an edge of $G$ between two vertices $v_1$ and $v_2$. Then

\[ N(G/e) = N(G) \bigg|_{x_{v_1}=x_{v_2}=x_v}, \]

where $v$ is the contraction of $v_1$ and $v_2$ in $G/e$.

*Proof (by induction on the cyclomatic number of $G$).* If $G$ is a forest, then the equality is obvious by Proposition 3.2.

If $G/e$ contains a cycle $C_e$, then we consider the following cycle $C$ in $G$ (figure 10 illustrate all the different cases):

1) If $C_e$ does not go through the vertex $v$ (contraction of $v_1$ and $v_2$), then $C_e$ can also be seen as a cycle $C$ of $G$.

2) Suppose that $v$ is the end of $e_i$ and the origin of $e_{i+1}$ and that they are also the same vertex ($v_1$ or $v_2$) in $G$. Then, $C_e$ can still be seen as a cycle $C$ of $G$.

3) Suppose that $v$ is the end of $e_i$ and the origin of $e_{i+1}$ but that these two edges have different extremities ($v_1$ and $v_2$) in $G$. Then we add the edge $e$ or $\overline{e}$ to $C_e$ (between $e_i$ and $e_{i+1}$) to obtain a cycle $C$ of $G$.

Eventually by changing the orientations of $C_e$ and $C$, we can assume that $e \notin HE(C)$ and, as a consequence $HE(C) = HE(C_e)$. By theorem 4.3 page
one has:

\[ N(G/e) = \left(\sum_{E' \in HE(C_e)} (-1)^{|E'|-1} N((G/e) \setminus E') \prod_{e \in E'} (x_{\alpha(e)} - x_{\omega(e)}) \right). \]

\[ N(G) = \left(\sum_{E' \in HE(C)} (-1)^{|E'|-1} N(G \setminus E') \prod_{e \in E'} (x_{\alpha(e)} - x_{\omega(e)}) \right). \]

As \( e \notin HE(C) \), \( (G \setminus E')/e = (G/e) \setminus E' \) and \( HE(C_e) = HE(C) \).

This ends the proof by applying the induction hypothesis to the graphs \( G \setminus E' \).

Another immediate consequence of Proposition 4.4 is the following vanishing property of \( N(G) \).

**Corollary 4.7.** Let \( G \) be a graph. Let \( C \) be a cycle of \( G \) with \( HE(C) = \{e_1, \ldots, e_r\} \). One has

\[ N(G)|_{x_{\alpha(e_i)}=x_{\omega(e_i)}, i=1...r} = 0. \]

Unfortunately, this corollary, written for every cycle of a graph \( G \), does not characterize \( N(G) \) up to a multiplicative factor (see paragraph 1.3.3).

5. **Some explicit computations of rational functions**

This section is devoted to some examples of explicit computation of \( N(G) \) using the algorithm described in paragraph 4.2.

5.1. **Graphs with cyclomatic number 1.** We consider in this paragraph connected graphs \( G \) with \( |V_G| = |E_G| \). Using pruning Lemma 3.1 page 8, we can suppose that each vertex of \( G \) has valence 2. We denote by max(\( G \)) (resp. min(\( G \))) the set of maximal (resp. minimal) elements of \( G \). The following result was already proved in [Bor07], but we present here a simpler proof using the results of the previous section.

**Proposition 5.1.** If \( G \) is a connected graph with vertices of valence 2, then

\[ N(G) = \sum_{v \in \text{min}(G)} x_v - \sum_{v' \in \text{max}(G)} x_{v'}. \]

**Proof.** \( G \) has only one cycle \( C \) (we only have to choose an orientation). In the right-hand side of equation 3 page 11, we have two kinds of terms:

- If \( |E'| = 1 \), \( G \setminus E' \) is a tree and \( N(G \setminus E') = 1 \).
- If \( |E'| > 1 \), \( G \setminus E' \) is disconnected and \( N(G \setminus E') = 0 \).

Then

\[ N(G) = \sum_{e \in HE(C)} (x_{\alpha(e)} - x_{\omega(e)}). \]
The sum above can be simplified and is equal to 
\[ \sum_{v \in \min(G)} x_v - \sum_{v' \in \max(G)} x_{v'}. \]

Example 2.

\[
\begin{align*}
N \begin{pmatrix}
1 & 2 & 3 & 4 & 5 \\
2 & 4 & 5 & 1 & 3 \\
3 & 1 & 2 & 5 & 4 \\
4 & 2 & 1 & 3 & 5 \\
5 & 3 & 4 & 2 & 1
\end{pmatrix}
\quad &= \quad (x_1 - x_3)N \begin{pmatrix}
1 & 2 & 3 & 4 & 5 \\
2 & 4 & 5 & 1 & 3 \\
3 & 1 & 2 & 5 & 4 \\
4 & 2 & 1 & 3 & 5 \\
5 & 3 & 4 & 2 & 1
\end{pmatrix}
\quad + \quad (x_2 - x_4)N \begin{pmatrix}
1 & 2 & 3 & 4 & 5 \\
2 & 4 & 5 & 1 & 3 \\
3 & 1 & 2 & 5 & 4 \\
4 & 2 & 1 & 3 & 5 \\
5 & 3 & 4 & 2 & 1
\end{pmatrix}
\quad + \quad (x_4 - x_5)N \begin{pmatrix}
1 & 2 & 3 & 4 & 5 \\
2 & 4 & 5 & 1 & 3 \\
3 & 1 & 2 & 5 & 4 \\
4 & 2 & 1 & 3 & 5 \\
5 & 3 & 4 & 2 & 1
\end{pmatrix} \\
\quad \pm \quad N \begin{pmatrix}
\text{disconnected} \\
\text{graphs}
\end{pmatrix}
\quad = \quad (x_1 - x_3) + (x_2 - x_4) + (x_4 - x_5)
\quad = \quad x_1 + x_2 - x_3 - x_5.
\end{align*}
\]

5.2. Graphs with cyclomatic number 2. Let \( G \) be a connected graph with a cyclomatic number equal to 2. Thanks to pruning Lemma 3.1 page 8, we can assume that \( G \) has no vertices of valence 1. As \(|E_G| = |V_G| + 1\), the graph has, in addition of vertices of valence 2, either two vertices of valence 3 or one vertex of valence 4. We will only look here at the case where there are two vertices \( v \) and \( v' \) of valence 3 and the edges can be partitioned into three paths \( p_0, p_1 \) and \( p_2 \) from \( v \) to \( v' \) (the other cases are easier because the cycles have no edges in common).

For \( i = 0, 1, 2 \), let us denote by \( E_i \) (resp. by \( E_i' \)) the set of edges of the path \( p_i \) which appear in the same (resp. opposite) orientation in the graph and in the path \( p_i \) (see the figure 11 for an example, we have written on each edge the index of the set it belongs to). If \( I = \{i_1, \ldots, i_l\} \subset \{0, 1, 2, \overline{0}, \overline{1}, \overline{2}\} \), we consider the following alternate sum of graphs:

\[
(5) \quad G_I = \sum_{\emptyset \neq E_i' \subset E_{i_1} \ldots \emptyset \neq E_l' \subset E_{i_l}} (-1)^{|E_{i_1}'| - 1} \ldots (-1)^{|E_l'| - 1} G \setminus \{E_0' \cup \ldots \cup E_l'\}.
\]

Let us consider the cycle \( C = p_1 \cdot p_2 \): one has \( HE(C) = E_1' \cup E_2 \). The subsets of \( HE(C) \) can be partitioned in three families:

- that included in \( E_1' \);
that included in $E_2$;
• the unions of non empty subset of $E_\mathcal{T}$ and non empty subset of $E_2$.

Thus, if we apply Theorem 11 page 14 with respect to $C$, we obtain:

$$\varphi(G) = \varphi(G_\mathcal{T}) + \varphi(G_2) - \varphi(G_2,T),$$

where $G_1, G_2$ and $G_{2,1}$ are defined in equation 3.

Each graph in $G_\mathcal{T}$ contains the cycle $\overline{p_0} \cdot p_2$, because only edges belonging to $p_1$ have been removed. If we apply Theorem 14 with this cycle, we obtain:

$$\varphi(G_\mathcal{T}) = \sum_{E' \subseteq E_\mathcal{T}} (-1)^{|E'|-1} \varphi(G \setminus E')$$

$$= \sum_{E' \subseteq E_\mathcal{T}} (-1)^{|E'|} \left( \sum_{E'' \subseteq E_\mathcal{T}} (-1)^{|E''|-1} \varphi((G \setminus E') \setminus E'') \right)$$

$$+ \sum_{E'' \subseteq E_2} (-1)^{|E''|-1} \varphi((G \setminus E') \setminus (E'' \cup E'''))$$

$$- \sum_{E' \subseteq E_\mathcal{T}, E'' \subseteq E_2} (-1)^{|E''|-1} \left( \sum_{E''' \subseteq E_\mathcal{T}} (-1)^{|E'''|-1} \varphi((G \setminus E') \setminus (E'' \cup E'''')) \right)$$

$$= \varphi(G_{0,\mathcal{T}}) + \varphi(G_{2,\mathcal{T}}) - \varphi(G_{2,0,\mathcal{T}})$$

In a similar way, all graphs in $G_2$ contains the cycle $p_1 \cdot \overline{p_0}$ and one has

$$\varphi(G_2) = +\varphi(G_{2,\mathcal{T}}) + \varphi(G_{1,2}) - \varphi(G_{1,2,\mathcal{T}}).$$

The graphs in $G_{2,\mathcal{T}}$ have no cycles, so, finally:

$$\varphi(G) = \varphi(G_{0,\mathcal{T}}) + \varphi(G_{2,\mathcal{T}}) - \varphi(G_{2,0,\mathcal{T}})$$

$$+ \varphi(G_{2,\mathcal{T}}) + \varphi(G_{1,2}) - \varphi(G_{1,2,\mathcal{T}});$$

$$= \varphi(G_{0,\mathcal{T}}) - \varphi(G_{2,0,\mathcal{T}}) + \varphi(G_{2,\mathcal{T}}) + \varphi(G_{1,2}) - \varphi(G_{1,2,\mathcal{T}}).$$

If we apply $\Psi$ to this equality, we keep only connected graphs and obtain:

$$\Psi(G) = \Psi(G_{0,1}) + \Psi(G_{2,0}) + \Psi(G_{1,2}),$$

where $G'_1 = \sum_{e_1 \in E_1, \ldots, e_i \in E_i} G_i \setminus \{e_1, \ldots, e_i\}$. As all graphs in the expression of $G'_1$ are trees, we obtain (by using $X_e$ instead of $x_{a(e)} - x_{\omega(e)}$):

$$N(G) = \sum_{e_1 \in E_1} X_{e_1} \cdot X_{e_2} + \sum_{e_1 \in E_1, e_2 \in E_2} X_{e_1} \cdot X_{e_2} + \sum_{e_1 \in E_1, e_2 \in E_2} X_{e_1} \cdot X_{e_2}$$

$$= \left( \sum_{e_1 \in E_1} X_{e_1} \right) \left( \sum_{e_2 \in E_2} X_{e_2} \right) + \left( \sum_{e_2 \in E_2} X_{e_2} \right) \left( \sum_{e_1 \in E_1} X_{e_1} \right)$$

$$+ \left( \sum_{e_1 \in E_1} X_{e_1} \right) \left( \sum_{e_2 \in E_2} X_{e_2} \right).$$
One can notice that, if $E_0$ is empty (that is to say that there is a chain form $v$ to $v'$), the polynomial $N(G)$ is the product of two polynomials on degree 1. This is a particular case of our third main result (Theorem 7.1).

5.3. Simple bipartite graphs.

Definition 5.1. A graph is said to be bipartite if its set of vertices can be partitioned in two sets $A = \{a_i\}$ and $B = \{b_i\}$ such that $E \subset A \times B$. Moreover, a bipartite graph is said complete if $E = A \times B$.

In this section we will look at bipartite graphs $G$ such that $|A| = 2$. Thanks to the pruning Lemma 3.1 page 8, we can suppose that $G$ is a complete bipartite graph. The complete bipartite graph with $|A| = 2$ and $|B| = n$ is unique up to isomorphism and will be denoted $G_{2,n}$ (drawn on figure 12 for $n = 4$).

We will denote vertices and his associated variables in the same way.

Proposition 5.2. Let $G_{2,n}$ be a bipartite graph with $A = \{a_1, a_2\}$ and $B = \{b_1, \ldots, b_n\}$, then

$$N(G_{2,n}) = \sum_{i=1}^{n} \left( \prod_{j<i}(a_1 - b_j) \cdot \prod_{k>i}(a_2 - b_k) \right).$$

Proof. For each $h = 1, 2$ and $i = 1, \ldots, n$, we denote by $e_{h,i}$ the edge $(a_h, b_i)$. We will show, by induction of $n$, that, by applying several times theorem 4.1 page 11, we obtain the following equality (which is drawn on figure 13 for $n = 4$; we omit the $\phi$ for clearness):

$$(6) \quad \varphi(G_{2,n}) = \sum_{i=1}^{n} \varphi(G_{2,n}\backslash\{e_{2,1}, \ldots, e_{2,i-1}, e_{1,i+1}, \ldots, e_{1,n}\})$$

$$- \sum_{i=1}^{n-1} \varphi(G_{2,n}\backslash\{e_{2,1}, \ldots, e_{2,i}, e_{1,i+1}, \ldots, e_{1,n}\}).$$

For $n = 1$, the statement is obvious. Let us suppose that our formula is true for $n$ and that the equality at rank $n$ is obtained by an iterated application of Theorem 4.1 in the graph $G_{2,n}$. We can do the same transformations
in $G_{2,n+1}$ (which contains canonically $G_{2,n}$). We obtain:

$$
(7) \quad \varphi(G_{2,n+1}) = \sum_{i=1}^{n} \varphi(G_{2,n+1}\{e_{2,1}, \ldots, e_{2,i-1}, e_{1,i+1}, \ldots, e_{1,n}\})
$$

The graphs of the first line have still one cycle $(e_{2,i}, e_{1,i}, e_{1,n+1}, e_{2,n+1})$. By Theorem 4.1, one has:

$$
\varphi(G_{2,n+1}\{e_{2,1}, \ldots, e_{2,i-1}, e_{1,i+1}, \ldots, e_{1,n}\}) = \\
\varphi(G_{2,n+1}\{e_{2,1}, \ldots, e_{2,i-1}, e_{2,i}, e_{1,i+1}, \ldots, e_{1,n}\}) + \\
\varphi(G_{2,n+1}\{e_{2,1}, \ldots, e_{2,i-1}, e_{1,i+1}, \ldots, e_{1,n}, e_{1,n+1}\}) - \\
\varphi(G_{2,n+1}\{e_{2,1}, \ldots, e_{2,i-1}, e_{2,i}, e_{1,i+1}, \ldots, e_{1,n}, e_{1,n+1}\}).
$$

Using this formula for each $i$, the first summand balances with the negative term in (7) (except for $i = n$) and the two other summands are exactly what we wanted. This ends the induction and Formula (7) is true for any $n$.

Note that the graphs of its right hand side have no cycles and that only the ones of the first line are connected. We just have to apply $\Psi$ to this equality, and use the value of $\Psi$ on forests (Proposition 3.2 page 10) to finish the proof of the proposition. $\square$

Note that this case is interesting because the function $N$ can be expressed as a specialization of a rectangular Schur function (see (Bou07, Proposition 4.2)).

Remark 4. Our algorithm allows us to write $\varphi(G)$ as a sum of terms of the kind $\pm \varphi(F)$, with $F$ subforest of $G$. But, in the three examples of this section, all trees have 0 or +1 as coefficients after iteration of transformations of kind $T_C$ on $G$. We will see in the next section that this is possible for any graph $G$ with a clever choice of cycles.
6. A combinatorial formula for $N$

To compute the polynomial $N$ associated to a graph $G$, we only have to find the coefficient of trees in a formal linear combination of forests obtained by iterating transformations $T_C$ on $G$. But there are many possible choices of cycles at each step and these coefficients depend on these choices.

A way to avoid this problem is to give to $G$ a rooted map structure and to look at the particular decomposition introduced in the paper (Féray08, section 3). With these particular choices, we have a combinatorial description of the trees with coefficient +1, all other trees having 0 as coefficient.

6.1. Rooted maps and admissible cycles.

Definition 6.1. A (combinatorial oriented) map is a connected graph with, for each vertex $v$, a cyclic order on the edges whose origin or end is $v$. This definition is natural when the graph is drawn on a two dimensional surface (see for example (Tutte63)). The figure 14 gives an example of three different maps with the same underlying graph.

It is more convenient when we deal with maps, to consider edges as couples of two half-edges (called darts) $(h_1, h_2)$, the first one of extremity $\alpha(e)$ and the second one of extremity $\omega(e)$. Then the map structure is given by a permutation $\sigma$ of all the darts, whose orbits correspond to the sets of darts with the same extremity.

A rooted map is a map with an external dart $h_0$, that is to say a dart which do not belong to any edge, but has an extremity (which will be denoted by $\ast$) and a place in the cyclic order given by this extremity.

Remark 5. In this section, as cyclic orders of edges around vertices matter, we can not use the convention that the extremity of an edge is always on its origin’s right (we did not assume any condition on compatibility between the orientations of the edges and the map structure, see open problem 1.3.1).

Recall that, to compute $N(G)$, a naive algorithm is to choose any cycle of the graph, apply proposition 4.4 page 13. If the graph has a rooted map structure, it is interesting to choose cycles with additional properties. Our choices will not involve the orientation of the edges of the map. So we will
define a notion of admissible cycle in a (not necessary oriented) rooted map.

By definition, a cycle $C$ of a rooted map is admissible of type 1 (see figure 15) if:

- The vertex $\star$ is a vertex of the cycle, that is to say that $\star$ is the extremity of a dart $h_i$ of $e_i$ and of a dart $h_{i+1}$ of $e_{i+1}$ for some $i$;
- The cyclic order at $\star$ restricted to the set $\{h_0, h_i, h_{i+1}\}$ is the cyclic order $(h_0, h_{i+1}, h_i)$.

If $C$ satisfies the first condition, exactly one cycle among $C$ and $\overline{C}$ is admissible (where $\overline{C}$ is $C$ with the opposite orientation).

If a rooted map has no admissible cycles of type 1, it is of the form of the figure 16. In this case, we call admissible cycles of type 2 the admissible cycles of its "legs" $M_1, \ldots, M_h$ (of type 1 or 2, this defines the admissible cycles by induction). Note that this definition has a sense because the legs have a canonical external dart and are rooted maps. An example of an admissible cycle of type 2 is drawn on Figure 17.
A rooted map without admissible cycles has no cycles at all, hence it is a tree.

Remark 6. The second condition in the definition of admissible of type 1 says that the root must be at the left of the cycle. The first condition is only technical, because if the cycle does not go through $\star$, we can not define “to be on the left of the cycle”.

For a planar map this can be avoided because any cycle split the plan into two regions, so the left side of an oriented cycle is well-defined. In this case, we can call admissible any cycle such that the root is at the left of the cycle even if the the cycle does not go through $\star$ and the confluence of the algorithm in the next paragraph will still be true.

6.2. Decomposition of rooted maps. Consider the following algorithm:

**Input:** a rooted map $M$.

**Variable:** $S$ is a formal linear combination of submap of $M$.

**Initialization:** $S = M$.

**Iterated step:** Choose a map $M_0$ with a non-zero coefficient $c_{M_0}$ in $S$ which is not a forest and $C$ an admissible cycle of $M_0$. Apply $T_C$ to $M_0$ in $S$ and keep only the connected graphs in the right-hand side (they have a natural induced rooted map structure). Formally,

$$S := S - c_{M_0}M_0 + c_{M_0}\delta(T_C(M_0)),$$

where $\delta$ is the linear operator defined by:

$$\delta(M') = \begin{cases} 
M' & \text{if } M' \text{ connected} \\
0 & \text{else}
\end{cases}.$$

**End:** We iterate this until $S$ is a linear combination of subtrees of $M$.

**Output:** $S$.

**Definition-Theorem 6.1.** This algorithm always terminates and is confluent. Let $D(M)$ be its output.

**Idea of the proof.** The termination is obvious: all maps in $T_C(M_0)$ have a lower cyclomatic number than $M_0$. 
For the confluence, the maps whose graphs are considered in paragraph 5.2 play a similar role to critical peaks in rewriting theory. We just have to check our result on these maps. There are infinitely many maps of this kind, but, as in paragraph 5.2, one computation is enough to deal with the general case. □

For a complete proof, see (Féron8, definition-theorem 3.1.1 and 3.2.1, together with remark 2).

**Proposition 6.2.** Let $M$ be a rooted map.

$$\Psi(D(M)) = \Psi(M)$$

**Proof.** We have to check that $\Psi(S)$ is an invariant of our algorithm. This is trivial because operators $T_C$ and $\delta$ let $\Psi$ invariant (see Theorem 4.1 page 11 and Corollary 4.5 page 13). □

**Example 3.** Let $M$ be the complete bipartite graph $G_{2,3}$ ($A = \{a_1, a_2\}$, $B = \{b_1, b_2, b_3\}$) with the following rooted map structure:

- If we denote by $e_{1,i}$ (resp $e_{2,i}$) the edge between $a_1$ (resp. $a_2$) and $b_i$, the cyclic order around the vertex $a_1$ (resp. $a_2$) is $(e_{1,1}, e_{1,2}, e_{1,3})$ (resp. $(e_{2,1}, e_{2,2}, e_{2,3})$).
- The root has extremity $b_2$ and is located before $e_{2,2}$.

The cycle $C = (e_{2,2}, e_{2,1}, e_{1,1}, e_{1,2})$ with $HE(C) = \{e_{2,1}, e_{1,2}\}$ (drawn on Figure 13) is admissible (of type 1). So, with this choice, after the first iteration of step 1 of our decomposition algorithm, we have:

$$S = a_1 a_2 b_1 b_2 + a_1 a_2 b_1 b_2 -$$

The two firsts graph have each an admissible cycle: the first one of type 1 ($C = (e_{2,2}, e_{2,3}, e_{1,3}, e_{1,2})$ with $HE(C) = \{e_{2,3}, e_{1,2}\}$), the second one of type 2 ($C = (e_{2,3}, e_{1,3}, e_{1,1}, e_{2,1})$ and $HE(C) = \{e_{2,3}, e_{1,1}\}$, see figure 17). So the algorithm ends after two other iterations and we obtain:

$$D(M) = (8) a_1 a_2 b_1 b_2 + a_1 a_2 b_1 b_2 + a_1 a_2 b_1 b_2 + a_1 a_2 b_1 b_2 -$$

$$= (9) a_1 a_2 b_1 b_2 + a_1 a_2 b_1 b_2 +$$

Note that, after cancellation, the coefficient of trees in $D(M)$ are 0 or +1.

In the next paragraph we will show that it is true for any map $M$ (the sign
6.3. Coefficients in $D(M)$. To compute the polynomial $N$, we only have to compute the coefficients of spanning trees in $D(M)$. In this section, we will link this coefficient with a combinatorial property of the tree $T$.

Definition 6.2. If $T$ is a spanning subtree of a rooted map $M$, the tour of the tree $T$ beginning at $h_0$ defines an order on the darts which do not belong to $T$. The definition is easy to understand on a figure: for example, on Figure 18, the tour is $(h_1^1, h_1^2, h_2^1, h_1^3, h_1^4, h_1^4, h_2^2)$. (see [Ber08] for a precise definition).

We recall that $D(M)$ does not depend on the admissible cycle chosen at step 1 of the decomposition algorithm. A good choice to compute the coefficient of a given spanning tree $T \subseteq M$ is given by lemma 6.3. Given an edge $e$ of $M \setminus T$, it is well-known that there exists a unique cycle (up to the orientation) denoted $C(e)$ such that $C(e) \subseteq (E_T \cup \{e\})$.

Lemma 6.3. There exists an edge $e_0 \in M \setminus T$ such that $C(e_0)$ or $C(e_0)$ is admissible. We assume without loss of generality that $C(e_0)$ is admissible. Moreover,

\[ e_0 \in HE(C(e_0)) \iff \text{The first dart of } e_0 \text{ appears in the tour of } T \text{ before the second one.} \]
Proof. The proof of the lemma, by induction on the size of $M$, can be divided in three cases:

1. If there is an edge $e$ of $M \setminus T$ whose origin or end is $*$ (the extremity of the external dart), then $*$ is a vertex of the cycle $C(e)$ and either $C(e)$ or $C'(e)$ is admissible of type 1.

2. Else, let $T_1, \ldots, T_l$ be the connected component of $T \setminus \{\star\}$. If there is an edge $e$ whose extremities are in two different $T_i$, then $C(e)$ is going through $\star$ and $e$ suits in the lemma.

3. Else, $M \setminus \{\star\}$ has as many connected components as $T \setminus \{\star\}$. Let us denote them by $M_i \supset T_i$ ($1 \leq i \leq l$). There exists an $j$, such that $M_j \supset T_j$. In this case $M$ has no admissible cycle of type 1, but by induction there exists $e \in M_j \setminus T_j$ such that $C_{M_j}(e)$ is admissible in $M_j$. By definition, this cycle is admissible of type 2 in $M$. But $C_{M_j}(e) = C_M(e)$, so the proof of the lemma is over.

The second part of the proof is easy in the two first cases (see figure 18). For the third one, it is again an immediate induction. □

This helps us to compute all coefficients of trees in $D(M)$:

**Proposition 6.4.** Let $M$ be a rooted map and $T$ a spanning tree of $M$.

- If there is an edge $e = (h_1, h_2) \in M \setminus T$ such that $h_2$ appears before $h_1$ in the tour of $T$, then the coefficient of $T$ in $D(M)$ is 0.
- Else, the coefficient of $T$ in $D(M)$ is +1 ($T$ will be said *good*).

For example, the spanning tree of Figure 18 is good. Note that the property of being a good spanning tree does not depend on the orientation of the edges of the tree, but only on the orientation of those which do not belong to it (which is represented by arrows on Figure 18).

**Proof.** We will prove this proposition by induction over the number of edges in $M \setminus T$. If $M = T$, $T$ is good and the result is obvious.

Let $T$ be a covering tree of rooted map $M$ such that $M \setminus T$ contains at least one element. From lemma 6.3 page 24, there exists an edge $e_0$ such that $C(e_0)$ is admissible. Two cases have to be examined:

**Case** $e_0 \notin HE(C(e_0))$: In this case the spanning tree $T$ can not be good. Besides, $HE(C(e_0)) \subset T$, so every map appearing in $T_{C(e_0)}(M)$ does not contain $T$. But this remains true when we apply operators of kind $T_C$. In particular, the coefficient of $T$ in $D(M)$ is 0.

**Case** $e_0 \in HE(C(e_0))$: In this case, one has:

\[
T_{C(e_0)}(M) = M \setminus \{e_0\} + \text{ maps which do not contain } T.
\]

So

\[
D(M) = D(M \setminus \{e_0\}) + \sum_{M' \not\in T} D(M').
\]

As in the previous case, the second summand has a contribution 0 to the coefficient of $T$ in $D(M)$. By induction hypothesis, the first one
has contribution +1 if $T$ is a good spanning tree of $M \setminus \{e_0\}$ and 0 else. But, by definition of good spanning trees, it is immediate that:

$$T \text{ is a good spanning tree of } M \iff \text{ and the first dart of } e_0 \text{ appears before its second in the tour of } T.$$  

But as $e_0 \in HE(C(e_0))$, the second condition of the right hand side is true by lemma 6.3. Finally, the coefficient of $T$ is +1 if $T$ is a good spanning subtree of $M$ and 0 else.

□

We are now ready to state our second main result: for this, we have to give a rooted map structure to our $G$. This is possible in multiple ways (choice of the map structure and of the place of the root).

**Theorem 6.5.** The polynomial $N$ associated to the underlying graph $G$ of a rooted map $M$ is given by the following combinatorial formula:

$$(10) \quad N(G) = \sum_{T \text{ good spanning tree of } M} \left( \prod_{e \in HE(G)} \left( x_{\alpha(e)} - x_{\omega(e)} \right) \right).$$

**Proof.** This is an immediate consequence of paragraph 4.2 and Proposition 6.4. □

Of course, the good spanning trees depend on the map structure chosen on the graph $G$. So the theorem implies that the right member does not depend on it, which is quite surprising.

7. **A CONDITION OF FACTORIZATION**

7.1. **Chain factorization.** In the previous section, we have given an additive formula for the numerator of the reduced fraction $\Psi_p$. Greene’s formula for planar posets (see subsection 1.1) and the example of Figure 1 show that, in some cases, it can also be written as a product of non-trivial factors. In this paragraph, we give a simple graphical condition on a graph $G$, which implies the factorization of $N(G)$.

Then, in the next paragraph we prove that, although our condition is not a necessary condition (see open problem 1.3.2), it explains the fact that $N$ is a product of degree 1 terms for planar posets.

In this section, we will assume that all the graphs are connected, have no circuits and no transitivity relation (an edge going from the beginning to the end of a chain). As the value of $N$ on disconnected graphs is 0 and Hasse diagrams of posets always fulfill the two others assumptions, we do not lose in generality. This means that, if we consider a chain $c$, there is
no edges between the vertices of the chain except of course the edges of the chain itself.

Let $G$ be a graph, $c$ a chain of $G$, $V_c$ the set of vertices of $c$ (including the origin and the end of the chain) and $G_1, \ldots, G_k$ be all the connected component of $G \setminus V_c$. The complete subgraphs $G_i = G_i \cup V_c$ (for $1 \leq i \leq k$) will be called region of $G$. Consider, for example, the graph of Figure 19 and the chain $c = (1, 2, 13, 3, 4, 5, 6, 14)$. In this case, the graph $G \setminus V_c$ has four connected components.

![Graph](image-url)

**Figure 19.** A graph $G$ with a chain $c$, the components $G_i$ of $G \setminus c$ and the corresponding regions $G_i$.

We can now state our third main result:

**Theorem 7.1.** Let $G$ be a graph, $c$ a chain of $G$ and $G_1, G_2, \ldots, G_k$ be the corresponding regions of $G$. Then one has:

$$N(G) = \prod_{j=1}^{k} N(G_j).$$

For example, the numerator of the rational function associated to the graph of Figure 19 can be written as a product of four non-trivial factors.

**Proof.** The central idea is to apply Theorem 4.1 page 11 on cycles $C$ contained in one region and such that $HE(C) \cap c = \emptyset$. This means that the edges of $c$ can appear in $C$, but only in the *wrong* direction: so, when we apply Proposition 4.4, we do not cut the chain $c$.

The first step is to prove the existence of such cycles. This is done in Lemma 7.2 (see Figure 20 for an illustration).
Lemma 7.2. Let \( G \) be a graph and \( c \) a chain of \( G \). Denote by \( \overline{G_1}, \ldots, \overline{G_k} \) the corresponding regions. If \( \overline{G_1} \) is not a tree, there exists a cycle \( C \) in \( \overline{G_1} \) such that \( HE(C) \cap c = \emptyset \).

Proof. Choose any cycle \( C_0 \) of \( G_1 \). Two cases have to be examined:

1) The cycle \( C_0 \) has no vertices in common with \( c \). Nothing has to be done.
2) The cycle \( C_0 = (e_1, \ldots, e_l) \) has at least one vertex in common with \( c \).

As a cycle is not transformed if one makes a cyclic permutation of its edges, one can assume that \( V' = \text{ext}_1(e_1) \) is a vertex of \( c \). Let us denote by \( h \) the smallest index such that \( V'' = \text{ext}_2(e_h) \) is also a vertex of \( c \) (it necessarily exists because \( \text{ext}_2(e_l) = \text{ext}_1(e_1) \) is a vertex of \( c \)). But there is a subchain (eventually empty) \( c' \) of \( c \) going from \( V' \) to \( V'' \) (resp. from \( V'' \) to \( V' \)) if \( V' \leq V'' \) (resp. if \( V'' \leq V' \)). Now, we just have to define \( L = \{c \cdot c' \} \) as:

\[
L = \begin{cases} 
(e_1, \ldots, e_l) \cdot c' & \text{if } V' \leq V'' \\
(e_l, \ldots, e_1) \cdot c' & \text{if } V'' \leq V'
\end{cases}
\]

where \( c' \) denotes the chain \( c' \) in the other direction (this implies that all the edges of \( c' \) are in the wrong direction in \( C \), so \( HE(C) \cap c = \emptyset \)).

Let us come back to the proof of Theorem 7.1. We make a proof by induction on \( k \). If \( k = 1 \), then the result is trivial.

Suppose now that our proposition is true for \( k = n - 1 \). Let \( G \) be a graph and \( c \) a chain of \( G \), such that there are \( n \) associated regions \( \overline{G_1}, \ldots, \overline{G_n} \).

If \( \overline{G_1} \) is a tree, one can prune it to obtain the chain \( c \). We can remove the same vertices and edges from the whole graph \( G \) because the removed vertices are not linked with an other \( G_i \) (as the \( G_i \) are different connected components of \( G \setminus V_c \)). Thanks to the pruning-invariance lemma 3.1 page 8, one has:

\[
N(G) = N(\bigcup_{i=2}^{n} G_i) = \prod_{i=2}^{k} N(\overline{G_i}),
\]
where the second equality is due to the induction hypothesis. The theorem is proved in this case.

If $\overline{G_1}$ is not a tree, we proceed by induction over the cyclomatic number of $\overline{G_1}$.

Lemma 7.2 gives us a cycle $C_1$ of $\overline{G_1}$ such that $HE(C_1) \cap V_c = \emptyset$. Applying Proposition 4.4 on $C$, one has

$$N(G) = \sum_{E_1 \subseteq HE(C_1)} \pm N(G \setminus E_1) \left( \prod_{e \in E_1} (x_{\alpha(e)} - x_{\omega(e)}) \right).$$

Some of the graphs $G \setminus E_1$ are disconnected (if and only if $\overline{G_1} \setminus E_1$ is disconnected). The value of $N$ on these graphs is 0. So they do not appear in the formulas 11 and 12.

Each connected graph $G \setminus E_1$ contains the chain $c$ (thanks to the assumption $HE(C_1) \cap c = \emptyset$). The associated regions are $\overline{G_2}, \ldots, \overline{G_n}$ and $\overline{G_1} \setminus E_1$ (the last region can in fact be a union of several regions but it does not matter). But $\overline{G_1} \setminus E_1$ has a strictly lower cyclomatic number than $\overline{G_1}$ so we can use the induction hypothesis

$$N(G \setminus E_1) = N(\overline{G_1} \setminus E_1) \cdot N(\overline{G_2}) \cdot \ldots \cdot N(\overline{G_n}).$$

Finally, (11)

$$N(G) = \left( \sum_{E_1 \subseteq HE(C_1)} \pm \prod_{e \in E_1} (x_{\alpha(e)} - x_{\omega(e)}) N(\overline{G_1} \setminus E_1) \right) \cdot N(\overline{G_2}) \cdot \ldots \cdot N(\overline{G_n}),$$

where the sum is restricted to the sets $E_1$ such that $G \setminus E_1$ is connected. But we can use Proposition 4.4 page 13 with the same cycle $C$ in $G_1$:

(12) $$N(\overline{G_1}) = \sum_{E_1 \subseteq HE(C_1)} \pm \prod_{e \in E_1} (x_{\alpha(e)} - x_{\omega(e)}) N(\overline{G_1} \setminus E_1),$$

where the sum is also restricted to the sets $E_1$ such that $\overline{G_1} \setminus E_1$ is connected, or equivalently such that $G \setminus E_1$ is connected.

This ends the proof of Theorem 7.1.

7.2. Complete factorization of planar posets. In his paper [Gre92], C. Greene has given a closed expression for the sum $\Psi(G)$ when $G$ is the minimal graph (Hasse diagram) of a planar poset (Theorem 7.3). In this case, the numerator $N(G)$ can be written as a product of terms of degree 1 (Theorem 7.3). We will see that this factorization property is a consequence of Theorem 7.1 and give a new proof of Greene’s Theorem.
Let us begin by defining precisely planar posets:

Definition 7.1. We will say that the drawing of an oriented graph (without circuit) is ordered-embedded in \( \mathbb{R} \times \mathbb{R} \) if

- the origin of an edge is always at the left of its end;
- the edges are straight lines.

A graph \( G \) is said planar if it can be ordered embedded in \( \mathbb{R} \times \mathbb{R} \) without edge-crossings. If \( G \) is a graph, we denote by \( G_{0,\infty} \) the graph obtained from \( G \) by adding:

- A vertex \( 0 \) (called minimal vertex) and, for each vertex \( v \) of \( G \) which is not the end of any edge of \( G \), an edge going from \( 0 \) to \( v \).
- A vertex \( \infty \) (called maximal vertex) and, for each vertex \( v \) of \( G \) which is not the origin of any edge of \( G \), an edge going from \( v \) to \( \infty \).

A graph \( G \) is said strongly planar if the graph \( G_{0,\infty} \) is planar.

A poset \( P \) is planar if its minimal graph \( G \) is strongly planar.

Almost all drawings of this paper (except in section 6) are ordered-embedded in \( \mathbb{R} \times \mathbb{R} \). See Figure 21 and 22 for examples of strongly planar and non strongly planar graphs.

Figure 21. The graph \( G \) is strongly planar.

Figure 22. The graph \( G \) is planar, but not strongly planar.

Note that the induced graph of a strongly planar graph is strongly planar (note that, however, if we erase some edges, we can obtain a non strongly
planar graph). In particular, the regions of a strongly planar graph with respect to a chain are the graph of strongly planar graphs.

Moreover, a graph with one cycle and without vertices with valence 1 is strongly planar if and only if it has a unique maximal and a unique minimal element. In this case, we will call it a diamond (an example is drawn on Figure 23).

These definitions are relevant because there is a closed formula for $\Psi_P$ for planar posets:

**Theorem 7.3 (Greene [Gre92]).** Let $P$ be a planar poset, then:

$$\Psi_P = \begin{cases} 
0 & \text{if } P \text{ is not connected;} \\
\prod_{y,z \in P} (x_y - x_z)^{\mu_P(y,z)} & \text{if } P \text{ is connected,}
\end{cases},$$

where $\mu_P(x,y)$ denotes the Möbius function of the poset $P$.

We will show that we can find disconnecting chains in any strongly planar graphs, explaining the fact that the function $N(G)$ can be factorized into factors of degree 1.

**Proposition 7.4.** Let $G$ be a strongly planar oriented graph with a number of cycle greater than 1, then there is a chain of $G$, separating $G$ in two non-trivial regions (each region contains at least one cycle).

**Proof.** Eventually by pruning it, one can assume that $G$ has no vertices with valence 1. As it has at least two cycles, it has one vertex $c_2$ of valence 3 or more. So, up to a left-right symmetry, we are in one of the two following cases (in the second case, we assume that $c_2$ is the end of *exactly* 2 edges).

In the first case, let us label the vertices as below:
In the second case, we define by induction $c_i$ for $i \geq 3$: we choose for $c_i$ any vertex such that there is an edge of origin $c_{i-1}$ and of end $c_i$. For a $k \geq 3$, one can not define $c_{k+1}$ if $c_k$ is not the origin of any edge. Then, as $c_k$ is not a vertex of valence 1, it is the end of an edge coming from a vertex $b \neq c_{k-1}$. Finally, we call $c_1$ and $a$ the origins of the two edges whose ends are $c_2$: which one is $c_1$ and which one is $a$ depends of whether $b$ is above or below $c_{k-1}$ (see the figure below).

In every case, the $c_i$ are the vertices of a chain $c$ of $G$, which can be extended to a maximal chain $c_{\text{max}}$. Recall that with Greene’s definition of a planar graph, the graph $G_{0,\infty}$, i.e. can still be ordered-embedded in the plan. Then there is a chain in $G_{0,\infty}$ containing $v_0$, $c_{\text{max}}$ and $v_\infty$. It splits $G_{0,\infty}$ into at least two regions, one containing $a$ and one containing $b$. The same is true for the chain $c_{\text{max}}$ in $G$. But, as $G$ has no vertices, the corresponding regions have at least one cycle. □

**Corollary 7.5.** Let $G$ be a connected strongly planar poset. By iterating chain factorization, one can write $N(G)$ as a product of numerators of rational functions associated to diamonds.

**Proof.** Proposition 7.4 page 31 and Theorem 7.1 page 27 imply that $N(G)$ can be factorized as the product of numerators of subgraphs with one cycle. As these subgraphs are strongly planar, after pruning, they are diamonds, which ends the proof. □

Note that for a diamond, the function $N$ has a closed expression (paragraph 5.1):

$$N(D) = x_{\text{min}}(D) - x_{\text{max}}(D),$$

or equivalently,

$$\Psi(D) = \prod_{y,z\in P} (x_y - x_z)^{\mu_D(y,z)},$$

where $\mu_D$ is the Möbius function of the poset associated to the diamond $D$.

The last property can be extended to any planar poset thanks to the following compatibility between disconnecting chain and Möbius function:
**Proposition 7.6.** Let $P$ be a poset, $c$ a chain of the Hasse diagram of $P$ (i.e. the minimal graph representing $P$), $P_1, \ldots, P_n$ the $n$ region associated with $c$, and $i, j$ two different elements of $P$, then
\[
\mu_P(i, j) = \begin{cases} 
-1 & \text{if } i \preceq j, \\
\sum_{k=1}^{n} \mu_{P_k}(i, j) & \text{otherwise.}
\end{cases}
\]
We assume that $\mu_Q(i, j) = 0$ if $i \notin Q$ or $j \notin Q$.

The proof is postponed to paragraph 7.3.

This proposition together with corollary 7.5 proves Greene’s theorem. In fact, this proof works also for some non-planar posets (and hence Greene’s formula is true for these posets). For example, the poset of the figure 24 is not planar but can be factorised and the numerator can be expressed with the Möbius function: this is the case of any gluing of diamonds along chains.

\[
N \begin{pmatrix} 1 & 2 & 3 & 4 & 5 & 6 \\ 7 & 8 & 9 \end{pmatrix} = N \begin{pmatrix} 1 & 2 & 3 & 4 \\ 7 & 8 & 9 \end{pmatrix} \cdot N \begin{pmatrix} 2 & 3 & 4 \\ 5 & 6 \end{pmatrix} = (x_1 - x_4)(x_2 - x_5)(x_3 - x_6)
\]

**Figure 24.** A non-planar poset for which Greene’s formula is true.

**7.3. Chain and Möbius function.** This paragraph is the proof of the technical Proposition 7.6

**Proof.** When $i \preceq j$ (there is an edge from $i$ to $j$ in the Hasse diagram of the poset), one always has $\mu_P(i, j) = -1$. When $i \preceq j$, but $i \not\preceq j$, four cases have to be examined:

**first case:** $i, j$ do not belong to $V_c$ and in different regions of the poset;

**second case:** $i, j$ do not belong to $V_c$, but are in the same region of the poset;

**third case:** $i$ is an element of $V_c$, but $j$ is not;

**fourth case:** $i$ and $j$ are two elements of $V_c$.

Figure 24, 25, 26 and 27 summarize the four cases. Note that the case where $i$ does not belong to $V_c$, but $j$ does, can be obtained from the third one by considering the opposite poset.

Let $P_1, \ldots, P_n$ be the $n$ regions associated with $P$. 
We denote by \([a, b]_P\) the set
\[ [a, b]_P = \{ k | a \leq_P k \leq_P b \} , \]
and by \([a, b)_P\) the set
\[ [a, b)_P = \{ k | a \leq_P k <_P b \} . \]
Note that \([i, j]_{P_1} = [i, j]_P \cap P_1\). This property is not true for any poset associated to a complete subgraph of \(G\), the fact that \(P_1\) is a region defined by a disconnecting chain is here very important.

If \([i, j)_P\) has a non-empty intersection with \(V_c\), we denote by \(L\) the maximal element of this intersection.

1) Suppose that \(i \in P_2 \setminus V_c\) and \(j \in P_1 \setminus V_c\). We want to prove that \(\mu_P(i, j) = 0\) and we assume (proof by induction) that it is true for any \(j' \in P_1 \setminus V_c\) such that \(j' < j\).

![Figure 25. Case \(i \not\in V_c\) and \(j\) is not in the same region than \(j\).](image)

As \(i \leq_P j\), there is a chain in the Hasse diagram of \(P\) going from \(i\) to \(j\). As \(c\) is a chain separating \(P_1\) and \(P_2\), any chain from \(i\) to \(j\) intersect \(V_c\). Thus \(L\) exists and any element between \(i\) and \(j\) which is not in \(P_1\), is lower or equal to \(L\). So
\[ [i, j)_P \cap (P_2 \cup \cdots \cup P_m) \subseteq [i, L]_P \subseteq [i, j]_P. \]
By definition of the M"obius function we obtain,
\[ \mu_P(i, j) = - \sum_{k \in [i, L)_P} \mu_P(i, k) - \sum_{k \in [i, j)_P \cap P_1 \setminus [i, L)_P} \mu_P(i, k) \]
As
\[ \sum_{k \in [i, L)_P} \mu_P(i, k) = 0 \]
one has:
\[ (13) \quad \mu_P(i, j) = - \sum_{k \in [i, j)_P \cap P_1 \setminus [i, L)_P} \mu_P(i, k) \]
By induction hypothesis, \(\mu_P(i, j) = 0\).
Figure 26. Case 2: $i \notin V_c$ and $j$ is in the same region than $i$.

2) Suppose now that $i, j \in P_1 \setminus V_c$. We want to prove that $\mu_P(i, j) = \mu_{i,j}(P_1)$

By definition of the Möbius function, we have,

$$\mu_P(i, j) = - \sum_{k \in [i,j] \cap (P_1 \cup \cdots \cup P_m \setminus V_c)} \mu_P(i, k) - \sum_{k \in [i,j] \cap P_1} \mu_P(i, j).$$

The case 1 gives: $\sum_{k \in [i,j] \cap (P_1 \cup \cdots \cup P_m \setminus V_c)} \mu_P(i, k) = 0$. Therefore,

$$\mu_P(i, j) = \sum_{k \in [i,j] \cap P_1} \mu_P(i, j).$$

and an immediate induction proves that $\mu_P(i, j) = \mu_{i,j}(P_1)$.

3) Suppose that $i \in V_c$ and $j \in P_1 \setminus V_c$. As $i \in V_c \cap [i,j]P_1$, the set is not empty and $L$ exists.

Figure 27. Case 3: $i \in V_c$ and $j \notin V_c$.

We will prove now that $\mu_P(i, j) = \mu_{i,j}(P_1)$ by induction on $j$. As

$$\sum_{k \in [i,L]_P} \mu_P(i, k) = \delta_{i,L}$$

one has:

$$\mu_P(i, j) = - \sum_{k \in [i,j]_P \setminus [i,L]_P} \mu_P(i, k) - \delta_{i,L}$$

Similarly,

$$\mu_{i,j}(P_1) = - \sum_{k \in [i,j]_P \setminus [i,L]_P} \mu_{i,k}(P_1) - \delta_{i,L}$$

But $[i,j]_P \setminus [i,L]_P = [i,j]_P \setminus [i,L]_P$ (see the proof of case 1), so an immediate induction on $j$ finishes the proof in this case.
4) Suppose that $i \in V_c$ and $j \in V_c$. We want to prove by induction on $j$ ($i \not\preceq j$) that $\mu_P(i, j) = \sum_{l=1}^{n} \mu_{P_l}(i, j)$.

Figure 28. Case 4: $i$ and $j$ belong to $V_c$.

By definition of the Möbius function, we have

$$\mu_P(i, j) = -\sum_{k \in [i, j][c]} \mu_P(i, k)$$

Using case 3 of this proof and the induction hypothesis, we know that $\mu_P(i, k) = \sum_{l=1}^{n} \mu_{P_l}(i, k)$ if $k \in [i, j][c]$ except for:

- $k = i$: In this case, $\mu_P(i, i) = \mu_{P_1}(i, i) = 1$, thus $\mu_P(i, i) = \sum_{l=1}^{n} \mu_{P_l}(i, i) - (n - 1)$.
- $k = i_1$: where $i_1$ is defined by $i_1 \in V_c$ and $i \preceq i_1$. In this case, one has $\mu_P(i, i_1) = \mu_{P_l}(i, i_1) = -1$, thus $\mu_P(i, i_1) = \sum_{l=1}^{n} \mu_{P_l}(i, i_1) + (n - 1)$.

Finally, one has:

$$\mu_P(i, j) = \sum_{l=1}^{n} \left( -\sum_{k \in [i, j][c]} \mu_{P_l}(i, k) \right) - (n - 1) + (n - 1).$$

Using the definition of the Möbius function for the $P_l$, this ends the proof of the proposition.

□
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