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SPECTRUM OF LARGE RANDOM REVERSIBLE MARKOV CHAINS:
TWO EXAMPLES

CHARLES BORDENAVE, PIETRO CAPUTO, AND DJALIL CHAFAI

Abstract. We take on a Random Matrix theory viewpoint to study the spectrum of certain reversible Markov chains in random environment. As the number of states tends to infinity, we consider the global behavior of the spectrum, and the local behavior at the edge, including the so-called spectral gap. Results are obtained for two simple models with distinct limiting features. The first model is built on the complete graph while the second is a birth-and-death dynamics. Both models give rise to random matrices with non-independent entries.

1. Introduction

The spectral analysis of large dimensional random matrices is a very active domain of research, connected to a remarkable number of areas of Mathematics, see e.g. [27, 22, 8, 14, 1]. On the other hand, it is well known that the spectrum of reversible Markov chains provides useful information on their trend to equilibrium, see e.g. [31, 15, 29, 25]. The aim of this paper is to explore potentially fruitful links between the Random Matrix and the Markov Chains literature, by studying the spectrum of reversible Markov chains with large finite state space in a frozen random environment. The latter is obtained by assigning random weights to the edges of a finite graph. This approach raises a collection of stimulating problems, lying at the interface between Random Matrix theory, Random Walks in Random Environment, and Random Graphs. We focus here on two elementary models with totally different scalings and limiting objects: a complete graph model and a chain graph model. The study of spectral aspects of random Markov chains or random walks in random environment is not new, see for instance [18, 9, 39, 14, 13, 11, 34] and references therein. Here we adopt a Random Matrix theory point of view.

Consider a finite connected undirected graph $G = (V,E)$, with vertex set $V$ and edge set $E$, together with a set of weights, given by nonnegative random variables $U = \{U_{i,j}; (i,j) \in E\}$. Since the graph $G$ is undirected we set $U_{i,j} = U_{j,i}$. On the network $(G, U)$, we consider the random walk in random environment with state space $V$ and transition probabilities

$$K_{i,j} = \frac{U_{i,j}}{\rho_i} \quad \text{where} \quad \rho_i = \sum_{j : \{i,j\} \in E} U_{i,j}.$$  

(1)

The Markov kernel $K$ is reversible with respect to the measure $\rho = \{\rho_i, i \in V\}$ in that

$$\rho_i K_{i,j} = \rho_j K_{j,i}$$

for all $i, j \in V$. When the variables $U$ are all equal to a positive constant this is just the standard simple random walk on $G$, and $K - I$ is the associated Laplacian. If $\rho_i = 0$ for
some vertex \( i_0 \) then we set \( K_{i_0,j} = 0 \) for all \( j \neq i_0 \) and \( K_{i_0,i_0} = 1 \) (\( i_0 \) is then an isolated vertex).

The construction of reversible Markov kernels from graphs with weighted edges as in \([17\), 18] is classical in the Markovian literature, see e.g. \([16\), 14]. As for the choice of the graph \( G \), we shall work with the simplest cases, namely the complete graph or a one–dimensional chain graph. Before passing to the precise description of models and results, let us briefly recall some broad facts.

By labeling the \( n = |V| \) vertices of \( G \) and putting \( K_{i,j} = 0 \) if \( \{i,j\} \notin E \), one has that \( K \) is a random \( n \times n \) Markov matrix. The entries of \( K \) belong to \([0,1] \) and each row sums up to 1. The spectrum of \( K \) does not depend on the way we label \( V \). In general, even if the random weights \( U \) are i.i.d. the random matrix \( K \) has non–independent entries due to the normalizing sums \( \rho_i \). Note that \( K \) is in general non–symmetric, but by reversibility, it is symmetric w.r.t. the scalar product induced by \( \rho \), and its spectrum \( \sigma(K) \) is real. Moreover, \( 1 \in \sigma(K) \subset [-1,+1] \), and it is convenient to denote the eigenvalues of \( K \) by

\[
-1 \leq \lambda_n(K) \leq \cdots \leq \lambda_1(K) = 1.
\]

If the weights \( U_{i,j} \) are all positive, then \( K \) is irreducible, the eigenspace of the largest eigenvalue 1 is one–dimensional and thus \( \lambda_2(K) < 1 \). In this case \( \rho_i \) is its unique invariant distribution, up to normalization. Moreover, since \( K \) is reversible, the period of \( K \) is 1 (aperiodic case) or 2, and this last case is equivalent to \( \lambda_n(K) = -1 \) (the spectrum of \( K \) is in fact symmetric when \( K \) has period 2); see e.g. \([32\).

The bulk behavior of \( \sigma(K) \) is studied via the Empirical Spectral Distribution (ESD)

\[
\mu_K = \frac{1}{n} \sum_{k=1}^{n} \delta_{\lambda_k(K)}.
\]

Since \( K \) is Markov, its ESD contains probabilistic information on the corresponding random walk. Namely, the moments of the ESD \( \mu_K \) satisfy, for any \( \ell \in \mathbb{Z}_+ \)

\[
\int_{-1}^{+1} x^\ell \mu_K(dx) = \frac{1}{n} \text{Tr}(K^\ell) = \frac{1}{n} \sum_{i \in V} r^U_{\ell}(i)
\]

where \( r^U_{\ell}(i) \) denotes the probability that the random walk on \((G,U)\) started at \( i \) returns to \( i \) after \( \ell \) steps.

The edge behavior of \( \sigma(K) \) corresponds to the extreme eigenvalues \( \lambda_2(K) \) and \( \lambda_n(K) \), or more generally, to the \( k \)–extreme eigenvalues \( \lambda_2(K), \ldots, \lambda_k(K) \) and \( \lambda_n(K), \ldots, \lambda_{n-k+1}(K) \). The geometric decay to the equilibrium measure \( \rho \) of the continuous time random walk with semigroup \((e^{t(K-I)})_{t \geq 0}\) generated by \( K-I \) is governed by the so called spectral gap

\[
gap(K-I) = 1 - \lambda_2(K).
\]

In the aperiodic case, the relevant quantity for the discrete time random walk with kernel \( K \)

\[
\varsigma(K) = 1 - \max_{\lambda \in \sigma(K) \setminus \{1\}} |\lambda| = 1 - \max(-\lambda_n(K), \lambda_2(K)).
\]

In that case, for any fixed value of \( n \), we have \((K^\ell)_{\ell \to \infty} \to \rho \) as \( \ell \to \infty \), for every \( 1 \leq i \leq n \). We refer to e.g. \([31\), 25] for more details.

**Complete graph model.** Here we set \( V = \{1, \ldots, n\} \) and \( E = \{\{i,j\}; i,j \in V\} \). Note that we have a loop at any vertex. The weights \( U_{i,j}, 1 \leq i \leq j \leq n \) are i.i.d. random variables with common law \( \mathcal{L} \) supported on \([0,\infty) \). The law \( \mathcal{L} \) is independent of \( n \). Without loss of generality, we assume that the marks \( U \) come from the truncation of a single infinite triangular array \((U_{i,j})_{1 \leq i \leq j} \) of i.i.d. random variables of law \( \mathcal{L} \). This defines a common probability space, which is convenient for almost sure convergence as \( n \to \infty \).
When $\mathcal{L}$ has finite mean $\int_0^\infty x \mathcal{L}(dx) = m$ we set $m = 1$. This is no loss of generality since $K$ is invariant under the linear scaling $t \to tU_{i,j}$. If $\mathcal{L}$ has a finite second moment we write $\sigma^2 = \int_0^\infty (x - 1)^2 \mathcal{L}(dx)$ for the variance. The rows of $K$ are equally distributed (but not independent) and follow an exchangeable law on $\mathbb{R}^n$. Since each row sums up to one, we get by exchangeability that for every $1 \leq i, j \neq j' \leq n$,

$$
\mathbb{E}(K_{i,j}) = \frac{1}{n} \quad \text{and} \quad \text{Cov}(K_{i,j}, K_{i,j'}) = -\frac{1}{n-1} \text{Var}(K_{1,1}).
$$

Note that $\mathcal{L}$ may have an atom at 0, i.e. $\mathbb{P}(U_{i,j} = 0) = 1 - p$, for some $p \in (0, 1)$. In this case $K$ describes a random walk on a weighted version of the standard Erdős-Rényi $G(n, p)$ random graph. Since $p$ is fixed, almost surely (for $n$ large enough) there is no isolated vertex, the row-sums $\rho_i$ are all positive, and $K$ is irreducible. The following theorem states that if $\mathcal{L}$ has finite positive variance $0 < \sigma^2 < \infty$, then the bulk of the spectrum of $\sqrt{n}K$ behaves as if we had a Wigner matrix with i.i.d. entries, i.e. as if $\rho_i \equiv n$. We refer to e.g. [3, 1] for more on Wigner matrices and the semi-circle law. The ESD of $\sqrt{n}K$ is $\mu_{\sqrt{n}K} = \frac{1}{\pi} \sum_{k=1}^n \delta_{\sqrt{n}\lambda_k(K)}$.

**Theorem 1.1** (Bulk behavior). If $\mathcal{L}$ has finite positive variance $0 < \sigma^2 < \infty$ then

$$
\mu_{\sqrt{n}K} \xrightarrow{\text{w}} \mathcal{W}_{2\sigma}
$$

almost surely, where "w" stands for weak convergence of probability measures and $\mathcal{W}_{2\sigma}$ is Wigner’s semi-circle law with Lebesgue density

$$
(3) \quad x \mapsto \frac{1}{2\pi \sigma^2} \sqrt{4\sigma^2 - x^2} 1_{[-2\sigma, 2\sigma]}(x).
$$

The proof of Theorem 1.1 given in Section 2 relies on a uniform strong law of large numbers which allows to estimate $\rho_i = n(1 + o(1))$ and therefore yields a comparison of $\sqrt{n}K$ with a suitable Wigner matrix with i.i.d. entries. Note that, even though

$$
\lambda_1(\sqrt{n}K) = \sqrt{n} \to \infty \quad \text{as} \quad n \to \infty,
$$

the weak limit of $\mu_{\sqrt{n}K}$ is not affected since $\lambda_1(\sqrt{n}K)$ has weight $1/n$ in $\mu_{\sqrt{n}K}$. Theorem 1.1 implies that the bulk of $\sigma(K)$ collapses weakly at speed $n^{-1/2}$. Concerning the extremal eigenvalues $\lambda_{\nu}(\sqrt{n}K)$ and $\lambda_2(\sqrt{n}K)$, we only get from Theorem 1.1 that almost surely, for every fixed $k \in \mathbb{Z}_+$,

$$
\liminf_{n \to \infty} \sqrt{n}\lambda_{n-k}(K) \leq -2\sigma \quad \text{and} \quad \limsup_{n \to \infty} \sqrt{n}\lambda_{k+2}(K) \geq +2\sigma.
$$

The result below gives the behavior of the extremal eigenvalues under the assumption that $\mathcal{L}$ has finite fourth moment (i.e. $\mathbb{E}(U_{1,1}^4) < \infty$).

**Theorem 1.2** (Edge behavior). If $\mathcal{L}$ has finite positive variance $0 < \sigma^2 < \infty$ and finite fourth moment then almost surely, for any fixed $k \in \mathbb{Z}_+$,

$$
\lim_{n \to \infty} \sqrt{n}\lambda_{n-k}(K) = -2\sigma \quad \text{and} \quad \lim_{n \to \infty} \sqrt{n}\lambda_{k+2}(K) = +2\sigma.
$$

In particular, almost surely,

$$
\text{gap}(K - I) = 1 - \frac{2\sigma}{\sqrt{n}} + o\left(\frac{1}{\sqrt{n}}\right) \quad \text{and} \quad \zeta(K) = 1 - \frac{2\sigma}{\sqrt{n}} + o\left(\frac{1}{\sqrt{n}}\right).
$$

The proof of Theorem 1.2 given in Section 3 relies on a suitable rank one reduction which allows us to compare $\lambda_2(\sqrt{n}K)$ with the largest eigenvalue of a Wigner matrix with centered entries. This approach also requires a refined version of the uniform law of large numbers used in the proof of Theorem 1.1.

The edge behavior of Theorem 1.2 allows one to reinforce Theorem 1.1 by providing convergence of moments. Recall that for any integer $p \geq 1$, the weak convergence together
with the convergence of moments up to order $p$ is equivalent to the convergence in Wasserstein $W_p$ distance, see e.g. [33]. For every real $p \geq 1$, the Wasserstein distance $W_p(\mu, \nu)$ between two probability measures $\mu$ and $\nu$ on $\mathbb{R}$ is defined by
\[
W_p(\mu, \nu) = \inf_{\Pi} \left( \int_{\mathbb{R} \times \mathbb{R}} |x - y|^p \, \Pi(dx, dy) \right)^{1/p}
\]
where the infimum runs over the convex set of probability measures on $\mathbb{R}^2 = \mathbb{R} \times \mathbb{R}$ with marginals $\mu$ and $\nu$. Let $\tilde{\mu}_{\sqrt{n}K}$ be the trimmed ESD defined by
\[
\tilde{\mu}_{\sqrt{n}K} = \frac{1}{n-1} \sum_{k=2}^{n} \delta_{\sqrt{n}\lambda_k(K)} = \frac{n}{n-1} \mu_{\sqrt{n}K} - \frac{1}{n-1} \delta_{\sqrt{n}}.
\]
We have then the following Corollary of theorems 1.1 and 1.2, proved in Section 4.

**Corollary 1.3** (Strong convergence). If $\mathcal{L}$ has positive variance and finite fourth moment then almost surely, for every $p \geq 1$,
\[
\lim_{n \to \infty} W_p(\tilde{\mu}_{\sqrt{n}K}, W_{2\sigma}) = 0 \quad \text{while} \quad \lim_{n \to \infty} W_p(\mu_{\sqrt{n}K}, W_{2\sigma}) = \begin{cases} 0 & \text{if } p < 2 \\ 1 & \text{if } p = 2 \\ \infty & \text{if } p > 2. \end{cases}
\]

Recall that for every $k \in \mathbb{Z}_+$, the $k$th moment of the semi-circle law $W_{2\sigma}$ is zero if $k$ is odd and is $\sigma^k$ times the $(k/2)^{th}$ Catalan number if $k$ is even. The $r^{th}$ Catalan number $(\frac{1}{r})(\frac{2r}{r})$ counts, among other things, the number of non-negative simple paths of length $2r$ that start and end at $0$.

On the other hand, from (3), we know that for every $k \in \mathbb{Z}_+$, the $k$th moment of the ESD $\mu_{\sqrt{n}K}$ writes
\[
\int_{\mathbb{R}} x^k \mu_{\sqrt{n}K}(dx) = \frac{1}{n} \text{Tr} \left( (\sqrt{n}K)^k \right) = n^{-1+\frac{k}{2}} \sum_{i=1}^{n} r_k^U(i).
\]
Additionally, from (1) we get
\[
\int_{\mathbb{R}} x^k \mu_{\sqrt{n}K}(dx) = n^{-1+\frac{k}{2}} + \left( 1 - \frac{1}{n} \right) \int_{\mathbb{R}} x^k \tilde{\mu}_{\sqrt{n}K}(dx)
\]
where $\tilde{\mu}_{\sqrt{n}K}$ is the trimmed ESD defined earlier. We can then state the following.

**Corollary 1.4** (Return probabilities). Let $r_k^U(i)$ be the probability that the random walk on $V$ with kernel $K$ started at $i$ returns to $i$ after $k$ steps. If $\mathcal{L}$ has variance $0 < \sigma^2 < \infty$ and finite fourth moment then almost surely, for every $k \in \mathbb{Z}_+$,
\[
\lim_{n \to \infty} n^{-1+\frac{k}{2}} \left( \sum_{i=1}^{n} r_k^U(i) - 1 \right) = \begin{cases} 0 & \text{if } k \text{ is odd} \\ \frac{\sigma^k}{k/2+1} \binom{k}{k/2} & \text{if } k \text{ is even}. \end{cases}
\]

We end our analysis of the complete graph model with the behavior of the invariant probability distribution $\hat{\rho}$ of $K$, obtained by normalizing the invariant vector $\rho$ as
\[
\hat{\rho} = \left( \rho_1 + \cdots + \rho_n \right)^{-1} (\rho_1 \delta_1 + \cdots + \rho_n \delta_n).
\]
Let $\mathcal{U} = n^{-1}(\delta_1 + \cdots + \delta_n)$ denote the uniform law on $\{1, \ldots, n\}$. As usual, the total variation distance $\|\mu - \nu\|_{TV}$ between two probability measures $\mu = \sum_{k=1}^{n} \mu_k \delta_k$ and $\nu = \sum_{k=1}^{n} \nu_k \delta_k$ on $\{1, \ldots, n\}$ is given by
\[
\|\mu - \nu\|_{TV} = \frac{1}{2} \sum_{k=1}^{n} |\mu_k - \nu_k|.
\]
Proposition 1.5 (Invariant probability measure). If $\mathcal{L}$ has finite second moment, then a.s.

$$
\lim_{n \to \infty} \|\hat{\rho} - \mathcal{U}\|_{TV} = 0.
$$

The proof of Proposition 1.5, given in Section 2, relies as before on a uniform law of large numbers. The speed of convergence and fluctuation of $\|\hat{\rho} - \mathcal{U}\|_{TV}$ depends on the tail of $\mathcal{L}$. The reader can find in Lemma 2.3 of Section 2 some estimates in this direction.

**Chain graph model (birth-and-death).** The complete graph model discussed earlier provides a random reversible Markov kernel which is irreducible and aperiodic. One of the key features of this model lies in the fact that the degree of each vertex is $n$, which goes to infinity as $n \to \infty$. This property allows one to use a law of large numbers to control the normalization $\rho_i$. The method will roughly still work if we replace the complete graphs by a sequence of graphs for which the degrees are of order $n$. See e.g. [37] for a survey of related results in the context of random graphs. To go beyond this framework, it is natural to consider local models for which the degrees are uniformly bounded. We shall focus on a simple birth-and-death Markov kernel $K = (K_{i,j})_{1 \leq i, j \leq n}$ on $\{1, \ldots, n\}$ given by

$$
K_{i,i+1} = b_i, \quad K_{i,i} = a_i, \quad K_{i,i-1} = c_i
$$

where $(a_i)_{1 \leq i \leq n}, (b_i)_{1 \leq i \leq n}, (c_i)_{1 \leq i \leq n}$ are in $[0, 1]$ with $c_1 = b_n = 0$, $b_i + a_i + c_i = 1$ for every $1 \leq i \leq n$, and $c_{i+1} > 0$ and $b_i > 0$ for every $1 \leq i \leq n - 1$. In other words, we have

$$
K = \begin{pmatrix}
1 & b_1 & & \\
& a_2 & b_2 & \\
& & c_3 & b_3 & \\
& & & \ddots & \ddots & \\
& & & & c_{n-1} & a_{n-1} & b_{n-1} \\
& & & & & c_n & a_n
\end{pmatrix}
$$

The kernel $K$ is irreducible, reversible, and every vertex has degree $\leq 3$. For an arbitrary $\rho_1 > 0$, the measure $\rho = \rho_1 \delta_1 + \cdots + \rho_n \delta_n$ defined for every $2 \leq i \leq n$ by

$$
\rho_i = \rho_1 \prod_{k=1}^{i-1} \frac{b_k}{c_k} = \rho_1 \frac{b_1 \cdots b_{i-1}}{c_2 \cdots c_i}
$$

is invariant and reversible for $K$, i.e., for $1 \leq i, j \leq n$, $\rho_i K_{i,j} = \rho_j K_{j,i}$. For every $1 \leq i \leq n$, the $i^{th}$ row $(c_i, a_i, b_i)$ of $K$ belongs to the 3-dimensional simplex

$$
\Lambda_3 = \{v \in [0, 1]^3; v_1 + v_2 + v_3 = 1\}.
$$

For every $v \in \Lambda_3$, we define the left and right “reflections” $v_- \in \Lambda_3$ and $v_+ \in \Lambda_3$ of $v$ by

$$
v_-(v_1, v_2, v_3) = (v_1 + v_3, v_2, 0) \quad \text{and} \quad v_+(v_1, v_2, v_3) = (0, v_2, v_1 + v_3).
$$

The following result provides a general answer for the behavior of the bulk.

**Theorem 1.6 (Global behavior for ergodic environment).** Let $p : \mathbb{Z} \to \Lambda_3$ be an ergodic random field. Let $K$ be the random birth-and-death kernel (8) on $\{1, \ldots, n\}$ obtained from $p$ by taking for every $1 \leq i \leq n$

$$
(c_i, a_i, b_i) = \begin{cases}
p(i) & \text{if } 2 \leq i \leq n - 1 \\
p(1)_+ & \text{if } i = 1 \\
p(n)_- & \text{if } i = n.
\end{cases}
$$

Then there exists a non-random probability measure $\mu$ on $[-1, +1]$ such that almost surely,

$$
\lim_{n \to \infty} W_p(\mu, \mu_K) = 0
$$
for every \( p \geq 1 \), where \( W_p \) is the Wasserstein distance \([8]\). Moreover, for every \( \ell \geq 0 \),
\[
\int_{-1}^{1} x^\ell \mu(dx) = E[r^p_\ell(0)]
\]
where \( r^p_\ell(0) \) is the probability of return to 0 in \( \ell \) steps for the random walk on \( \mathbb{Z} \) with random environment \( p \). The expectation is taken with respect to the environment \( p \).

The proof of Theorem \([6,3]\) given in Section \([3]\) is a simple consequence of the ergodic theorem; see also \([9]\) for an earlier application to random conductance models. The reflective boundary condition is not necessary for this result on the bulk of the spectrum, and essentially any boundary condition (e.g. Dirichlet or periodic) produces the same limiting result; see also \([9]\) for an earlier application to random conductance models. The precise analysis is possible for certain type of environments when \( d = 1 \).

Consider the chain graph \( G = (V,E) \) with \( V = \{1, \ldots, n\} \) and \( E = \{(i,j);|i-j| \leq 1\} \). A random conductance model on this graph can be obtained by defining \( K \) with \([10]\) by putting i.i.d. positive weights \( U \) of law \( L \) on the edges. For instance, if we remove the loops, this corresponds to define \( K \) by \([9]\) with \( a_1 = \cdots = a_n = 0 \), \( b_1 = c_n = 1 \), and, for every \( 2 \leq i \leq n-1 \),
\[
b_i = 1 - c_i = V_i = \frac{U_{i,i+1}}{U_{i,i+1} + U_{i,i-1}}
\]
where \( (U_{i,i+1})_{i \geq 1} \) are i.i.d. random variables of law \( L \) supported in \((0,\infty)\). The random variables \( V_1, \ldots, V_n \) are dependent here.

Let us consider now an alternative simple way to make \( K \) random. Namely, we use a sequence \( (V_i)_{i \geq 1} \) of i.i.d. random variables on \([0,1]\) with common law \( L \) and define the random birth-and-death Markov kernel \( K \) by \([10]\) with
\[
b_1 = c_n = 1 \quad \text{and} \quad b_i = 1 - c_i = V_i \quad \text{for every} \quad 2 \leq i \leq n-1.
\]
In other words, the random Markov kernel \( K \) is of the form
\[
K = \begin{pmatrix}
0 & 1 &  & & \\
1-V_2 & 0 & V_2 & & \\
& 1-V_3 & 0 & V_3 & \\
& & \ddots & \ddots & \ddots \\
& & & 1-V_{n-1} & 0 & V_{n-1} \\
& & & & 1 & 0
\end{pmatrix},
\]
This is not a random conductance model. However, the kernel is a particular case of the one appearing in Theorem \([1,4]\), corresponding to the i.i.d. environment given by
\[
p(i) = (1-V_i,0,V_i)
\]
for every \( i \geq 1 \). This gives the following corollary of Theorem \([1,4]\).

**Corollary 1.7** (Global behavior for i.i.d. environment). Let \( K \) be the random birth-and-death Markov kernel \([10]\) where \( (V_i)_{i \geq 2} \) are i.i.d. of law \( L \) on \([0,1]\). Then there exists a non-random probability distribution \( \mu \) on \([-1,1]\) such that almost surely,
\[
\lim_{n \to \infty} W_p(\mu_K,\mu) = 0
\]
for every \( p \geq 1 \), where \( W_p \) is the Wasserstein distance as in \([10]\). The limiting spectral distribution \( \mu \) is fully characterized by its sequence of moments, given for every \( k \geq 1 \) by
\[
\int_{-1}^{1} x^{2k-1} \mu(dx) = 0 \quad \text{and} \quad \int_{-1}^{1} x^{2k} \mu(dx) = \sum_{\gamma \in D_k} \prod_{i \in \mathbb{Z}} E \left( V^{N \gamma(i)}(1-V)^{N \gamma(i-1)} \right)
\]
where $V$ is a random variable of law $\mathcal{L}$ and where

$$ D_k = \{ \gamma = (\gamma_0, \ldots, \gamma_{2k}) : \gamma_0 = \gamma_{2k} = 0, \text{ and } |\gamma_\ell - \gamma_{\ell+1}| = 1 \text{ for every } 0 \leq \ell \leq 2k - 1 \} $$

is the set of loop paths of length $2k$ of the simple random walk on $\mathbb{Z}$, and

$$ N_\gamma(i) = \sum_{\ell=0}^{2k-1} \mathbb{1}_{\{ (\gamma_\ell, \gamma_{\ell+1}) = (i, i+1) \}} $$

is the number of times $\gamma$ crosses the horizontal line $y = i + \frac{1}{2}$ in the increasing direction.

When the random variables $(V_i)_{i \geq 2}$ are only stationary and ergodic, Corollary 1.7 remains valid provided that we adapt the formula for the even moments of $\mu$ (that is, move the product inside the expectation).

**Remark 1.8 (From Dirac masses to arc–sine laws).** Corollary 1.7 gives a formula for the moments of $\mu$. This formula is a series involving the “Beta-moments” of $\mu$. We cannot compute it explicitly for arbitrary laws $\mathcal{L}$ on $[0, 1]$. However, in the deterministic case $\mathcal{L} = \delta_p/2$, we have, for every integer $k \geq 1$,

$$ \int_{-1}^{+1} x^{2k} \mu(dx) = \sum_{\gamma \in D_k} 2^{-\sum_i N_\gamma(i) - \sum_i N_\gamma(i-1)} = 2^{-2k} \binom{2k}{k} = \int_{-1}^{+1} x^{2k} \frac{dx}{\pi \sqrt{1 - x^2}} $$

which confirms the known fact that $\mu$ is the arc–sine law on $[-1, +1]$ in this case (see e.g. [20, III.4 page 80]). More generally, a very similar computation reveals that if $\mathcal{L} = \delta_p$ with $0 < p < 1$ then $\mu$ is the arc–sine law on $[-2\sqrt{p(1-p)}, +2\sqrt{p(1-p)}]$. Figures 1-2-3 display simulations illustrating Corollary 1.7 for various other choices of $\mathcal{L}$.

**Remark 1.9 (Non–universality).** The law $\mu$ in Corollary 1.7 is not universal, in the sense that it depends on many “Beta-moments” of $\mathcal{L}$, in contrast with the complete graph case where the limiting spectral distribution depends on $\mathcal{L}$ only via its first two moments.

We now turn to the edge behavior of $\sigma(K)$ where $K$ is as in (10). Since $K$ has period 2, one has $\lambda_n(K) = -1$ and we are interested in the behavior of $\lambda_2(K) = -\lambda_{n-1}(K)$ as $n$ goes to infinity. Since the limiting spectral distribution $\mu$ is symmetric, the convex hull of its support is of the form $[-\alpha_\mu, +\alpha_\mu]$ for some $0 \leq \alpha_\mu \leq 1$. The following result gives information on $\alpha_\mu$. The reader may forge many conjectures in the same spirit for the map $\mathcal{L} \mapsto \mu$ from the simulations given by Figures 1-2-3.

**Theorem 1.10** (Edge behavior for i.i.d. environment). Let $K$ be the random birth-and-death Markov kernel (10) where $(V_i)_{i \geq 2}$ are i.i.d. of law $\mathcal{L}$ on $[0, 1]$. Let $\mu$ be the symmetric limiting spectral distribution on $[-1, +1]$ which appears in Corollary 1.7. Let $[-\alpha_\mu, +\alpha_\mu]$ be the convex hull of the support of $\mu$. If $\mathcal{L}$ has a positive density at $1/2$ then $\alpha_\mu = 1$.

Consequently, almost surely,

$$ \lambda_2(K) = -\lambda_{n-1}(K) = 1 + o(1). $$

On the other hand, if $\mathcal{L}$ is supported on $[0, t]$ with $0 < t < 1/2$ or on $[t, 1]$ with $1/2 < t < 1$ then almost surely $\limsup_{n \to \infty} \lambda_2(K) < 1$ and therefore $\alpha_\mu < 1$.

The proof of Theorem 1.10 is given in Section 3. The speed of convergence of $\lambda_2(K) - 1$ to 0 is highly dependent on the choice of the law $\mathcal{L}$. As an example, if e.g.

$$ \mathbb{E} \left[ \log \frac{V}{1-V} \right] = 0 \text{ and } \mathbb{E} \left[ \left( \log \frac{V}{1-V} \right)^2 \right] > 0 $$

where $V$ has law $\mathcal{L}$, then $K$ is the so called Sinai random walk on $\{1, \ldots, n\}$. In this case, by a slight modification of the analysis of [14], one can prove that almost surely,

$$ -\infty < \liminf_{n \to \infty} \frac{1}{\sqrt{n}} \log(1 - \lambda_2(K)) \leq \limsup_{n \to \infty} \frac{1}{\sqrt{n}} \log(1 - \lambda_2(K)) < 0. $$
Thus, the convergence to the edge here occurs exponentially fast in $\sqrt{n}$. On the other hand, if for instance $L = \delta_{1/2}$ (simple reflected random walk on \{1, \ldots, n\}) then it is known that $1 - \lambda_2(K)$ decays as $n^{-2}$ only.

We conclude with a list of remarks and open problems.

**Fluctuations at the edge.** An interesting problem concerns the fluctuations of $\lambda_2(\sqrt{n}K)$ around its limiting value $2\sigma$ in the complete graph model. Under suitable moments conditions on $L$, one may seek for a deterministic sequence $(a_n)$, and a probability distribution $D$ on $\mathbb{R}$ such that

$$a_n \left( \lambda_2(\sqrt{n}K) - 2\sigma \right) \xrightarrow{n \to \infty} D$$

(11)

where “$\xrightarrow{d}$” stands for convergence in distribution. The same may be asked for the random variable $\lambda_n(\sqrt{n}K) + 2\sigma$. Computer simulations suggest that $a_n \approx n^{2/3}$ and that $D$ is close to a Tracy-Widom distribution. The heuristic here is that $\lambda_2(\sqrt{n}K)$ behaves like the $\lambda_1$ of a centered Gaussian random symmetric matrix. The difficulty is that the entries of $K$ are not i.i.d., not centered, and of course not Gaussian.

**Symmetric Markov generators.** Rather than considering the random walk with infinitesimal generator $K - I$ on the complete graph as we did, one may start with the symmetric infinitesimal generator $G$ defined by $G_{i,j} = G_{j,i} = U_{i,j}$ for every $1 \leq i < j \leq n$ and $G_{i,i} = -\sum_{j \neq i} G_{i,j}$ for every $1 \leq i \leq n$. Here $(U_{i,j})_{1 \leq i < j}$ is a triangular array of i.i.d. real random variables of law $L$. For this model, the uniform probability measure $U$ is reversible and invariant. The bulk behavior of such random matrices has been investigated in [16].

**Non–reversible Markov ensembles.** A non–reversible model is obtained when the underlying complete graph is oriented. That is each vertex $i$ has now (besides the loop) $n - 1$ outgoing edges $(i, j)$ and $n - 1$ incoming edges $(j, i)$. On each of these edges we place an independent positive weight $V_{i,j}$ with law $\mathcal{L}$, and on each loop an independent positive weight $V_{i,i}$ with law $\mathcal{L}$. This gives us a non–reversible stochastic matrix

$$\tilde{K}_{i,j} = \frac{V_{i,j}}{\sum_{k=1}^{n} V_{i,k}}.$$

The spectrum of $\tilde{K}$ is now complex. If $\mathcal{L}$ is exponential, then the matrix $\tilde{K}$ describes the Dirichlet Markov Ensemble considered in [17]. Numerical simulations suggest that if $\mathcal{L}$ has, say, finite positive variance, then the ESD of $n^{1/2}\tilde{K}$ converges weakly as $n \to \infty$ to the uniform law on the unit disc of the complex plane (circular law). At the time of writing, this conjecture is still open. Note that the ESD of the i.i.d. matrix $(n^{-1/2}V_{i,j})_{1 \leq i,j \leq n}$ is known to converge weakly to the circular law; see [35] and references therein.

**Heavy–tailed weights.** Recently, remarkable work has been devoted to the spectral analysis of large dimensional symmetric random matrices with heavy–tailed i.i.d. entries, see e.g. [33, 2, 6, 38, 8]. Similarly, on the complete graph, one may consider the bulk and edge behavior of the random reversible Markov kernels constructed by (1) when the law $\mathcal{L}$ of the weights is heavy–tailed (i.e. with at least an infinite second moment). In that case, and in contrast with Theorem 1.1, the scaling is not $\sqrt{n}$ and the limiting spectral distribution is not Wigner’s semi–circle law. We study such heavy–tailed models elsewhere [12]. Another interesting model is the so called trap model which corresponds to put heavy–tailed weights only on the diagonal of $U$ (holding times), see e.g. [13] for some recent advances.
2. Proofs for the complete graph model

Here we prove Theorems 1.1, 1.2, Proposition 1.5 and Corollary 1.3. In the whole sequel, we denote by $L^2(1)$ the Hilbert space $\mathbb{R}^n$ equipped with the scalar product

$$\langle x, y \rangle = \sum_{i=1}^{n} x_i y_i.$$ 

The following simple lemma allows us to work with symmetric matrices when needed.

**Lemma 2.1 (Spectral equivalence).** Almost surely, for large enough $n$, the spectrum of the reversible Markov matrix $K$ coincides with the spectrum of the symmetric matrix $S$ defined by

$$S_{i,j} = \sqrt{\frac{\rho_i}{\rho_j}} K_{i,j} = \frac{U_{i,j}}{\sqrt{\rho_i \rho_j}}.$$

Moreover, the corresponding eigenspaces dimensions also coincide.

**Proof.** Almost surely, for large enough $n$, all the $\rho_i$ are positive and $K$ is self–adjoint as an operator from $L^2(\rho)$ to $L^2(\rho)$, where $L^2(\rho)$ denotes $\mathbb{R}^n$ equipped with the scalar product

$$\langle x, y \rangle_\rho = \sum_{i=1}^{n} \rho_i x_i y_i.$$ 

It suffices to observe that a.s. for large enough $n$, the map $x \mapsto \hat{x}$ defined by

$$\hat{x} = (x_1 \sqrt{\rho_1}, \ldots, x_n \sqrt{\rho_n})$$

is an isometry from $L^2(\rho)$ to $L^2(1)$ and that for any $x, y \in \mathbb{R}^n$ and $1 \leq i \leq n$, we have

$$(Kx)_i = \sum_{j=1}^{n} K_{i,j} x_j$$

and

$$\langle Kx, y \rangle_\rho = \sum_{i,j=1}^{n} K_{i,j} x_j y_i \rho_i = \sum_{i,j=1}^{n} U_{i,j} x_j y_i = \sum_{i,j=1}^{n} S_{i,j} \hat{x}_i \hat{y}_j = \langle S\hat{x}, \hat{y} \rangle. \quad \square$$

The random symmetric matrix $S$ has non–centered, non–independent entries. Each entry of $S$ is bounded and belongs to the interval $[0, 1]$, since for every $1 \leq i, j \leq n$, we have $S_{i,j} \leq U_{i,j} / \sqrt{U_{i,j} U_{j,i}} = 1$. In the sequel, for any $n \times n$ real symmetric matrix $A$, we denote by

$$\lambda_n(A) \leq \cdots \leq \lambda_1(A)$$

its ordered spectrum. We shall also denote by $\|A\|$ the operator norm of $A$, defined by

$$\|A\|^2 = \max_{x \in \mathbb{R}^n} \frac{\langle Ax, Ax \rangle}{\langle x, x \rangle}.$$ 

Clearly, $\|A\| = \max(\lambda_1(A), -\lambda_n(A))$. To prove Theorem 1.1 we shall compare the symmetric random matrix $\sqrt{n} S$ with the symmetric $n \times n$ random matrices

$$W_{i,j} = \frac{U_{i,j} - 1}{\sqrt{n}} \quad \text{and} \quad \widetilde{W}_{i,j} = \frac{U_{i,j}}{\sqrt{n}}. \quad (12)$$

Note that $W$ defines a so called Wigner matrix, i.e. $W$ is symmetric and it has centered i.i.d. entries with finite positive variance. We shall also need the non–centered matrix $\widetilde{W}$. It is well known that under the sole assumption $\sigma^2 \in (0, \infty)$ on $\mathcal{L}$, almost surely,

$$\mu_W \xrightarrow{n \to \infty} \mathcal{W}_{2\sigma} \quad \text{and} \quad \mu_{\widetilde{W}} \xrightarrow{n \to \infty} \mathcal{W}_{2\sigma}$$
where \( \mu_W \) and \( \mu_{\tilde{W}} \) are the ESD of \( W \) and \( \tilde{W} \), see e.g. \cite{3} Theorems 2.1 and 2.12. Note that \( \tilde{W} \) is a rank one perturbation of \( W \), which implies that the spectra of \( W \) and \( \tilde{W} \) are interlaced (Weyl-Poincaré inequalities, see e.g. \cite{23, 3}). Moreover, under the assumption of finite fourth moment on \( \mathcal{L} \), it is known that almost surely

\[ \lambda_n(W) \to -2\sigma \quad \text{and} \quad \lambda_1(W) \to +2\sigma. \]

In particular, almost surely,

\[ \|W\| = 2\sigma + o(1). \]  \hspace{1cm}  \text{(13)}

On the other hand, and still under the finite fourth moment assumption, almost surely,

\[ \lambda_1(\tilde{W}) \to +\infty \quad \text{while} \quad \lambda_2(\tilde{W}) \to +2\sigma \quad \text{and} \quad \lambda_n(\tilde{W}) \to -2\sigma \]

see e.g. \cite{4, 21, 3}. Heuristically, when \( n \) is large, the law of large numbers implies that \( \rho_i \) is close to \( n \) (recall that here \( \mathcal{L} \) has mean 1), and thus \( \sqrt{n}S \) is close to \( \tilde{W} \). The main tools needed for a comparison of the matrix \( \sqrt{n}S \) with \( \tilde{W} \) are given in the following subsection.

**Uniform law of large numbers.** We shall need the following Kolmogorov-Marcinkiewicz-Zygmund strong uniform law of large numbers, related to Baum-Katz type theorems.

**Lemma 2.2.** Let \((A_{i,j})_{i,j \geq 1}\) be a symmetric array of i.i.d. random variables. For any reals \( a > 1/2, b \geq 0, \) and \( M > 0 \), if \( E(|A_{1,1}|^{1+b/a}) < \infty \) then

\[
\max_{1 \leq i \leq Mn^b} \left| \sum_{j=1}^{n} (A_{i,j} - c) \right| = o(n^a) \quad \text{a.s. where} \quad c = \begin{cases} 
E(A_{1,1}) & \text{if } a \leq 1 \\
\text{any number} & \text{if } a > 1.
\end{cases}
\]

**Proof.** This result is proved in \cite{5, Lemma 2} for a non–symmetric array. The symmetry makes the random variables \( \left( \sum_{j=1}^{n} A_{i,j} \right)_{i \geq 1} \) dependent, but a careful analysis of the argument shows that this is not a problem except for a sort of converse, see \cite{5, Lemma 2} for details. \( \square \)

**Lemma 2.3.** If \( \mathcal{L} \) has finite moment of order \( \kappa \in [1, 2] \) then

\[ \max_{1 \leq i \leq n^{\kappa-1}} \left| \frac{\rho_i}{n} - 1 \right| = o(1) \]  \hspace{1cm}  \text{(14)}

almost surely, and in particular, if \( \mathcal{L} \) has finite second moment, then almost surely

\[ \max_{1 \leq i \leq n} \left| \frac{\rho_i}{n} - 1 \right| = o(1). \]  \hspace{1cm}  \text{(15)}

Moreover if \( \mathcal{L} \) has finite moment of order \( \kappa \) with \( 2 \leq \kappa < 4 \), then almost surely

\[ \max_{1 \leq i \leq n} \left| \frac{\rho_i}{n} - 1 \right| = o(n^{2-\kappa}). \]  \hspace{1cm}  \text{(16)}

Additionally, if \( \mathcal{L} \) has finite fourth moment, then almost surely

\[ \sum_{i=1}^{n} \left( \frac{\rho_i}{n} - 1 \right)^2 = O(1). \]  \hspace{1cm}  \text{(17)}

**Proof.** The result \((14)\) follows from Lemma 2.2 with

\[ A_{i,j} = U_{i,j}, \quad a = M = 1, \quad b = \kappa - 1. \]

We recover the standard strong law of large numbers with \( \kappa = 1 \). The result \((16)\) – and therefore \((15)\) setting \( \kappa = 2 \) – follows from Lemma 2.2 with this time

\[ A_{i,j} = U_{i,j}, \quad a = 2/\kappa, \quad b = M = 1. \]
Proof of \cite{17}. We set $\epsilon_i = n^{-1} \rho_i - 1$ for every $1 \leq i \leq n$. Since $\mathcal{L}$ has finite fourth moment, the result \cite{13} for the centered Wigner matrix $W$ defined by \cite{12} gives that
\[
\sum_{i=1}^{n} \epsilon_i^2 = \frac{\langle W^1, W^1 \rangle}{\langle 1, 1 \rangle} \leq \|W\|^2 = 4\sigma^2 + o(1) = O(1)
\]
aalmost surely.

We are now able to give a proof of Proposition \cite{12}.

Proof of Proposition \cite{12}. Since $\mathcal{L}$ has finite first moment, by the strong law of large numbers,
\[
\rho_1 + \cdots + \rho_n = \sum_{i=1}^{n} U_{i,i} + 2 \sum_{1 \leq i < j \leq n} U_{i,j} = n^2 (1 + o(1))
\]
almost surely. For every fixed $i \geq 1$, we have also $\rho_i = n(1 + o(1))$ almost surely. As a consequence, for every fixed $i \geq 1$, almost surely,
\[
\hat{\rho}_i = \frac{\rho_i}{\rho_1 + \cdots + \rho_n} = \frac{n(1 + o(1))}{n^2 (1 + o(1))} = \frac{1}{n} (1 + o(1)).
\]
Moreover, since $\mathcal{L}$ has finite second moment, the $o(1)$ in the right hand side above is uniform over $1 \leq i \leq n$ thanks to \cite{15} of Lemma 2.3. This achieves the proof.

Note that, under the second moment assumption, $\hat{\rho}_i = n^{-1}(1 + O(\delta))$ for $1 \leq i \leq n$, where
\[
\delta := \max_{1 \leq i \leq n} |\epsilon_i| = o(1), \quad \text{with} \quad \epsilon_i := n^{-1} \rho_i - 1.
\]

We will repeatedly use the notation \cite{18} in the sequel.

Bulk behavior. Lemma 2.1 reduces Theorem \cite{11} to the study of the ESD of $\sqrt{n} S$, a symmetric matrix with non independent entries. One can find in the literature many extensions of Wigner’s theorem to symmetric matrices with non–i.i.d. entries. However, none of these results seems to apply here directly.

Proof of Theorem \cite{14}. We first recall a standard fact about comparison of spectral densities of symmetric matrices. Let $L(F,G)$ denote the Lévy distance between two cumulative distribution functions $F$ and $G$ on $\mathbb{R}$, defined by
\[
L(F,G) = \inf \{\varepsilon > 0 \text{ such that } F(\cdot - \varepsilon) - \varepsilon \leq G \leq F(\cdot + \varepsilon) + \varepsilon\}. \quad \text{(17)}
\]
It is well known \cite{7} that the Lévy distance is a metric for weak convergence of probability distributions on $\mathbb{R}$. If $F_A$ and $F_B$ are the cumulative distribution functions of the empirical spectral distributions of two hermitian $n \times n$ matrices $A$ and $B$, we have the following bound for the third power of $L(F_A, F_B)$ in terms of the trace of $(A - B)^2$:
\[
L^3(F_A, F_B) \leq \frac{1}{n} \text{Tr}((A - B)^2) = \frac{1}{n} \sum_{i,j=1}^{n} (A_{i,j} - B_{i,j})^2. \quad \text{(19)}
\]

The proof of this estimate is a consequence of the Hoffman-Wielandt inequality \cite{23}, see also \cite{3, Lemma 2.3}. By Lemma 2.3, we have $\sqrt{n} \lambda_k(K) = \lambda_k(\sqrt{n} S)$ for every $1 \leq k \leq n$. We shall use the bound \cite{13} for the matrices $A = \sqrt{n} S$ and $B = \tilde{W}$, where $\tilde{W}$ is defined in \cite{12}. We will show that a.s.
\[
\frac{1}{n} \sum_{i,j=1}^{n} (A_{i,j} - B_{i,j})^2 = O(\delta^2), \quad \text{(20)}
\]
where $\delta = \max_i |\epsilon_i|$ as in \cite{18}. Since $\mathcal{L}$ has finite positive variance, we know that the ESD of $B$ tends weakly as $n \to \infty$ to the semi–circle law on $[-2\sigma, +2\sigma]$. Therefore the bound
with (19) and the fact that $\delta \to 0$ as $n \to \infty$ is sufficient to prove the theorem. We turn to a proof of (20).

For every $1 \leq i, j \leq n$, we have

$$A_{i,j} - B_{i,j} = \frac{U_{i,j}}{\sqrt{n}} \left( \frac{n}{\sqrt{\rho_i \rho_j}} - 1 \right).$$

Set, as usual $\rho_i = n(1 + \epsilon_i)$ and define $\psi_i = (1 + \epsilon_i)^{-\frac{1}{2}} - 1$. Note that by Lemma 2.3, almost surely, $\psi_i = O(\delta)$ uniformly in $i = 1, \ldots, n$. Also,

$$\frac{n}{\sqrt{\rho_i \rho_j}} - 1 = (1 + \psi_i)(1 + \psi_j) - 1 = \psi_i + \psi_j + \psi_i \psi_j.$$

In particular, $\frac{n}{\sqrt{\rho_i \rho_j}} - 1 = O(\delta)$. Therefore

$$\frac{1}{n} \sum_{i,j=1}^{n} (A_{i,j} - B_{i,j})^2 \leq O(\delta^2) \left( \frac{1}{n^2} \sum_{i,j=1}^{n} U_{i,j}^2 \right).$$

By the strong law of large numbers, $\frac{1}{n^2} \sum_{i,j=1}^{n} U_{i,j}^2 \to \sigma^2 + 1$ a.s., which implies (20). \(\square\)

**Edge behavior.** We turn to the proof of Theorem 1.2 which concerns the edge of $\sigma(\sqrt{n}S)$.

**Proof of Theorem 1.2.** Thanks to Lemma 2.1 and the global behavior proven in Theorem 1.1, it is enough to show that, almost surely,

$$\limsup_{n \to \infty} \sqrt{n} \max(|\lambda_2(S)|, |\lambda_n(S)|) \leq 2\sigma.$$

Since $K$ is almost surely irreducible for large enough $n$, the eigenspace of $S$ of the eigenvalue 1 is almost surely of dimension 1, and is given by $\mathbb{R}(\sqrt{\rho_1}, \ldots, \sqrt{\rho_n})$. Let $P$ be the orthogonal projector on $\mathbb{R}\sqrt{\rho}$. The matrix $P$ is $n \times n$ symmetric of rank 1, and for every $1 \leq i, j \leq n$,

$$P_{i,j} = \frac{\sqrt{\rho_i \rho_j}}{\sum_{k=1}^{n} \rho_k}.$$

The spectrum of the symmetric matrix $S - P$ is

$$\{\lambda_n(S), \ldots, \lambda_2(S)\} \cup \{0\}.$$

By subtracting $P$ from $S$ we remove the largest eigenvalue 1 from the spectrum, without touching the remaining eigenvalues. Let $\mathcal{V}$ be the random set of vectors of unit Euclidean norm which are orthogonal to $\sqrt{\rho}$ for the scalar product $\langle \cdot, \cdot \rangle$ of $\mathbb{R}^n$. We have then

$$\sqrt{n} \max(|\lambda_2(S)|, |\lambda_n(S)|) = \max_{v \in \mathcal{V}} |\langle \sqrt{n}Sv, v \rangle| = \max_{v \in \mathcal{V}} |\langle \tilde{A}v, v \rangle|$$

where $\tilde{A}$ is the $n \times n$ random symmetric matrix defined by

$$\tilde{A}_{i,j} = \sqrt{n}(S - P)_{i,j} = \sqrt{n} \left( \frac{U_{i,j}}{\sqrt{\rho_i \rho_j}} - \frac{\sqrt{\rho_i \rho_j}}{\sum_{k=1}^{n} \rho_k} \right).$$

In Lemma 2.4 below we establish that almost surely $\langle v, (\tilde{A} - W)v \rangle = O(\delta) + O(n^{-1/2})$ uniformly in $v \in \mathcal{V}$, where $W$ is defined in (12) and $\delta$ is given by (18). Thus, using (13),

$$|\langle Wv, v \rangle| \leq \max(|\lambda_1(W)|, |\lambda_n(W)|) = 2\sigma + o(1),$$

we obtain that almost surely, uniformly in $v \in \mathcal{V}$,

$$|\langle \tilde{A}v, v \rangle| \leq |\langle Wv, v \rangle| + |\langle (\tilde{A} - W)v, v \rangle| = 2\sigma + o(1) + O(\delta).$$

Thanks to Lemma 2.3 we know that $\delta = o(1)$ and the theorem follows. \(\square\)

**Lemma 2.4.** Almost surely, uniformly in $v \in \mathcal{V}$, we have, with $\delta := \max_i |\epsilon_i|$,

$$\langle v, (\tilde{A} - W)v \rangle = O(\delta) + O(n^{-1/2}).$$
Proof. We start by rewriting the matrix

\[ \tilde{A}_{i,j} = \frac{\sqrt{n} U_{i,j}}{\sqrt{\rho_i \rho_j}} - \frac{\sqrt{n} \sqrt{\rho_i \rho_j}}{\sum_k \rho_k} \]

by expanding around the law of large numbers. We set \( \rho_i = n(1 + \epsilon_i) \) and we define

\[ \varphi_i = \sqrt{1 + \epsilon_i} - 1 \quad \text{and} \quad \psi_i = \frac{1}{\sqrt{1 + \epsilon_i}} - 1. \]

Observe that \( \varphi_i \) and \( \psi_i \) are of order \( \epsilon_i \) and by Lemma 2.3, cf. (17) we have a.s.

\[ \langle \varphi, \varphi \rangle = \sum_i \varphi_i^2 = O(1) \quad \text{and} \quad \langle \psi, \psi \rangle = \sum_i \psi_i^2 = O(1). \]

We expand

\[ \sqrt{n} \rho_i \rho_j = n(1 + \epsilon_i) \quad \text{and} \quad \frac{1}{\sqrt{n}} \sqrt{\rho_i \rho_j} = \frac{1}{\sqrt{n}} n(1 + \varphi_i)(1 + \varphi_j). \]

Similarly, we have

\[ \frac{1}{\sqrt{n}} \sqrt{\rho_i \rho_j} = \frac{1}{\sqrt{n}} n^{-1}(1 + \psi_i)(1 + \psi_j). \]

Moreover, writing

\[ \sum_{k=1}^n \rho_k = n^2 \left( 1 + \frac{1}{n} \sum_k \epsilon_k \right) \]

and setting \( \gamma := (1 + \frac{1}{n} \sum_k \epsilon_k)^{-1} - 1 \) we see that

\[ \left( \sum_{k=1}^n \rho_k \right)^{-1} = \frac{1}{n^2} (1 + \gamma). \]

Note that \( \gamma = O(\delta) \). Using these expansions we obtain

\[ \frac{\sqrt{n} U_{i,j}}{\sqrt{\rho_i \rho_j}} = \frac{1}{\sqrt{n}} U_{i,j}(1 + \psi_i)(1 + \psi_j) \]

and

\[ \frac{\sqrt{n} \sqrt{\rho_i \rho_j}}{\sum_k \rho_k} = \frac{1}{\sqrt{n}} (1 + \varphi_i)(1 + \varphi_j)(1 + \gamma). \]

From these expressions, with the definitions

\[ \Phi_{i,j} = \varphi_i + \varphi_j + \varphi_i \varphi_j \quad \text{and} \quad \Psi_{i,j} = \psi_i + \psi_j + \psi_i \psi_j, \]

we obtain

\[ \tilde{A}_{i,j} = W_{i,j}(1 + \Psi_{i,j}) + \frac{1}{\sqrt{n}} [\Psi_{i,j} - \Phi_{i,j}(1 + \gamma) + \gamma]. \]

Therefore, we have

\[ \langle v, (W - \tilde{A})v \rangle = -\sum_{i,j} v_i W_{i,j} \Psi_{i,j} v_j + \frac{1 + \gamma}{\sqrt{n}} \langle v, \Phi v \rangle - \frac{1}{\sqrt{n}} \langle v, \Psi v \rangle - \gamma \frac{\langle v, 1 \rangle^2}{\sqrt{n}}. \]

Let us first show that

\[ \langle v, 1 \rangle = O(1). \]

Indeed, \( v \in \mathcal{V} \) implies that for any \( c \in \mathbb{R} \),

\[ \langle v, 1 \rangle = \langle v, 1 - c \sqrt{\rho} \rangle. \]

Taking \( c = 1/\sqrt{n} \) we see that

\[ 1 - c \sqrt{\rho_i} = 1 - \sqrt{1 + \epsilon_i} = -\varphi_i. \]

Thus, Cauchy–Schwarz’ inequality implies

\[ \langle v, 1 \rangle^2 \leq \langle v, v \rangle \langle \varphi, \varphi \rangle. \]
and (22) follows from (21) above. Next, we show that
\begin{equation}
\langle v, \Phi v \rangle = O(1). \tag{23}
\end{equation}
Note that
\begin{equation}
\langle v, \Phi v \rangle = 2\langle v, 1 \rangle \langle v, \varphi \rangle + \langle v, \varphi \rangle^2.
\end{equation}
Since \(\langle v, \varphi \rangle^2 \leq \langle v, v \rangle \langle \varphi, \varphi \rangle\) we see that (23) follows from (21) and (22). In the same way we obtain that \(\langle v, \Psi v \rangle = O(1)\). So far we have obtained the estimate
\begin{equation}
\langle v, (W - \bar{A})v \rangle = - \sum_{i,j} v_i W_{i,j} \Psi_{i,j} v_j + O(n^{-1/2}). \tag{24}
\end{equation}
To bound the first term above we observe that
\begin{equation}
\sum_{i,j} v_i W_{i,j} \Psi_{i,j} v_j = 2 \sum_i \psi_i v_i \langle W \psi_i \rangle + \sum_{i,j} \psi_i v_i W_{i,j} \psi_j v_j
= 2\langle \hat{\psi}, W \psi \rangle + \langle \hat{\psi}, W \hat{\psi} \rangle,
\end{equation}
where \(\hat{\psi}\) denotes the vector \(\hat{\psi}_i := \psi_i v_i\). Note that
\begin{equation}
\langle \hat{\psi}, \hat{\psi} \rangle = \sum_i \psi_i^2 v_i^2 \leq O(\delta^2) \langle v, v \rangle = O(\delta^2).
\end{equation}
Therefore, by definition of the norm \(|W|\)
\begin{equation}
|\langle \hat{\psi}, W \hat{\psi} \rangle| \leq \sqrt{\langle \hat{\psi}, \hat{\psi} \rangle} \sqrt{\langle W \hat{\psi}, W \hat{\psi} \rangle} \leq \|W\| \langle \hat{\psi}, \hat{\psi} \rangle = O(\delta^2) \|W\|.
\end{equation}
Similarly, we have
\begin{equation}
|\langle \hat{\psi}, W \hat{\psi} \rangle| \leq \sqrt{\langle \hat{\psi}, \hat{\psi} \rangle} \sqrt{\langle W \hat{\psi}, W \hat{\psi} \rangle} \leq O(\delta) \|W\| \sqrt{\langle v, v \rangle} = O(\delta) \|W\|.
\end{equation}
From (13), \(\|W\| = 2\sigma + o(1) = O(1)\). Therefore, going back to (24) we have obtained
\begin{equation}
\langle v, (W - \bar{A})v \rangle = O(\delta) + O(n^{-1/2}).
\end{equation}
\[\Box\]

We end this section with the proof of Corollary 1.3.

Proof of Corollary 1.3. By Theorem 1.2, almost surely, and for any compact subset \(C\) of \(\mathbb{R}\) containing strictly \([0, 2\sigma]\), the law \(\bar{\mu}_{\sqrt{nK}}\) is supported in \(C\) for large enough \(n\). On the other hand, since \(\mu_{nK} = (1 - n^{-1})\bar{\mu}_{\sqrt{nK}} + n^{-1}\delta_{\sqrt{n}}\), we get from Theorem 1.3 that almost surely, \(\bar{\mu}_{\sqrt{nK}}\) tends weakly to \(\mathcal{W}_{2\sigma}\) as \(n \to \infty\). Now, for sequences of probability measures supported in a common compact set, by Weierstrass’ theorem, weak convergence is equivalent to Wasserstein convergence \(W_p\) for every \(p \geq 1\). Consequently, almost surely,
\begin{equation}
\lim_{n \to \infty} W_p(\bar{\mu}_{\sqrt{nK}}, \mathcal{W}_{2\sigma}) = 0.
\end{equation}
for every \(p \geq 1\). It remains to study \(W_p(\mu_{\sqrt{nK}}, \mathcal{W}_{2\sigma})\). Recall that if \(\nu_1\) and \(\nu_2\) are two probability measures on \(\mathbb{R}\) with cumulative distribution functions \(F_{\nu_1}\) and \(F_{\nu_2}\) with respective generalized inverses \(F^{-1}_{\nu_1}\) and \(F^{-1}_{\nu_2}\), then, for every real \(p \geq 1\), we have, according to e.g. [16, Remark 2.19 (ii)],
\begin{equation}
W_p(\nu_1, \nu_2)^p = \int_0^1 |F^{-1}_{\nu_1}(t) - F^{-1}_{\nu_2}(t)|^p dt.
\end{equation}
Let us take \(\nu_1 = \mu_{\sqrt{nK}} = (1 - n^{-1})\bar{\mu}_{\sqrt{nK}} + n^{-1}\delta_{\sqrt{n}}\) and \(\nu_2 = \mathcal{W}_{2\sigma}\). Theorem 1.2 gives \(\lambda_2(\sqrt{nK}) < \infty\) a.s. Also, a.s., for large enough \(n\), and for every \(t \in (0, 1)\),
\begin{equation}
F_{\nu_1}^{-1}(t) = F_{\mu_{\sqrt{nK}}}^{-1}(t) = \sqrt{n}I_{[1 - n^{-1}, 1)}(t) + \frac{n^{-1}}{\sqrt{n}}I_{(0, 1 - n^{-1})}(t).
\end{equation}
The desired result follows then by plugging this identity in (24) and by using (23). \[\Box\]
3. Proofs for the chain graph model

In this section we prove the bulk results in Theorem 1.6 and Corollary 1.7 and the edge results in Theorem 1.10.

Bulk behavior.

Proof of Theorem 1.6. Since $\mu_K$ is supported in the compact set $[-1,+1]$ which does not depend on $n$, Weierstrass’ theorem implies that the weak convergence of $\mu_K$ as $n \to \infty$ is equivalent to the convergence of all moments, and is also equivalent to the convergence in Wasserstein distance $W_p$ for every $p \geq 1$. Thus, it suffices to show that a.s. for any $\ell \geq 0$, the $\ell$th moment of $\mu_K$ converges to $E[r_p^\ell(0)]$ as $n \to \infty$. The sequence $(E[r_p^\ell(0)])_{\ell \geq 0}$ will then necessarily the sequence of moments of a probability measure $\mu$ on $[-1,+1]$ which is the unique adherence value of $\mu_K$ as $n \to \infty$.

For any $\ell \geq 0$ and $i \geq 1$ let $r_p^{\ell,n}(i)$ be the probability of return to $i$ after $\ell$ steps for the random walk on $\{1,\ldots,n\}$ with kernel $K$. Clearly, $r_p^{\ell,n}(i) = r_p^{\ell}(i)$ whenever $1 + \ell < i < n - \ell$. Therefore, for every fixed $\ell$, the ergodic theorem implies that almost surely,

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} r_p^{\ell,n}(i) = \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} r_p^{\ell}(i) = E[r_p^{\ell}(0)].$$

This ends the proof. □

Proof of Corollary 1.7. The desired convergence follows immediately from Theorem 1.6 with $p(i) = (1-V_i,0,V_i)$ for every $i \geq 1$. The expression of the moments of $\mu$ follows from a straightforward path–counting argument for the return probabilities of a one-dimensional random walk. □

Let us mention that the proof of Corollary 1.7 could have been obtained via the trace-moment method for symmetric tridiagonal matrices. Indeed, an analog of Lemma 2.1 allows one to replace $K$ by a symmetric tridiagonal matrix $S$. Although the entries of $S$ are not independent, the desired result follows from a variant of the proof used by Popescu for symmetric tridiagonal matrices with independent entries [30, Theorem 2.8]. We omit the details.

Remark 3.1 (Computation of the moments of $\mu$ for Beta environments). As noticed in Remark 1.8, the limiting spectral distribution $\mu$ is the arc–sine law when $\mathcal{L} = \delta_{1/2}$. Assume now that $\mathcal{L}$ is uniform on $[0,1]$. Then for every integers $m \geq 0$ and $n \geq 0$,

$$E(V^m(1-V)^n) = \int_0^1 u^m(1-u)^n du = \text{Beta}(n+1,m+1) = \frac{\Gamma(n+1)\Gamma(m+1)}{\Gamma(n+m+2)}$$

which gives

$$E(V^m(1-V)^n) = \frac{n!m!}{(n+m+1)!} = \frac{1}{(n+m+1)(n+m)^m}.$$

The law of $\binom{n+m}{m} V^m(1-V)^n$ is the law of the probability of having $m$ success in $n+m$ tosses of a coin with a probability of success $p$ uniformly distributed in $[0,1]$. Similar formulas may be obtained when $\mathcal{L}$ is a Beta law Beta($\alpha,\beta$).

Edge behavior.

Proof of Theorem 1.10. Proof of the first statement. It is enough to show that for every $0 < a < 1$, there exists an integer $k_a$ such that for all $k \geq k_a$,

$$\int_{-1}^{+1} x^{2k} \mu(dx) \geq a^{2k}.$$
By assumption, there exists $C > 0$ and $0 < t_0 < 1/2$ such that for all $0 < t < t_0$,
\[ P(V \in [1/2 - t, 1/2 + t]) \geq Ct \]
where $V$ is random variable of law $\mathcal{L}$. In particular, for all $0 < t < t_0$,
\[ E \left[ \left( V - N \right)^3 \right] \geq Ct \left( \frac{1}{2} - t \right)^{N_0(i) + N_0(i-1)} \]
and, if
\[ \|\gamma\|_\infty = \max\{i \geq 0 : \max(N_0(i), N_0(-i)) \geq 1\} \]
then
\[ \int_{-1}^{+1} x^{2k} \mu(dx) \geq \sum_{\gamma \in D_k} \prod_{i \in \mathbb{Z}} Ct \left( \frac{1}{2} - t \right)^{N_0(i) + N_0(i-1)} \]
\[ \geq \sum_{\gamma \in D_k} (Ct)^{2\|\gamma\|_\infty} \left( \frac{1}{2} - t \right)^{\sum_i N_0(i) + N_0(i-1)} \]
\[ \geq \left( \frac{1}{2} - t \right)^{2k} \sum_{\gamma \in D_k} (Ct)^{2\|\gamma\|_\infty} \]
\[ \geq \left( \frac{1}{2} - t \right)^{2k} |D_{k,\alpha}| (Ct)^{2k\alpha}, \]
where $D_{k,\alpha} = \{ \gamma \in D_k : \|\gamma\|_\infty \leq k^\alpha \}$. Now, from the Brownian Bridge version of Donsker’s Theorem (see e.g. [26] and references therein), for all $\alpha > 1/2$,
\[ \lim_{k \to \infty} \frac{|D_{k,\alpha}|}{|D_k|} = 1. \]
Since $|D_k| = \text{Card}(D_k) = \binom{2k}{k}$, Stirling’s formula gives $|D_k| \sim 4^k(\pi k)^{-1/2}$, and thus
\[ \int_{-1}^{+1} x^{2k} \mu(dx) \geq (\pi k)^{-1/2} (1 - 2t)^{2k} (Ct)^{2k\alpha} (1 + o(1)). \]
We then deduce the desired result (27) by taking $t$ small enough such that $1 - 2t > a$ and $1/2 < \alpha < 1$. This achieves the proof of the first statement.

Proof of the second statement. One can observe that if $\mathcal{L} = \delta_p$ for some $p \in (0,1)$ with $p \neq 1/2$, an explicit computation of the spectrum will provide the desired result, in accordance with Remark 1.8. For the general case, we get from [28], for any $2 \leq k \leq n - 1$,
\[ 1 - \lambda_2(K) \geq \frac{1}{4 \max(B_k^+, B_k^-)} \]
where
\[ B_k^+ = \max_{i > k} \left( \sum_{j=k+1}^i \frac{1}{\rho_j (1 - V_j)} \sum_{j \geq i} \rho_j \right) \quad \text{and} \quad B_k^- = \max_{i < k} \left( \sum_{j=i}^{k-1} \frac{1}{\rho_j V_j} \sum_{j \leq i} \rho_j \right) \]
with the convention $V_1 = 1 - V_n = 1$. Here we have fixed the value of $n$ and $\rho$ is any invariant (reversible) measure for $K$. It is convenient to take $\rho_1 = 1$ and for every $2 \leq i \leq n$
\[ \rho_i = \frac{V_2 \cdots V_{i-1}}{(1 - V_2) \cdots (1 - V_i)}. \]
By symmetry, it suffices to consider the case where $\mathcal{L}$ is supported in $[0, t]$ with $0 < t < 1/2$. Let us take $k = 2$. In this case, $B_2^- = 1$, and the desired result will follow if we show that $B_2^+$ is bounded above by a constant independent of $n$. To this end, we remark first that for
any $\ell > j$ we have $\rho_\ell = \rho_j \prod_{m=j}^{\ell-1} (V_m/(1 - V_{m+1}))$. Therefore, setting $e^{-\gamma} = t/(1 - t) < 1$, we have $\rho_\ell \leq \rho_j e^{-\gamma(\ell - j)}$. It follows that, for any $k < i$,

$$\sum_{j=k+1}^{i} \sum_{\ell \geq i} \frac{\rho_\ell}{\rho_j (1 - V_j)} \leq \frac{1}{1 - t} \sum_{j=k+1}^{i} e^{-\gamma(i-j)} \sum_{\ell \geq i} e^{-\gamma(\ell-i)}$$

$$\leq \frac{(1 - e^{-\gamma})^{-2}}{1 - t} = \frac{1 - t}{(1 - 2t)^2}.$$ 

In particular, $B_2^+ \leq (1 - t)/(1 - 2t)^2$, which concludes the proof.

\[\square\]
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**Figure 1.** Plots illustrating Corollary 1.7. Each histogram corresponds to the spectrum of a single realization of $K$ with $n = 5000$, for various choices of $L$. From left to right $L$ is the uniform law on $[0, t] \cup [1 - t, 1]$ for $t = 1/8$, $t = 1/4$. 

---
Figure 2. Plots illustrating Corollary 1.7 and the second statement of Theorem 1.10. Each histogram corresponds to the spectrum of a single realization of $K$ with $n = 5000$, for various choices of $L$. From left to right and top to bottom, $L$ is uniform on $[0, t]$ with $t = 1/8$, $t = 1/4$, $t = 1/2$, and $t = 1$.

Figure 3. Plots illustrating Corollary 1.7. Each histogram corresponds to the spectrum of a single realization of $K$ with $n = 5000$, for various choices of $L$. From left to right and top to bottom, $L$ is uniform on $[t, 1 - t]$ with $t = 0$, $t = 1/8$, $t = 1/4$, $t = 1/2$. The last case corresponds to the arc–sine limiting spectral distribution mentioned in Remark 1.8.
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