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Fuzzy Integral for Moving Object Detection

Fida El Baf, Thierry Bouwmans, Bertrand Vachon

Abstract— Detection of moving objects is the first step in
many applications using video sequences like video-surveillance,
optical motion capture and multimedia application. The process
mainly used is the background subtraction which one key step
is the foreground detection. The goal is to classify pixels of
the current image as foreground or background. Some critical
situations as shadows, illumination variations can occur in the
scene and generate a false classification of image pixels. To deal
with the uncertainty in the classification issue, we propose to use
the Choquet integral as aggregation operator. Experiments on
different data sets in video surveillance have shown a robustness
of the proposed method against some critical situations when
fusing color and texture features. Different color spaces have
been tested to improve the insensitivity of the detection to the
illumination changes. Then, the algorithm has been compared
with another fuzzy approach based on the Sugeno integral and
has proved its robustness.

I. INTRODUCTION

ANALYSIS and understanding of video sequences is an
active research field. Many applications in this research

area (video surveillance [3], optical motion capture [4],
multimedia application [2], video object segmentation [5],
video coding [6]) need in the first step to detect the moving
objects in the scene. So, the basic operation needed is the
separation of the moving objects called foreground from the
static information called the background. The process mainly
used is the background subtraction. In the literature, many
background subtraction methods can be found to be robust to
the critical situations met in video sequence. These different
methods are classified following the model used: Basic Back-
ground Modeling [8][9][10], Statistical Background Model-
ing [11][13][16] and Background Estimation [19][20][21].
In these different approaches, the features commonly used
to handle critical situations are color, edge, stereo, motion
and texture. Often, these features are used separately and
the most used is the color one. The combination of several
measuring features can strengthen the pixel’s classification
as background or foreground. In a general way, the Choquet
and Sugeno integrals have been successfully applied widely
in classification problems [23], in decision making [24] and
also in data modelling [25] to aggregate different criteria. In
the context of moving objects detection, these integrals seem
to be good model candidates for fusing different measures
from different features. Each integral has its particularity.
The Choquet integral requires to interpret the scale as a
continuum and the Sugeno integral allows to work with an
ordinal scale. Recently, Zhang and Xu [1] have used texture
feature and color features obtained from Ohta color space
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to compute similarity measures between current and back-
ground pixels. Then, the measures are aggregated by apply-
ing the Sugeno integral. The assumption made by the authors
reflects that the scale is ordinal. The moving objects are
detected by thresholding the results of the Sugeno integral.
In this work, the scheme used is based on Xu’s algorithm.
In the foreground detection, the values to be merged are
the ratios of background pixel’s features between a current
image and the background image. The difference between
these continuous values is real. In this context, the Choquet
integral seems to be more suitable than Sugeno integral. So
we propose to use the Choquet integral to aggregate color
and texture features instead of the Sugeno integral. Then,
the algorithm was improved by testing different color spaces
which are more robust to shadows and illumination changes
due to their geometrical characteristics. The rest of this
paper is organized as follows: In Section2, a brief review on
background subtraction methods is given. Section 3 presents
a brief overview of the proposed approach. Then, the features
used for the foreground detection are described in Section 4.
Fundamentals of fuzzy integrals are reminded in Section 5.
After, we present in the Section 6 the application of the fuzzy
integral for the foreground detection. Finally, a comparison
of our algorithm with the method proposed by Zhang and
Xu [1] is presented in Section 7, using video datasets from
multimedia and video surveillance applications.

II. BACKGROUND SUBTRACTION: A BRIEF REVIEW

There are many background subtraction methods and
the most recent surveys can be found in [3][7][35]. These
different methods are commonly classified following the
model used in the Background Modeling step. The simplest
way to model the background is to acquire a background
image which doesn’t include any moving object. In some en-
vironments, the background isn’t available and can always be
changed under critical situations like illumination changes,
objects being introduced or removed from the scene. So, the
background representation model must be more robust and
adaptive. The different background representation models
can be classified in three classes:
• Basic Background Modeling: In this case, Background

Representation is modeled using the average [8] or the
median [9] or the histogram analysis over time [10].
Once the model is computed, the foreground detection
is made as follows:

d (It(x, y)−Bt−1(x, y) ) > T (1)

Otherwise, pixels are classified as background. Where
T is a constant threshold, It(x, y) and Bt(x, y) are



respectively the current and the background images at
time t.

• Statistical Background Modeling: Background Repre-
sentation is modeled using a single Gaussian [11][12]
or a Mixture of Gaussians [13][14][15] or a Kernel
Density Estimation [16][17][18]. Statistical variables are
used in the foreground detection to classify the pixels
as foreground or background.

• Background Estimation: Background representation is
estimated using a filter. For the foreground detection,
any pixel of the current image that deviates significantly
from its predicted value is declared foreground. This
filter may be a Wiener filter [19], a Kalman filter [20]
or a Tchebychev filter [21].

All these methods present the same following steps and
issues:
• Background Modeling which describes the kind of

model used to represent the background.
• Background Initialization which regards the initializa-

tion of the model.
• Background Maintenance which relies to the mechanism

used for adapting the model to the changes occurred in
the scene over time.

• Foreground Detection which consists in the classifica-
tion of the pixel as a background or as a foreground
pixel.

• Choice of the picture’s element which is used in the
previous steps. This element may be a pixel [13], a block
[36][37] or a cluster [38].

• Choice of the features which characterize the pic-
ture’s element. In the literature, there are five features
commonly used: color features, edge features, stereo
features, motion features and texture features. In [33],
these features are classified as spectral features (color
features), spatial features (edge features, texture fea-
tures) and temporal features (motion features). These
features have different properties which allow to handle
differently the critical situations (illumination changes,
motion changes, structure background changes).

Developing a background subtraction method, researchers
must design each step and choose the features in relation
to the critical situations they want to handle. In this article,
we focus on the foreground detection and the use of color
and texture features to increase robustness to illumination
changes and shadows. The idea is to classify pixels as
background or foreground using the fusion of similarity
measures obtained from the features. The fusion is made with
a fuzzy integral. We describe below the proposed system.

III. SYSTEM OVERVIEW

The first step of many video analysis systems is the seg-
mentation of foreground objects from the background. This
task is a crucial prerequisite for the effectiveness of the global
system. A background subtraction algorithm should be able
to cope with a number of the critical situations. In particular,
it should deal with the presence of noise, continuous and

Fig. 1. System overview.

sudden light changes, temporal and permanent variation in
background objects. These different critical situations can be
handled in the different steps of the background subtraction:
background representation, background initialization, back-
ground maintenance and foreground detection. The choice of
the picture element size and of the features is essential too. In
our approach, we have focussed on the foreground detection
and the choice of the features but naturally the proposed
pixel-wise foreground detection is a part of a complete
background subtraction algorithm shown in Figure 1. The
background initialization is made by using the average of the
N first video frames where objects were present. An update
rule of the background image is necessary to adapt well the
system over time to some environmental changes. For this,
a selective maintenance scheme is adopted as follows:

Bt+1 (x, y) = (1− α)Bt (x, y) + αIt+1 (x, y) (2)
if (x, y) is background

Bt+1 (x, y) = (1− β)Bt (x, y) + βIt+1 (x, y) (3)
if (x, y) is foreground

Here, the idea is to adapt very quickly a pixel classified as
background and very slowly a pixel classified as foreground.
Note that this background maintenance scheme allows the
adaptation of the system to illumination changes but also the
incorporation of motionless foreground objects. The learning

Fig. 2. Foreground detection process.



rate α determines the speed of the adaptation to illumination
variations and the learning rate β controls the incorporation
of motionless foreground objects. In Figure 2, the foreground
detection process is presented in details. First, the color and
the texture features are extracted from the background image
Bt and the current image It+1. The similarity measures are
computed for each feature which are then aggregated by the
Choquet integral. The Background/Foreground classification
is finally made by thresholding the Choquet integral’s result.
In the following sections, we describe the rationale for
selecting and fusing the set of the adopted features.

IV. COLOR AND TEXTURE FEATURES

As seen before, the choice of the feature is essential.
Intensity or color features are the main feature used because
colours are often very discriminative features of objects, but
they have several limitations in presence of some critical
situations: illumination changes, camouflage and shadows.
To solve these problems, some authors proposed to use
other features like edge [28], texture [27] and stereo features
[29], in addition to the color features. The stereo features
deal with the camouflage but two cameras are needed. The
edge handle the local illumination changes and the ghost
leaved when waking foreground objects begin to move. The
texture features are appropriate to illumination changes and
to shadows, which are a main challenge in our work. In this
context, we choose to add, to the color features, the Local
Binary Pattern for texture proposed by [27]. In the following
we discuss these two features.

A. Color Features

The selection of the color space, as color features, is one
of the key factors for efficient color information extraction.
In foreground detection, the most commonly used is the
RGB space, because it is the one directly available from the
sensor or the camera. The RGB color space has an important
drawback ; their three components are dependent which
increase its sensitivity to illumination changes. For example,
if a background point is covered by the shadow, the three
components values at this point could be affected because
the brightness and the chromaticity information are not sep-
arated. A number of color space comparisons are presented
in the literature [30][31][32]. After experimentally observing
the effect of different color spaces on the segmentation result,
the YCrCb was selected as the most appropriate color space.
But first, let us define the different color spaces (the Ohta,
HSV and YCrCb) tested which separate the luminance and
the chrominance channels.
The axes of the Ohta space are the three largest eigenvectors
of RGB space, found from the principal components analysis
of a large selection of natural images. This color space is a
linear transformation of RGB. The Equation (5) shows the
relationship between RGB to the Ohta space:

I1 = (R+G+B) /3 (4)
I2 = (R−B) /2 (or (B −R) /2)
I3 = (2G−R−B) /4

HSV and YCrCb are closer to human interpretation of
colours in the sense that brightness, or intensity, is separated
from the base color. YCrCb uses cartesian coordinates to
describe the base color while HSV uses polar coordinates.
For HSV, the color information improves the discrimination
between shadow and object, classifying as shadows those
pixels having the approximately the same hue and saturation
values compared to the background, but lower luminosity.
The equations (6-7) below show the relationships between
RGB and HSV, then YCrCb color spaces:

H = 60 (G−B) /∆ if max (R,G,B) = R (5)
H = 60 (B −R) / (∆ + 120) if max (R,G,B) = G

H = 60 (R−G) / (∆ + 240) if max (R,G,B) = B

S = ∆/max (R,G,B)
V = max (R,G,B)

where ∆ = max (R,G,B)−min (R,G,B).

Y = 0.25R+ 0.504G+ 0.098B + 16 (6)
Cr = 0.439R− 0.368G− 0.071B + 128
Cb = −0.148R− 0.291G+ 0.439B + 128

For each color space, two components are chosen according
to the relevant information which they contain so as to have
the least sensitivity to illumination changes.

B. Texture Feature

The texture feature used is the Local Binary Pattern (LBP)
which is developed by Heikkila and Pietikinen [27]. The LBP
is invariant to monotonic changes in grey scale, which makes
it robust against illumination changes. The operator labels the
pixels of an image block by thresholding the neighbourhood
of each pixel with the centre value and considering the result
as a binary number:

LBP (x, y) =
N−1∑
i=0

s (gi − g) 2i

where g corresponds to the grey value of the center pixel
(x, y) and gi to the grey values of the N neighbourhood
pixels. The function s is defined as follows:

s (x) =

{
1 if x ≥ 0
0 if x < 0

The original LBP operator worked with the 3×3 neighbour-
hood of a pixel.
Many fusion techniques can be used to fuse the color and the
texture features. For this operation, we have chosen a fuzzy
approach.

V. FUZZY INTEGRALS

The mathematical operator used for aggregation are mul-
tiples. In literature [22], we find the basic ones like the
average, the median, the minimum and the maximum, as
well as some generalizations like the Ordered Weighted



Average (OWA) having the minimum and the maximum as
particular cases and the k-order statistics. Then, the family
of fuzzy integrals has presented through its discret version
a generalization of OWA or the weighted average using the
Choquet integral, as well as the minimum and the maximum
using the Sugeno integral. The advantage of fuzzy integrals
is that they take into account the importance of the coalition
of any subset of criteria.

In this section, we summarized briefly necessary concepts
around fuzzy integrals (Sugeno and Choquet).
Let µ be a fuzzy measure on a finite set X of criteria and
h : X → [0, 1] be a fuzzy subset of X .

Definition 1: The Sugeno integral of h with respect to µ
is defined by:

Sµ = Max
(
Min

(
h
(
xσ(i)

)
, µ
(
Aσ(i)

)))
(7)

where σ is a permutation of the indices such that
hσ(1) ≤ . . . ≤ hσ(n) and Aσ(i) = {σ (1) , . . . , σ (n)}

Definition 2: The Choquet integral of h with respect to µ
is defined by:

Cµ =
n∑
i=0

h
(
xσ(i)

) (
µ
(
Aσ(i)

)
− µ

(
Aσ(i+1)

))
(8)

with the same notations as above.

An interesting interpretation of the fuzzy integrals arises
in the context of the source fusion. The measure µ can
be viewed as the factor which describes the relevance of
the sources of information where h denotes the values the
criteria have reported. The fuzzy integrals then aggregates
nonlinearly the outcomes of all criteria. The Choquet integral
is adapted for cardinal aggregation while Sugeno integral is
more suitable for ordinal aggregation. More details can be
found in [23][24][25][26].
In fusion of different criteria or sources, the fuzzy measures
take on an interesting interpretation. A pixel can be evaluated
based on criteria or sources providing information about the
state of the pixel whether pixel corresponds to background
or foreground. The more criteria provide information about
the pixel, the more relevant the decision of pixel’s state.
Let X = {x1, x2, x3}, with each criterion, we associate a
fuzzy measure, µ (x1) = µ ({x1}), µ (x2) = µ ({x2}) and
µ (x3) = µ ({x3}) such that the higher the µ (xi), the more
important the corresponding criterion in the decision. To
compute the fuzzy measure of the union of any two disjoint
sets whose fuzzy measures are given, we use an operational
version proposed by Sugeno which called λ-fuzzy measure.
To avoid excessive notation, let denote this measure by µλ-
fuzzy measure, where λ is a paramater of the fuzzy measure
used to describe an interaction between the criteria that are
combined. Its value can be determined through the boundary
condition, i.e. µ (X) = µ ({x1, x2, x3}) = 1. The fuzzy
density values over a given set K ⊂ X is computed as:

µλ (K) =
1
λ

[ ∏
xi∈K

(1 + λµλ (xi))− 1

]
(9)

In the following section, we describe the use of the Choquet
integral in the context of foreground detection.

VI. FUZZY INTEGRAL FOR FOREGROUND DETECTION

Foreground detection is based on a comparison between
current and background images. In general, a simple sub-
traction is made between these two images to detect regions
corresponding to foreground. Another way to establish this
comparison consists in defining a similarity measure between
pixels in current and background images. In this case, pixels
corresponding to background should be similar in the two
images while pixels corresponding to foreground should not
be similar. In general, the most used features are color
but texture feature can be a further tool to gain more
robustness against illumination changes. So, we propose, in
the following subsections, to compute similarity for color and
texture features. Once these measures are computed, they will
be aggregated by a Choquet integral.

A. Color Similarity Measures

In the following, we describe the similarity measure in a
general way, i.e the color features may be any color space
with three components noted I1, I2 and I3 . Then, the color
similarity measure SCk (x, y) at the pixel (x, y) is computed
as in [1]:

SCk (x, y) =


IC

k (x,y)

IB
k (x,y)

if ICk (x, y) < IBk (x, y)

1 if ICk (x, y) = IBk (x, y)
IB

k (x,y)

IC
k (x,y)

if ICk (x, y) > IBk (x, y)

where k ∈ {1, 2, 3} is one of the three color features,
B and C represent respectively the background and the
current images at time t. B can be obtained using any of
the background modelling method. Note that SCk (x, y) is
between 0 and 1. Furthermore, SCk (x, y) is closed to one if
ICk (x, y) and IBk (x, y) are very similar.

B. Texture Similarity Measure

The texture similarity measure ST (x, y) at the pixel (x, y)
is computed as follows:

ST (x, y) =


LC(x,y)
LB(x,y)

if LC (x, y) < LB (x, y)

1 if LC (x, y) = LB (x, y)
LB(x,y)
LC(x,y)

if LC (x, y) > LB (x, y)

where LB (x, y) and LC (x, y) are respectively the texture
LBP of pixel (x, y) in the background and current images at
time t. Note that ST (x, y) is between 0 and 1. Furthermore,
ST (x, y) is close to one if LB (x, y) and LC (x, y) are very
similar.

C. Aggregation of color and texture similarity measures by
the Choquet Integral

As defined above, the computed measures are obtained
by dividing the intensity values in background and current
images with endpoints denoted by 0 and 1. Where 0 means
that the pixels at the same location in background and current



images respectively are not similar and 1 means that these
pixels are similar i.e. pixel corresponding to background.
In such a case, the scale is continuum and is constructed
as a cardinal one where the distances or the differences
between values can be defined. For example the distance
between 0.1 and 0.2 is the same than the distance between
0.8 and 0.9, because numbers have a real meaning. While
in the case of an ordinal scale, the numbers correspond to
modalities when an order relation on the scale should be
defined. A typical example of this former when we define a
scale [a, b, c, d, e] to evaluate the level of some students,
where ”a” corresponds to ”excellent” and ”e” to ”very bad”.
So that, the difference between ”b” (very good) and ”c”
(good) is not necessary the same as the difference between
”c” (good) and ”d” (bad). Hence, operations other than
comparison on a cardinal scale can be allowed like standard
arithmetic operations, typically addition and multiplication.
In this sense, the Choquet integral is considered as more
suitable than the Sugeno integral because of its ability to
aggregate well features on a cardinal scale and to use such
arithmetic operations. So, for each pixel, color and texture
similarity measures are computed as explained in section
4 from the background and the current frame. We define
the set of criteria X = {x1, x2, x3} with, (x1, x2) = two
components color features of the chosen color space (i.e.
Ohta, HSV, YCrCb etc) and x3 = texture feature obtained
by the LBP.
For each xi, let µ (xi) be the degree of importance of
the feature xi in the decision whether pixel corresponds
to background or foreground. The fuzzy functions h (xi)
are defined in [0, 1] so that, h (x1) = SC1 (x, y), h (x2) =
SC2 (x, y) and h (x3) = ST (x, y). To compute the value of
Choquet integral for each pixel, we need firstly to rearrange
the features xi in the set X with respect to the order:
h (x1) ≥ h (x2) ≥ h (x2).
The pixel at position (x, y) is considered as foreground if
its Choquet integral value is less than a certain constant
threshold Th:

if Cµ (x, y) < Th then (x, y) is foreground.

which means that pixels at the same position in the back-
ground and the current images are not similar. Th is a
constant value depending on each video data set.

VII. EXPERIMENTAL RESULTS

We have applied our algorithm to different datasets: the
first one is our Aqu@theque dataset used in a multimedia
application [2], where the output images are 384×288 pixels.
The second one is the VS-PETS 2003 1 used in video sport
application with image’s size is 720× 576 pixels. The third
and the fourth ones are PETS 2000 2 and the PETS 2006
3 dataset applied in video surveillance. The output images
of these two last datasets are respectively 768 × 576 and

1http://ftp.pets.rdg.ac.uk/VS-PETS/TESTING/CAMERA3
2http://ftp.pets.rdg.ac.uk/PETS2000
3http://www.cvg.rdg.ac.uk/PETS2006/data.html

720×576 pixels. For each datasets, we provide a comparison
with another approach based on Sugeno integral [1]. The
results are obtained without post processing and the threshold
for each algorithm is optimized to give the best results.

A. Aqu@theque dataset

This dataset contains several video sequences presenting
fishes in tank. The goal of the application Aqu@theque [2]
is to detect fishes and identify them. In these aquatic video
sequences, there are many critical situations. For example,
there are illumination changes owed to the ambient light,
the spotlights which light the tank from the inside and from
the outside, the movement of the water due to fish and the
continuous renewal of the water. These illumination changes
can be local or global following their origin. Furthermore,
the constitution of the aquarium (rocks, algae) and the texture
of fishes amplify the consequences of the brilliant variation.
Figure 3 shows the experiments made on one sequence. In
table I, we show the fuzzy density values that we have tested.
The best results are obtained with {0.53, 0.0.34, 0.13}. It is
noticed that the results obtained using the proposed method
are better than using the method proposed by [1] with the
same color space, i.e. Ohta. The results obtained with the
Choquet integral using other color spaces, i.e. the HSV and
YCrCb confirmed that optimum results are obtained using
Choquet integral with the YCrCb color features.
The quantitative evaluation has been done firstly using the
similarity measure derived by Li [33]. Let A be a detected re-
gion and B be the corresponding ground truth, the similarity
between A and B can be defined as:

S (A,B) =
A ∩B
A ∪B

(10)

If A and B are the same, S (A,B) approaches 1, otherwise
0 i.e. A and B have the least similarity. The ground truth
are marked manually. Table II shows the similarity value

Fig. 3. First row: The current image, the ground truth. Second row: Sugeno-
Ohta, Choquet-Ohta. Third row: Choquet-HSV and Choquet-YCrCb.



TABLE I
FUZZY MEASURE VALUES

{x1} {x2} {x3} {x1, x2} {x1, x3} {x1, x3} {X}
0.6 0.3 0.1 0.9 0.7 0.4 1
0.5 0.4 0.1 0.9 0.6 0.5 1
0.5 0.3 0.2 0.8 0.7 0.5 1

0.50 0.39 0.11 0.89 0.61 0.5 1
0.53 0.34 0.13 0.87 0.66 0.47 1

TABLE II
SIMILARITY MEASURE

Integral Sugeno Choquet Choquet Choquet
Color Space Ohta Ohta HSV YCrCb
S (A, B) 0.27 0.44 0.34 0.46

obtained for the previous experiments. It is well identified
that optimum results are obtained by the Choquet integral.
Furthermore, the Ohta and the YCrCb spaces give almost
similar results (SOhta = 0.44, SY CrCb = 0.46), when the
HSV space registers (SHSV = 0.34). When observing the
effect of YCrCb and Ohta spaces on the images, we have
noticed that the YCrCb is slightly better than the Ohta space.
To see the progression of the performance of each algorithm,
we use the ROC curves [34]. For that, we compute the
false positive rate (FPR) and the true positive rate (TPR)
as follows:

FPR =
FP

FP + TN
; TPR =

TP

TP + FN

where TP is the total of true positives, TN the total of
true negatives, FP the total of false positives and FN
the total of false negatives. The FPR is the proportion of
background pixels that were erroneously reported as being
moving object pixels. And the TPR is the proportion of
moving object pixels that were correctly classified among all
positive samples. The Figure 4 represents the ROC curves
for the Sugeno and the Choquet integrals with the Ohta
color space. These curves confirm that the Choquet integral
outperforms the Sugeno one using the Ohta space. Then, we
have compared the previous results with other color spaces.
The Figure 5 shows the ROC curves for the Choquet integral
with the Ohta, HSV and YCrCb color spaces. Once again,
The curves confirm the previous conclusion. Indeed, the Area
Under Curve (AUC) are almost similar for YCrCb and Ohta
spaces.
Thus, in the following, we present the results for other
datasets using only the YCrCb space.

B. VS-PETS dataset

The dataset is formed by outdoor scenes (soccer video
sequence). Figure 6 shows the results obtained with the
method proposed by [1] and with the Choquet integral using
the YCrCb color space. The silhouettes are better detected
and the illumination variations on the white border are less
detected using our method.

Fig. 4. ROC Curve : Comparison of the two detection algorithms using
respectively the Sugeno and the Choquet integrals in Ohta color space.

Fig. 5. ROC Curve : Evaluation of the effect of different color spaces to
the detection algorithm using the Choquet integral.

Fig. 6. First row: The current image. Second row: Sugeno-Ohta, Choquet-
YCrCb.



C. PETS 2000 and 2006 dataset

The algorithm is tested also on PETS 2000 and 2006
benchmark data indoor and outdoor sequences in video
surveillance context. The goal is to detect moving persons
and/or vehicules. Once again the use of Choquet integral
with YCrCb color space shows a robustness to illumination
changes and shadows, as we can see in Figure 7-8.

Fig. 7. First row: The current image. Second row: Sugeno-Ohta, Choquet-
YCrCb.

Fig. 8. First row: The current image. Second row: Sugeno-Ohta, Choquet-
YCrCb.

VIII. CONCLUSION

In this paper, we have presented a foreground detec-
tion method using the Choquet integral for fusing color
and textures features. Experiments in multimedia and video
surveillance datasets show that the Choquet integral gives
better results than the use of the Sugeno integral proposed by
Zhang and Xu [1]. YCrCb and Ohta spaces provide similar
results. Furthermore YCrCb is slightly better than the Ohta
space. The proposed algorithm is more robust to shadows
and illumination changes than the method proposed by Xu.
Further research consists in fusing other features like edge
or motion features and learning the fuzzy densities.
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