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ABSTRACT
Spike timing-dependent plasticity (STDP) is a form of Hebbian learning which is thought to underlie structure formation during development, and learning and memory in later life. In this paper we show that the intrinsic properties of the postsynaptic neuron might have a deep influence on STDP dynamics, by shaping the causal correlation between the pre and the postsynaptic spike trains. In particular, we show that a presynaptic subgroup with an oscillatory firing rate embedded in a set of uncorrelated afferents can be biased towards potentiation or depression, depending upon the intrinsic dynamics of the postsynaptic neuron and the period of the modulation.
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1 Introduction
Experimental results have revealed a form of Hebbian learning which is extremely sensitive to the precise timing of pre and postsynaptic firing patterns. In particular, in paired-pulse experiments (where brief suprathreshold current pulses are injected in the pre and postsynaptic cell at a fixed temporal delay) LTP was observed when the evoked presynaptic spike led the postsynaptic spike (thus contributing to the postsynaptic cell firing), while LTD was observed when the evoked presynaptic spike lagged behind the postsynaptic one ([1, 2]; reviewed in [3, 4]).

In the last few years, several theoretical works have stemmed from this experimental observations, predicting an important role for STDP in self-organization of neural microcircuits [5, 6, 7, 8, 9], learning of input correlations [10, 11, 12], and output firing rate normalization [10, 13, 14].

While the influence of different STDP rules upon the weight dynamics and the stationary weight distribution has been studied extensively (reviewed in [15, 16]), only very recently there has been some attention drawn upon the influence of single-cell intrinsic properties in STDP dynamics [9]. The intrinsic dynamics of the postsynaptic cell determine the integration of subthreshold stimuli and the spike generation mechanism (see, for example, [17, 18, 19, 20]), thus directly affect the cross-correlation between the input and the output spike trains. This consideration suggests that the intrinsic postsynaptic dynamics can potentially have a great impact upon the weight dynamics arising from a certain STDP rule.

In this paper we consider a feedforward neuronal architecture where one postsynaptic cell receives a synaptic bombardment from several hundred presynaptic afferents, and compare the stationary weight distributions arising from the same STDP rule and presynaptic firing statistics, but different postsynaptic intrinsic properties. In particular, we compare a purely passive Integrate and Fire (IF) model with an inductive Generalized Integrate and Fire (GIF) model with subthreshold oscillations.

Our results suggest that the intrinsic properties of the postsynaptic cell quantitatively affect the stationary weight distribution under different STDP rules when the input firing patterns are uncorrelated. More interestingly, a sinusoidal modulation of the firing statistics of a subset of the presynaptic population reveal qualitative and important differences in the weight dynamics between the IF and the GIF model, which are the focus of this work.

2 Methods

2.1 Neuron models
The first neuron model we consider is the Integrate and Fire (IF), described by a single linear differential equation:

$$\frac{dv}{dt} = -gv + I_{syn}$$ (1)

The model is endowed with an after-spike reset mechanism, so that when $v$ crosses a threshold $v_{th}$ from below a spike is emitted and the membrane potential is reset to a value $v_{reset}$, and kept there for a refractory period $t_{ref}$. In its normal form (where time has been properly scaled) this model is described by a single parameter $g$, which is the rate of the exponential decay to the rest state in the absence of stimulation ($I_{syn} = 0$). Another simple model which linearly describes the subthreshold dynamics, with the addition of another dynamical variable $w$, is the Generalized Integrate and Fire (GIF) model, described by the following equations:
\[
\frac{dv}{dt} = -\alpha v - \beta w + I_{syn}
\]

with the same after-spike resetting as in the IF model for the \(v\) variable, while no reset is applied to the additional dynamical variable \(w\). The system (2) has proven particularly useful in studying neuronal intrinsic oscillations \([17, 21, 22, 18]\): in a certain parameter range, the system (2) is mathematically equivalent to a damped linear oscillator, and thus constitutes an analytically amenable model for the description of neuronal intrinsic oscillations, i.e., oscillations generated by intrinsic ionic mechanisms as the activation of a resonant current or the inactivation of an amplifying current \([23]\).

The numerical values of the parameters used here are: \(v_{th} = 20\), \(v_{reset} = -4\), \(t_{ref} = 0.3\), \(g = 1\), \(\alpha = 1\) and \(\beta = 4\) (resulting in complex conjugate eigenvalues \(-1\pm2i\), denoting subthreshold dampened oscillations with period \(\pi\)). All units are dimensionless.

### 2.2 Synaptic description

For the sake of simplicity, and for computational efficiency, we modelled PSPs as instantaneous, voltage independent shifts in the voltage variable:

\[
I_{syn} = \sum_{n=1}^{N} \sum_{i} g_{syn}^{n} \delta(t - t_{n}^i)
\]

where \(N = 250\) is the number of afferents, and \(g_{syn}^{n}\) is the synaptic strength of afferent number \(n\). We discretized the simulations in time steps of size \(dt = 0.01\) u.t., and in each time step we generated a presynaptic input pattern in which each afferent which is not in its refractory period has a probability \(p_{n}\) of firing. Once an afferent has been selected for firing, it will not be able to generate another spike for \(t_{ref} = 0.3\) u.t.

We divided the afferent population in three subsets: \(N_{exc} = 170\) Poisson excitatory afferents with a constant firing probability \(r_{exc} = 0.0033\), corresponding to a mean ISI of 3 u.t.; \(N_{exc} = 30\) Poisson excitatory afferents with a sinusoidally modulated firing probability \(r_{exc} = r_{exc} + A_{sin} r_{exc} \sin(\frac{2\pi}{T} t)\) with period \(T = \pi\) (except in Figure 3 and 5 where it has been varied in a range, and in Figure 4 where \(T = 1.2743\) or \(T = 7.8476\)) and modulation amplitude \(A_{sin} = 0.5\); \(N_{inh} = 50\) Poisson inhibitory afferents with a constant firing probability \(r_{inh} = r_{exc} = 0.0033\). The synaptic strengths of the excitatory connections \(g_{syn}^{n} = g_{syn} w_{i} \) are obtained by multiplying the corresponding synaptic weights \(w_{i}\) (which are bounded in the interval [0,1]) and subject to STDP) by a scaling factor \(g_{syn} = 4\). The synaptic strengths of the inhibitory connections are fixed at \(g_{inh}^{n} = 6\).

At the beginning of each simulation the synaptic weights \(w_{i}\) of the excitatory population are homogeneously initialized at their maximal value of 1. These values result in fast and regular postsynaptic firing at a frequency close to the maximal frequency allowed by the refractory period. In this regime the STDP weight dynamics strongly depress most synapses in a non-specific way (Figure 1A, B), until the postsynaptic neuron sets in a lower frequency irregular firing regime. The regular and the irregular firing regimes display large differences not only in their firing statistics, but also in their response to a sinusoidal modulation \([17]\). Thus we disregarded the first \(30 \cdot 10^{3}\) u.t. of the simulations output and focused our analysis on the subsequent evolution of the synaptic weights through STDP in the low frequency, irregular firing regime, during which the mean and the standard deviation of the output ISIs (Inter Spike Intervals) can be considered stationary, as well as the phase of the response to the sinusoidal modulation.

All the simulations have been run for \(5 \cdot 10^{6}\) u.t. Convergence has been assured by visual inspection of the output data and it has always been reached within \(2 \cdot 10^{5}\) u.t. of simulation time.

The sinusoidal modulation in the input rate induces a sinusoidal modulation of the firing probability, which we fit to a sinusoidal function \(p_{offset} + A_{y} \sin(\frac{2\pi}{T} t + \phi)\) to obtain the modulation gain \(A_{y}\) and phase \(\phi\) plotted in Figure 3, 4 and 5.

### 2.3 STDP model

The excitatory synaptic connections are plastic and evolve according to the STDP rule described in [11]. In brief, every pair of a presynaptic and a postsynaptic action potentials with time difference \(\Delta t = t_{post} - t_{pre}\) induce a weight change given by

\[
\Delta w = G(\Delta t|w) = \begin{cases} 
-\lambda f_{-}(w)K(\Delta t) & \text{if } \Delta t \leq 0 \\
\lambda f_{+}(w)K(\Delta t) & \text{if } \Delta t > 0
\end{cases}
\]

where \(K(\Delta t) = e^{-|\Delta t|/\tau}\) is the STDP window function, \(\lambda\) is a learning rate, and \(f_{\pm}(w)\) describe the weight dependence of the STDP rule:

\[
f_{+} = (1 - w)^{\mu} \quad f_{-} = \alpha w^{\mu}
\]

where \(\alpha\) describes the asymmetry between depression and potentiation, and \(\mu\) is a parameter included in [0,1] which determines the weight dependence of the STDP rule. If \(\mu = 0\), \(G(\Delta t|w)\) results is the familiar weight independent (additive) STDP rule like in [10]; if \(\mu = 1\) one recovers the multiplicative STDP rule like in [14]. The numerical values for the parameters are: \(\lambda = 0.002\), \(\tau = 0.8\), \(\alpha = 1.05\) and \(\mu = 0.02\).

### 3 Results

Over time scales shorter than \(1/\lambda\), the input-output correlation can be considered stationary and the mean weight
drift can be obtained from (4) by integrating over the time difference $\Delta t$, weighted by its correspondent probability:

$$\dot{w} = \int_{-\infty}^{\infty} G(\Delta t|w)P_t(\Delta t|w)d\Delta t$$

(6)

The dependence upon the intrinsic neuronal properties of the postsynaptic cell is included in the input-output correlation term $P_t(\Delta t|w) = <\rho^t_{\text{pre}}(t)\rho^t_{\text{post}}(t+\Delta t, w)>_t$ where $\rho^t_{\text{pre}}(t) = \sum_k \delta(t-t^k_{\text{pre}})$ and $\rho^t_{\text{post}}(t, w) = \sum_k \delta(t-t^k_{\text{post}})$ are the pre and postsynaptic spike trains, and $<\cdot>_t$ indicates averaging over time.

The postsynaptic intrinsic properties affect the integration of incoming stimuli, and determine the input-output transformation performed. For instance, an EPSP evoked on a regular spiking neuron at a certain point of its firing cycle can have an excitatory or an inhibitory effect depending upon the intrinsic properties of the postsynaptic neuron [20, 24, 25, 26].

Intrinsic neuronal properties (in particular, intrinsic oscillations) affect the neuron’s behavior in response to a sinusoidal modulation [17]. While a purely passive neuron like an IF always follows the sinusoidal modulation with some delay, a GIF neuron with intrinsic oscillations can synchronize to an input modulation or even lead ahead of it, depending upon the intrinsic resonant frequency and the frequency of the sinusoidal modulation ([17], see also Figure 3A).

When the synaptic afferents to a neuron are composed of two different populations, one with a constant firing frequency and another with a sinusoidally modulated firing frequency, the phase with which the postsynaptic neuron follows the sinusoidal modulation determines if the oscillating population will differentiate from the non-oscillating population, and in which direction, through the STDP dynamics. Indeed, an IF neuron which follows a sinusoidal transformation performed. For instance, an EPSP evoked on a regular spiking neuron at a certain point of its firing cycle can have an excitatory or an inhibitory effect depending upon the intrinsic properties of the postsynaptic neuron [20, 24, 25, 26].

Intrinsic neuronal properties (in particular, intrinsic oscillations) affect the neuron’s behavior in response to a sinusoidal modulation [17]. While a purely passive neuron like an IF always follows the sinusoidal modulation with some delay, a GIF neuron with intrinsic oscillations can synchronize to an input modulation or even lead ahead of it, depending upon the intrinsic resonant frequency and the frequency of the sinusoidal modulation ([17], see also Figure 3A).

When the synaptic afferents to a neuron are composed of two different populations, one with a constant firing frequency and another with a sinusoidally modulated firing frequency, the phase with which the postsynaptic neuron follows the sinusoidal modulation determines if the oscillating population will differentiate from the non-oscillating population, and in which direction, through the STDP dynamics. Indeed, an IF neuron which follows a sinusoidal modulation with a phase delay will on average fire after most of the neurons in the oscillating population (Figure 2B), leading to a selective strengthening of the synapses.
belonging to this group (Figure 1D). Conversely, the GIF neuron follows the same sinusoidal modulation without any significant phase difference (Figure 2A), hence its spikes will be symmetrically distributed with respect to the oscillating population (Figure 2C, D), leading to no net potentiation nor depression with respect to the non-oscillating population (Figure 1C).

To quantify the degree of separation between the oscillating and the non-oscillating populations, we computed the ratio between the mean conductance in the two subgroups \( R = g_{osc} / g_{const} \). Figure 3 shows the relationship between \( R \) and the phase of the sinusoidal response: as expected from our theoretical considerations, the sign of the phase lag determines if the oscillating subgroup will be potentiated or depressed. A negative phase (the postsynaptic neuron lags behind the sinusoidal modulation) results in relative potentiation of the oscillating subgroup of afferents \((R > 1)\), while a positive phase leads to relative depression of the oscillatory population \((R < 1)\). This general relationship does not hold for very short input periods \( T \), for which a very negative phase results in no differentiation or only slight potentiation of the oscillating subgroup: at very high input frequencies a postsynaptic spike lagging behind a given cycle can also be considered as leading ahead the next cycle, so that as soon as the STDP window becomes comparable in width with the input oscillation period the effects of potentiation and depression tend to cancel out. Measures of the separation between the two different populations which also take into account the standard deviation of the two distributions yielded similar results. In spite of this general tendency, there are some additional differences between the GIF and IF models which cannot be explained solely on the basis of the phase of the sinusoidal response. For example, for a certain range of negative phase lags there is a stronger potentiation of the oscillating subgroup in the GIF neuron.

The cell-specific potentiation or depression of the oscillating population affects in turn the postsynaptic firing statistics, and in particular the gain of the oscillatory component of the postsynaptic response (Figure 4 and 5). In particular, a sinusoidal modulation which results in negative phase lag (the postsynaptic cell lags behind the sinusoidal modulation) leads to a selective strengthening of the oscillatory population, which in turn produces an increase in the sinusoidal gain. The opposite trend is observed for modulation periods and postsynaptic intrinsic properties which result in positive phase lag (the postsynaptic cell leads ahead of the sinusoidal modulation). This dynamics is shown in Figure 4, where the amplitude gain \( A_g \) and the separation index \( R \) are plotted for the GIF and IF neurons along a typical simulation for two representative values of the modulation period \( T \). For short modulation periods \((T = 1.2743)\) in the plotted example, the non-integer values are due to the logarithmically spaced values for \( T \) both GIF and IF neurons lag behind the sinusoidal modulation, their oscillating afferents are potentiated and their sinusoidal gain is consequently increased. For modulation periods slightly greater than the intrinsic period \( \pi \), the GIF and the IF neurons behave in a qualitative different way:
In our implementation, the sinusoidal gain increases with increasing input frequency, contrary to intuition and the results of others [17]. This discrepancy is probably due to the different implementation of the oscillatory component: while Richardson et. al. used a sinusoidal input current, we considered a sinusoidal modulation in the firing rate of a subgroup of afferents. Since in our model synapses are instantaneous (they are implemented as an instantaneous, voltage independent shift in the \(v\) variable), the sinusoidal modulation bypasses the low-pass filtering properties of the neuron models, resulting in unrealistically high gain at high input frequencies. Nevertheless, we believe that the described effect of STDP on the sinusoidal gain is general and probably applies to more realistic models as well.

The effect of STDP on the phase lag of the different model neurons is somewhat subtler. When the postsynaptic neuron lags behind the sinusoidal modulation, the oscillating afferents are potentiated with respect to the other afferents, and keep the postsynaptic cell at a constant, negative phase. Conversely, when the postsynaptic neuron leads ahead of the sinusoidal modulation, the oscillating afferents are depressed and their entrainment of the postsynaptic cell is less efficient, resulting in low sinusoidal gain and variable, positive phase (Figure 4C).

### 4 Conclusions

Intrinsic neuronal properties may affect the integration of incoming stimuli in a nontrivial way. For instance, an EPSP evoked on a regular spiking neuron can advance or delay the occurrence of the next spike, depending upon the intrinsic properties of the postsynaptic neuron and the exact time in which it is delivered.

Intrinsic neuronal properties (in particular, intrinsic oscillations) affect the neuron’s behavior in response to a sinusoidal modulation embedded in a random synaptic bombardment [17]. While a purely passive neuron like an IF always follows the sinusoidal modulation with some delay, a GIF neuron with intrinsic oscillations can synchronize to an input modulation or even lead ahead of it, depending upon the intrinsic resonant frequency and the frequency of the sinusoidal modulation.

The phase of the sinusoidal response determines the net drift that will affect the weights of the oscillating population: if the phase is positive (the postsynaptic neuron leads ahead of the presynaptic sinusoidal modulation) the oscillating population will experience a net depressing effect (most postsynaptic spikes will lead the presynaptic spikes originating from this population), while if the phase is negative (the postsynaptic neuron follows the sinusoidal modulation with some delay) the oscillating population will be potentiated.

In our model, the oscillating population follows a sinusoidally modulated Poisson statistics, without any additional temporal structure. Hence, if the postsynaptic cell is
in phase with the input modulation, one particular presynaptic neuron will sometimes lead, sometimes lag the postsynaptic response so that the mean synaptic drift it will experience is zero. Conversely, if additional temporal structure were imposed on the oscillating population, a differentiation of the oscillating population from the rest of the afferents could still be observed. For instance, if a subset of the oscillating population were imposed to fire earlier on average than the other afferents of the oscillating population, this subset would be expected to undergo potentiation.

The net weight drift experienced by the oscillating population affects in turn the postsynaptic firing statistics. If the postsynaptic neuron follows the sinusoidal modulation with some delay, as in the case of the passive IF neuron, the oscillating population will undergo potentiation and will increase the gain of the sinusoidal modulation. Conversely, if the postsynaptic neuron is synchronized with the sinusoidal modulation, the net weight drift on the oscillating population will be the same as the one experienced by the other afferents, hence the sinusoidal gain will stay constant.

Thus, it seems that STDP might have a regulatory effect upon the sinusoidal gain in the presence of oscillatory inputs, by increasing the oscillatory input to target cells which follow the modulation with some delay, while not affecting or even decreasing the oscillatory inputs to target cells which display intrinsic oscillations in resonance with the frequency of the oscillatory modulation.

Since both network oscillations and intrinsic resonant neurons are widespread in many brain areas, we believe that this mechanism might be highly relevant for information processing and structure formation during both development and mature life, and might shed some light on the complex interplay between network oscillations and the heterogeneity of intrinsic neuronal dynamics.
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