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Textured surface analysis is essential for many applications. In this paper,

we present a three-dimensional recovery approach for real textured surfaces

based on photometric stereo. The aim is to be able to measure the textured

surfaces with a high degree of accuracy. For this, we use a color digital sensor

and principles of color photometric stereo. This method uses a single color

image, instead of a sequence of gray-scale images, to recover the surface of the

three dimensions. It can thus be integrated into dynamic systems where there

is significant relative motion between the object and camera. To evaluate

the performances of our method, we compare it, on real textured surfaces to

traditional photometric stereo using three images. We show thus that it is

possible to have similar results with just one color image. c© 2008 Optical

Society of America

1. Introduction

The three-dimensional analysis of textured surfaces by non-contact recovery methods is not

commonplace. Nevertheless, there are many surface recovery applications: fault detection,

surface inspection, face recognition... Nowadays, the most powerful method is to acquire the

surface using a laser system [1]. Indeed, this method, known as the direct method, measures

range by estimating how long it takes light to reach the target and return to the sensor.

It allows an analysis with a high degree of accuracy. However, this method has many dis-

advantages. For relatively small surfaces (a few square centimeters), acquisition times are
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very long and the system cost is high. It is thus not possible to integrate this method into

dynamic systems or for relatively high acquisition rates.

Image processing makes it possible to develop other methods known as indirect methods.

They estimate distance by measuring parameters calculated from the image intensity of the

illuminated object. Several categories of methods are employed. The first, stereovision [2]

uses triangulation from several acquisitions of the same scene made by several cameras to

compute depth. The problem with this method is that it requires a relationship between

points in one image and the same points in another image, especially for textured surfaces.

The second, optical flow [3] calculates the relative distance to points on the surface of an

object by analysing how image points flow from one frame to the next. The problem here is to

make two images correspond in order to obtain an accurate analysis. The last method, shape

from shading measures the surface shape by analysing the radiometry of image formation

[4]. As shown in various studies [5], this method is not precise but has the advantage of

using only one image. To improve the results, several acquisitions of the same differently

illuminated scene are used [6]. This method is called photometric stereo and was largely

studied these last decades [7–9]. For very short acquisition times and large surfaces, the

results of three-dimensional surface analysis then approach the accuracy of the laser methods

[10, 11]. However, relative motion between the camera and the object poses a problem for

photometric stereo derived from a sequence of images in a dynamic environment. Indeed,

the camera has to remain static for the various acquisitions. Several solutions are suggested

in the literature to solve this problem. Pentland [12] employs both reflectance maps and

optical flow information for the estimation of shape from image sequences of dynamic scenes.

Malsbender in [13] uses a camera and several LEDs. The alternative illumination of the

LED is synchronized with the camera frequency. These must then be much faster than the

displacement frequency of the scene studied. Lastly, multispectral approaches are proposed

by Drew [14] or by Smith [15]. The first presents a method for recovering the shape of a

Lambertian surface with unknown but uniform reflectance from a single composite RGB

image. In [16], Drew proposes a calibration method using a lookup table based on a sphere.

Smith et al. present a technique termed narrow infrared photometric stereo. For these two

approaches, a camera with good spectral channel isolation is necessary.

We propose in this article to use the color approach within the meaning of [14] for three-

dimensional textured surface data capture. The theory of this system is simple, the gray

images in case of photometric stereo are replaced by the three sensor channels (red, green

and blue). To each of the sensor’s colors or spectral channels, must correspond an illumination

of the same color or spectral band. The principles of photometric stereo are then applied

to extract three-dimensional information. Unfortunately, in practice it is difficult to obtain

perfect spectral channel isolation with a simple color camera. Indeed, the three channels use
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a common part of the spectrum [17]. Moreover, the surfaces studied must have a known

uniform colour. This assumption will be checked in the remainder of this article. For this

approach, a precise spectral characterization is thus necessary to obtain similar performances

to the photometric stereo with three images. This spectral characterization of each part of

the acquisition system is proposed in this article. And, we can then compensate for effects

such as spectral correlation. The system obtained is inexpensive and can be used to analyse

dynamic textured surfaces.

This article is broken down into three distinct parts. The first one introduces the theoretical

approach of photometric stereo and formulates the color photometric stereo using just one

image. The second one shows that in theory the two methods give the same results if the

acquisition system is perfect. For that, a textured surface base acquired by a laser system

is used. The last part proposes the real system. In this part, we carry out the spectral

characterization of the system and propose a correction method for spectral correlation. We

evaluate the performances of our method on real textured surfaces by comparing it with

three image photometric stereo.

2. The theoretical approach of photometric stereo

2.A. The Lambertian model

In this study, surfaces to be reconstructed are considered as purely diffuse. The simplest

model, formulated by Lambert in 1760 [18], is the quantitative law for perfectly diffuse sur-

faces. Lambert stated that a perfectly diffuse surface appears equally bright from all viewing

directions. He assumed that the diffuse surface has a homogeneous reflectance function. He

ignored self or cast shadows, as well as any inter-reflection. Under these assumptions and

for a point light source at infinity, the reflected intensity from one point on the surface

is proportional to the angle between the surface normal at that point and the illuminant

direction:

I = I0ρ cos(θ) = I0ρ(N · L) (1)

or in scalar form:

i(x, y) = i0ρ(x, y)
−p cos τ sin σ − q sin τ sin σ + cos σ√

p2 + q2 + 1
(2)

where:

• I or i(x, y) is the intensity reflected at the point (x, y),

• I0 or i0 is the incident intensity,

• ρ(x, y) is the albedo; a coefficient that represents the proportion of light reflected from

the point (x, y) with respect to the incident light,
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• N =
(

−p√
p2+q2+1

, −q√
p2+q2+1

, 1√
p2+q2+1

)

is the unit vector normal to the surface at (x, y),

• L = (cos τ sin σ, sin τ sin σ, cos σ) is the unit vector pointing at the light source,

• τ and σ are the light azimuth and zenith defined as in figure 1,

• θ is the angle between the normal to the surface at (x, y) and the illuminant direction,

• p = ∂S(x,y)
∂x

and q = ∂S(x,y)
∂y

represent the partial derivatives with respect to x and y of

the surface S(x, y).

2.B. Determination of a gradient field

If, in equation 2, i0 is considered as constant on all the surface analyzed. As Woodham

has shown in [6], parameters ρ, p and q can be determined from three acquisitions of the

same scene under three angles of different illumination incidence. In fact, a system of three

equations with three unknowns can be defined:

ik(x, y) = ρ(x, y)i0
pSkx + qSky − Skz√

p2 + q2 + 1
with k = 1, 2, 3 (3)

with Skx = − cos τk sin σ, Sky = − sin τk sin σ and Skz = cos σ.

2.C. Reconstruction from a gradient field

Various algorithms exist to obtain a tridimensional reconstruction from a gradient field

[5, 19–24]. For our application, we use the Frankot-Chellappa algorithm to integrate the

partial derivatives [25].

Frankot and Chellappa introduced in [25] an algorithm to recover the surface, in using

the Fourier transform applied to the gradient field. This method is currently used in various

published works and it has the advantage of being robust to noise [26]. Moreover, fast Fourier

transform allows very fast computation times for large size images (less than one second on a

current computer for a surface of 512 by 512 pixels). The algorithm minimizes a least square

error function defined by the following equation:

W =
∫ ∫

(

−∂s(x, y)

∂x
− p

)2

+

(

−∂s(x, y)

∂y
− q

)2

dxdy (4)

with s(x, y) the original surface. In applying Perseval’s theorem, the expression which relates

the Fourier transform of the surface Z(u, v) and those of these Fourier tranform of the

gradients P (u, v) and Q(u, v) is given by:

S(u, v) =
−juP (u, v)− jvQ(u, v)

u2 + v2
(5)
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with (u, v) 6= (0, 0).

From this very simple relation, the reconstructed surface is directly obtained by inverse

Fourier transform of S. However, this technique is limited to the reconstruction of surfaces

whose gradient average value is null (p̂(0, 0) = 0 and q̂(0, 0) = 0) since we cannot process

the cases where (u, v) = (0, 0). In other words, the mean plane of the surface must be null.

3. The theoretical approach for color photometric stereo

One of the principal defects of photometric stereo is the obligation to acquire the same scene

several times. The latter cannot thus be mobile, which poses many problems for industrial

applications. Knowing that the use of digital color sensors is very widespread today, the

most obvious solution a priori is to process the colour information as the generation of three

spectral images of the same scene. The solution is to illuminate the surface with three isolated

spectral lights. However, this solution is not so commonplace and certain hypotheses must

be respected to obtain satisfactory results. Firstly, except for Foveon X3 sensors (The Foveon

X3 sensor is an image sensor for digital cameras, designed by Foveon inc. It uses an array of

photosites, each of which consists of three vertically stacked photodiodes, that are organized

in a horizontal and vertical grid) or the tri-CCD (Charged Coupled Device) cameras, a Bayer

filter (figure 2) is used in front of the photosensitive sensor to separate information spectrally.

The result is that a point of the image is represented by just one red, green or blue spectral

band. For a facet of surface, a red, green and blue triplet must correspond.

In the second place and this is surely the most important hypothesis, the information

between the three spectral channels must be completely isolated in order to be able to find

the normal of each facet. The choice of light sources is thus of primary importance. Lastly,

the surfaces analyzed must reflect the light over all the visible spectrum, otherwise, only one

or two images can be used for the reconstruction. However, it is rather rare in nature to find

surfaces only emit light in one part of the visible spectrum. Nevertheless, a small surface

reflection on one of the spectral bands of the sensor can introduce a loss of information.

3.A. The principle of Color photometric stereo

The principle of color photometric stereo is very simple. A surface is illuminated by three

isolated spectral sources of light : a red one or long spectral band, a green one or mean

spectral band and a blue one or short spectral band. The spectral radiance distribution

reflected by each facet of the surface changes according to normal facet direction. Figure

3 presents the example of a computer-created half-sphere lighted by three isolated colored

sources of light. Now, the RGB sensor creates three spectral images which correspond to the

three different illuminations. The photometric stereo theory can be applied on these images

to recover the 3-D surface.
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A schematic configuration of the physical set-up is shown in figure 4.

3.B. The mathematical approach

The color of an object is strongly dependent on its spectral reflectance, that is, the amount

of incident light that is reflected from the surface for different wavelengths. If we represent

the spectral radiance of the illuminant by the function I0(λ), λ being the wavelength, and

the spectral reflectance in a given surface point of the object by ρ(λ), the radiance of light

reflected from this surface point I(λ) is, by definition of spectral reflectance :

I(λ) = I0(λ)ρ(λ) (6)

Now, we can rewrite Lambert’s law by integrating spectral information:

I(λ) = I0(λ)ρ(λ)(N · L) (7)

And, if we place a color filter in front of the light source to conserve a part of the spectral

radiance of the light, I(λ) becomes Ic(λ):

Ic(λ) = I0(λ)ρ(λ)Fc(λ)(N · Lc) (8)

where Fc(λ) is the color filter placed in front of the light source and c represents the color

of the filter. In this case, c are for the red r, green g and blue b color filters.

In the three equation system, to determine the gradient’s surface p and q, we have to inte-

grate the spectral sensitivity of the three acquisition sensor channels. We define Cr(λ), Cg(λ)

and Cb(λ) that represent the red, green and blue sensitivity of the sensor. The equation

system is given by:














I1(λ) = Ir,g,bCr(λ)

I2(λ) = Ir,g,bCg(λ)

I3(λ) = Ir,g,bCb(λ)

(9)

where Ir,g,b defines the light reflected from the surface, illuminated by three illuminants:

Ir,g,b = I0(λ)ρ(λ)

×(Fr(λ)(N · Lr) + Fg(λ)(N · Lg) + Fb(λ)(N · Lb))
(10)

where Lr, Lg and Lb are the unit vectors pointing respectively at the red, green and blue light

source. If, (Cr, Fr), (Cg, Fg) and (Cb, Fb) are decorrelated and ρ(λ) does not vary according to

λ, I1, I2 and I3 are same equations as in the standard photometric stereo with three images,

introduced in section 2.C.
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4. The simulation of 3D reconstruction of textured surfaces

The method of 3D reconstruction is now applied to surfaces known as textured (road coating).

Initially, surfaces acquired by the laser system are used to simulate images [11]. Surface size

is 40.96 mm × 40.96 mm with a resolution of 80 µm in X and Y. The resolution in Z is 1µm

and the high variation in Z is 1 cm. This base proposes very different examples which are

based on real textures. The geometric elements of which they are made up have very varied

structures and sizes. The basic surfaces used for simulation are presented in figure 5. The

objective is to measure distortion introduced by the reconstruction method. Then, always

by simulation, this algorithms robustness with noise is evaluated.

4.A. Method

In this paper, all the simulations use the same framework. First, gradient fields are calculated

from surfaces acquired by a laser system. Then, Lambert’s model is used to predict the

appearance of the surface. For each surface, three acquisitions of gray level images or one

color acquisition is simulated with an angle σ = 3π
70

and an angle τ = [π
3
, π, 5π

3
]. Finally, the

algorithm to recover the 3-D surface, presented in the previous part 2, is also used from

simulated acquisitions. Figure 6 gives the framework of the simulation.

For each 3-D reconstruction, the Signal to Noise Ratio (SNR) between the normalization

of surfaces from the base and reconstructed surfaces is computed:

SNR = 10 log

(

1
mn

∑m−1
i=0

∑m−1
i=0 S(i, j)2

MSE

)

(11)

where MSE is the mean squared error which for two m × n surfaces s and ŝ where ŝ is

considered a noisy approximation of s:

MSE =
1

mn

m−1
∑

i=0

m−1
∑

i=0

∥

∥

∥S(i, j) − Ŝ(i, j)
∥

∥

∥

2
(12)

4.B. Results without noise

Figure 7 shows an example of a textured surface illuminated by three different azimuth angles

(image 1: τ1 = π
3
, image 2: τ2 = π and image 3: τ3 = 5π

3
) with Lambert’s model. Figure 8

shows one example of a textured surface illuminated by three colored lights with different

azimuth angles (the blue light: τb = π
3
, the green light: τg = π and the red light: τr = 5π

3
) by

lambert’s model. All cases use the same zenith σ = 3π
70

.

Now, the SNR between the normalization of surfaces from the laser acquisition and re-

constructed surfaces, from three images or one color image is computed (cf. table 1). In all

cases, reconstruction errors are small and they are exclusively at the surface edges (figure

9) or on the border of the images. These border errors are well known in image processing.
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Results for three gray level images or one color image are the same because the three color

channels are considered to be decorrelated. One last remark, the images in this simulation

are considered to be acquired by an eight bit sensor, in practice, professional cameras use

twelve bit sensors. For the same exposure time, a twelve bit sensor will have a better defini-

tion (smaller quantum) than a eight bit sensor. Moreover, that makes it possible to recover

a part of surface more effectively if it is over or under-exposed.

Figure 9 shows a part of the original textured surface (figure 5(a)) and the same part of the

reconstructed surface. The reconstructed surface is the same for three gray level acquisitions

or one color acquisition (figure 9). An error map is computed between these two surfaces

and the SNR is 36.201 dB.

4.C. Results with noise

To verify the robustness of the reconstruction algorithm, a white Gaussian noise of variance

σ2 which is equal to 0.05, 0.15 and 0.3 is added to each channel of the image before re-

construction. Respectively, the SNRs between the original images and the noise version are

15.513 dB, 9.375 dB and 8.105 dB. The two last values are very high and not met in real

acquisitions. So these values make it possible to check the 3-D recover algorithm robustness

in extreme conditions. Figure 10 illustrates the addition of this noise for three acquisitions

of gray level images or one color image acquisition.

As for the 3-D reconstruction without noise, the SNR is calculated between the recovered

surface with and without noise, for three gray level images or one color image. Table 2 gives

the results for figure 5. SNR variations between the reconstruction without noise and with

noise are very small. But, in the case of color acquisition, the SNR decreases more quickly

than in the case of the three gray level acquisitions. For gray level images, the three channels

can be used to reduce noise. Indeed, in this case, luminance is the result of the red, green

and blue channel combination. If the noise is decorrelated between these three channels, the

luminance noise is lower. If, only one channel is used, the results are similar between three

image photometric stereo and one image photometric stereo.

5. Real system

To carry out the method of relief extraction, we use a Nikon c© D100 single lens reflex camera

and a Sigma c© 150mm EX DG F2.8 Macro lens with three gas-discharge lamps (cf. figure

11). For color acquisition, we use three band-pass color filters in front of the light, one each

for small, median and long wavelengths. During our acquisitions, the acquisition system

must be isolated from any external light. The chosen size of the surface analyzed is 142.7

mm × 115.5 mm , which subtended the entire camera field-of-view. Camera resolution was

3037×2024 pixels, resulting in a resolution of 47×57 µm at the object’s surface.

8



5.A. Spectral characterization

In reality, it is difficult to obtain spectral filters which separate the visible spectrum into

orthogonal components. It is not thus obvious to carry out a system of photometric stereo

which is perfect at spectral level. Moreover, the red and blue are superimposed on at least

one other color and the green is superimposed on both the red and blue. A precise characteri-

zation of each component constituting the chain is necessary. A spectrocolorimeter PR650 of

PhotoResearch is used in this study for the spectral analysis. The method which is proposed

in [27] is applied with 74 patches of a MacBeth calibration chart to characterize the spectral

sensitivity of the camera.

Figure 12(a) shows the spectral radiance distribution for a gas-discharge lamp used in the

system of 3-D reconstruction. This distribution is not uniform but radiance is not canceled

in any point. To separate the visible spectrum into orthogonal components, spectral filters

are placed in front of the lights. Figure 12(b) shows the gain of these filters, one for short

wavelengths, one for medium wavelengths and one for long wavelengths. The red and blue

filter are correct but the green filter has a defect in the short wavelengths. Then, figure

12(c) shows the measurement of the camera’s Bayer filter. The three spectral channels are

not isolated which can introduce some errors into the 3-D recovered surface. Finally, if the

surface reflectance is uniform, the signal received by the camera’s sensor is calculated 12(d):

that is the spectral multiplication of the light’s spectral radiance distribution, the gain of

the spectral filters (placed in front of light) and the camera’s Bayer filter.

By using equations 9 and 10, the relationship between the light reflected from the surface

and the images used in photometric stereo can be solved by computing:









I1

I2

I3









= I0ρ × Γ ×









(N.Lr)

(N.Lg)

(N.Lb)









(13)

where Γ is the correlation between spectral filters in front of the lights and the camera’s

Bayer filter and is defined by:

Γ =









Cr × Fr Cr × Fg Cr × Fb

Cg × Fr Cg × Fg Cg × Fb

Cb × Fr Cb × Fg Cb × Fb









(14)

If the spectral channels are perfectly isolated, the Γ is 3-by-3 unit matrix. The results for

our system are:

Γ =









1.000 0.236 0.042

0.073 1.000 0.139

0.058 0.033 1.000









(15)
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The maximum level of inter-channel correlation is 0.236. This matrix is used in 3-D recovered

surface computation to correct the spectral defects of the physical system. The use of this

matrix makes it possible to increase approximately 10 dB for the SNR between photometric

stereo with three images and color photometric stereo.

5.B. Results

The images in figure 13 show two examples of the real textured surfaces used. The first is a

part of a road and the second a part of stucco. The camera shutter speed is 1/30 second and

the aperture is focal/9. The photometric stereo with three images and the color photometric

stereo is applied to these surfaces to recover the 3-D surface.

Figure 14 shows the results for the road surface. The SNR between the three image re-

covered surface and one image recovered surface is 28.052 dB. We can see that the hollows

are not so well reconstructed in the case of the color photometric stereo. This is due to the

fact that the light intensity is divided by three for each azimuth angle. A zoom on part of

the surface shows this phenomenon well. However, the results of 3-D reconstruction are very

close in both cases as the SNR shows.

Figure 15 shows the results for stucco. The SNR between three image recovered surfaces

and one image recover surface is 47.168 dB. As the surface is lighter, we do not find the

defects of the first surface.

The 3D reconstruction results between a standard photometric stereo and our color pho-

tometric stereo are thus similar. Indeed, the SNR between the two systems is very good

but can still be improved. The use of more precise spectral filters in front of the lights or a

camera with better isolated spectral channels, would give even more accurate results.

6. Conclusion and perspectives

We have introduced an approach to obtain a surface height map from an image lighted by

three colored lamps. The extraction of the height map is made with photometric stereo. The

aim of our work is to be able to reconstruct the 3-D surface for the dynamic analysis of

textures. The accuracy evaluation of our method is made with simulations and real acquisi-

tions. We prove that it is possible to obtain similar results with our method to those of the

classical photometric stereo. This method is not expensive and makes it possible to quickly

analyze large dimension surfaces with good precision.

From this photometric stereo technique, we are currently developing approaches which

take into account the specular micro-facets [28] and which explore the generalization of

the Lambertian model [29] allowing to consider these various phenomena and to lead to

a relief extraction by photometric stereo [30]. Our method enables efficient 3-D surface

reconstruction from images acquired in a dynamic environment, i.e. with significant relative
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motion between the object and camera.
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Table 1. SNR error between the original surface and the recovered surface from

three images or one color image.

Surface 5(a) 5(b) 5(c) 5(d)

3 images or 1 color image (dB) 36.109 51.982 61.112 46.045

Table 2. Evolution of SNR between the reconstruction without noise and with

noise as a function of the noise variance for surface 5(a), in case of three gray

level images or one color image.

SNR of noise (dB) 15.513 9.374 8.105

3 images (dB) 31.504 31.485 30.097

1 color image (dB) 32.513 31.091 25.271
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Fig. 1. Geometric definition of angles σ and τ .

Fig. 2. (Color online) Example of a Bayer filter on a numerical camera.
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Fig. 3. (Color online) Example of a computer-created half-sphere lighted by

three isolated colored sources of isolated light: a red one at τ1 = π
3
, a green

one at τ2 = π and a blue one at τ3 = 5π
3

.

Fig. 4. (Color online) Color photometric stereo : three white lights with three

different spectral filters illuminate the textured surface. For one facet, the

reflected spectral radiance distribution depends on the normal direction. Then,

the Bayer filter of the camera produces three isolated spectral images. Finally,

the 3-D surface can be recovered with these images and the photometric stereo

theory.
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Fig. 5. 3-D surfaces acquired by a laser system.

Fig. 6. Framework of the simulation.
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Fig. 7. Simulation of acquired images of a 3-D textured surface illuminated

according to Lambert’s model. The zenith angle σ is equal to 3π
70

(a: 3-D rep-

resentation, b: τ1 = π
3
, c: τ2 = π and d: τ3 = 5π

3
).

18



Fig. 8. (Color online) Simulation of acquired images of a 3-D textured surface

illuminated by three colored lights with different azimuth angles (the blue

light: τb = π
3
, the green light: τg = π and the red light: τr = 5π

3
) with Lambert’s

model. The zenith angle σ is equal to 3π
70

(a: 3-D representation and b: Colour

image).

Fig. 9. Example of a part of original textured surface (figure 5) and the same

part of the reconstructed surface (a: Original surface, b: Reconstructed surface

and c: Error map).
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Fig. 10. (Color online) Illustration of noise addition for three gray level image

acquisition (a) or one color image acquisition (b). In the case of three acquisi-

tions of gray level images , only the azimuth angle τ = π is represented. The

SNR is equal to 8.105.

Fig. 11. (Color online) Acquisition system with the color lights.
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Fig. 12. (Color online) Spectral analysis of the 3-D reconstruction system (a:

Gas-discharge lamp, b: Color filters, Bayer filter and d: Signal received).

Fig. 13. Example of two real acquisition surfaces (a: road surface and b: stucco).
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Fig. 14. Comparison between color photometric reconstruction and standard

photometric reconstruction for the surface 13 (a: 3 images, b: Color image, c:

Zoom for 3 images and d: Zoom for color image).
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Fig. 15. Comparison between color photometric reconstruction and standard

photometric reconstruction for the surface 13 (a: 3 images, b: Color image, c:

Zoom for 3 images and d: Zoom for color image).
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