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Abstract

We have examined several approaches for estimating the surface concentration of particulate organic carbon, POC, from optical measurements of remote-sensing reflectance, $R_{\text{rs}}(\lambda)$, using field data collected in tropical and subtropical waters of the eastern South Pacific and eastern Atlantic Oceans. These approaches include a direct empirical relationship between POC and the blue-to-green band ratio of reflectance, $R_{\text{rs}}(\lambda_B)/R_{\text{rs}}(555)$, and two-step algorithms that consist of relationships linking reflectance to an inherent optical property IOP (beam attenuation or backscattering coefficient) and POC to the IOP. We considered two-step empirical algorithms that exclusively include pairs of empirical relationships and two-step hybrid algorithms that consist of semianalytical models and empirical relationships. The surface POC in our data set ranges from about 10 mg m$^{-3}$ within the South Pacific Subtropical Gyre to 270 mg m$^{-3}$ in the Chilean upwelling area, and data on phytoplankton pigments, suspended particulate matter, and the backscattering ratio suggest a considerable variation in the composition of particulate assemblages in the investigated waters. The POC algorithm based on the direct relationship between POC and $R_{\text{rs}}(\lambda_B)/R_{\text{rs}}(555)$ promises reasonably good performance in the vast areas of the open ocean covering different provinces from hyperoligotrophic and oligotrophic waters within subtropical gyres to eutrophic coastal upwelling regimes characteristic of eastern ocean boundaries. The best error statistics were found for power function fits to the data of POC vs. $R_{\text{rs}}(443)/R_{\text{rs}}(555)$ and POC vs. $R_{\text{rs}}(490)/R_{\text{rs}}(555)$. For our data set that includes over 50 data pairs, these relationships are characterized by the mean normalized bias of about 2% and the normalized root mean square error of about 20%. We recommend that these algorithms be implemented for routine processing of ocean color satellite data to produce maps of surface POC with the status of an evaluation data product for continued work on algorithm development and refinements. The two-step algorithms also deserve further attention because they can utilize various models for estimating IOPs from reflectance, offer advantages for developing an understanding of bio-optical
variability underlying the algorithms, and provide flexibility for regional or seasonal parameterizations of the algorithms.

1 Introduction

Optical measurements performed from various in situ and remote sensing platforms provide an effective tool for studying biogeochemically significant constituents of ocean waters. In comparison with traditional methods that require analysis of discrete water samples, optical measurements allow significant extension of observational time and space scales through the use of instruments deployed on in-water vertical profiling systems, moorings, drifters, autonomous vehicles, as well as air-borne and space-borne platforms (Robinson, 2004; Myers and Miller, 2005; Twardowski et al., 2005). In situ measurements of the beam attenuation coefficient have long been used to characterize bulk particulate properties, most notably the dry mass concentration of suspended particulate matter, SPM (Zaneveld, 1973; Baker and Lavelle, 1984; Bishop, 1986, 1999; Spinrad, 1986). Relationships between ocean reflectance and SPM have also been investigated for the purpose of estimating SPM from remote sensing (Gordon and Morel, 1983; Stumpf and Pennock, 1989; Doxaran et al., 2002).

Similarly, it has long been recognized that optical measurements provide a useful proxy for the concentration of the primary pigment in phytoplankton, chlorophyll a (Chla). The development of bio-optical algorithms linking measurable optical properties to Chla has been the focus of numerous studies over the last three decades. Field data have been used to examine empirical relationships between Chla and inherent optical properties (IOPs) such as the absorption coefficient (e.g., Garver et al., 1994; Bricaud et al., 1995, 1998), the beam attenuation coefficient (e.g., Voss, 1992; Loisel and Morel, 1998), the scattering coefficient (e.g., Gordon and Morel, 1983; Loisel and Morel, 1998), and the backscattering coefficient (e.g., Reynolds et al., 2001; Stramska et al., 2006). Field measurements of Chla and apparent optical properties (AOPs) such as ocean reflectance and the diffuse attenuation coefficient for downward irradiation.
ance have been also analyzed extensively for establishing bio-optical models and algorithms (e.g., Smith and Baker, 1978; Gordon and Morel, 1983; Morel, 1988; O’Reilly et al., 1998; Morel and Maritorena, 2001). Probably the single most studied bio-optical relationship in recent decades has been that linking surface Chla to remote-sensing reflectance of the ocean. This has been driven by interest in the study of phytoplankton biomass and primary productivity from satellite remote sensing (e.g., Platt and Sathyendranath, 1988; Yoder et al., 1993; Antoine et al., 2005). Empirical relationships for estimating Chla from reflectance are currently used for routine processing of global satellite imagery of ocean color (O’Reilly et al., 2000).

For studies of ocean biogeochemistry and its potential role in climate it is carbon, not chlorophyll, which is usually of most direct interest. The particulate organic carbon (POC) pool in the surface ocean, which includes autotrophic and heterotrophic organisms and biogenic detrital particles, represents one carbon reservoir of substantial interest. POC is a highly dynamic carbon pool and its variability is poorly characterized. Sinking of POC from surface waters is part of the biological pump that provides a mechanism for storing carbon in the deep ocean, a long-term sink for atmospheric CO₂ (Volk and Hoffert, 1985; Longhurst and Harrison, 1989). The knowledge of total POC and subsequent inference of the phytoplankton portion of POC is essential to the development of methods for estimating phytoplankton growth rates and carbon-based net primary production from satellite observations (Behrenfeld et al., 2005). Because the turnover time of carbon biomass is relatively short (1–2 weeks), satellite capabilities to monitor changes in particulate carbon pools can effectively aid in studies related to the biological pump.

Relationships between ocean optical properties and POC first appeared in the late 1980s. Morel (1988) demonstrated a relationship between the scattering coefficient at a light wavelength \( \lambda = 550 \text{ nm} \), \( b(550) \), with Chla and a relationship between POC and Chla, both obtained from a large data set collected in different oceanic regions. These two relationships suggested the existence of a nearly linear relationship between \( b(550) \) and POC. Morel’s data showed a general trend of covariation of POC with Chla.
over 3 orders of magnitude range in Chla, but also at any given Chla there existed a significant several-fold variation in the POC:Chla ratio. Because this variability is difficult to predict, POC cannot be estimated directly from Chla with consistently good accuracy. Linking POC to optics by converting SPM to POC through the use of SPM-specific optical coefficients such as the beam attenuation (Siegel et al., 1989) is also limited by large and difficult to predict variations in the conversion factors. Therefore, concurrent measurements of POC and optical parameters appear naturally as the most desirable approach for linking these variables.

Laboratory experiments with marine phytoplankton cultures suggest that the POC-specific scattering coefficient and the POC-specific beam attenuation coefficient (which is dominated by scattering) exhibit relatively small variations for a wide range of growth conditions (Stramski and Morel, 1990; Stramski and Reynolds, 1993). At the level of individual particles, the mechanism responsible for the relatively robust relationship between scattering and POC can be attributed to both a relation between the cellular carbon content and cell size (Verity et al., 1992; Montagnes et al., 1994) and a relation between the intracellular carbon concentration and refractive index of cells (Stramski, 1999; DuRand et al., 2002).

Measurements of the particulate beam attenuation coefficient at 660 nm, $c_p(660)$, and POC constitute the largest amount of field data presently available for examining relationships between POC and ocean optical properties. Early reports on the relationship between POC and $c_p(660)$ based on data from the north Atlantic and Southern Ocean (Gardner et al., 1993; Villafane et al., 1993) were soon followed by similar studies in different regions of the world’s ocean (Marra, 1995; Gundersen et al., 1998; Loisel and Morel, 1998; Bishop, 1999; Claustre et al., 1999; Gardner et al., 2000; Stramska and Stramski, 2005). Most recently, Gardner et al. (2006) made a synthesis of the POC vs. $c_p(660)$ relationships for nine different regions comprising a total of nearly 4500 data pairs. While indicating that a linear function provides a reasonably good fit to the data, their analysis also revealed a considerable variation in the slope of the relationship (~2-fold) and in the squared correlation coefficient (from ~0.5 to 0.9) among
Development of a remote sensing capability for estimating POC has led to an increased interest in the relationships between POC and the spectral remote-sensing reflectance, $R_{rs}(\lambda)$. Few studies exist in which simultaneously collected in situ data were used for the development of empirical algorithms for estimating POC directly from $R_{rs}$ or from a combination of $R_{rs}$ and IOP data (Stramski et al., 1999; Stramska and Stramski, 2005; Pabi and Arrigo, 2006). Alternative approaches for remote sensing of POC have also been attempted but the algorithms were parameterized from POC and optical data that were not all collected in situ, or were not collected during the same field experiments (Loisel et al., 2001, 2002; Mishonov et al., 2003; Gardner et al., 2006), and therefore have significant limitations.

In this study, we collected contemporaneous POC and optical data, including the spectral remote-sensing reflectance, backscattering coefficient, and beam attenuation coefficient, along a west-to-east transect in the eastern South Pacific Ocean and along a north-to-south transect in the eastern Atlantic Ocean. We examine empirical relationships between the surface POC concentration and optical properties with emphasis on algorithms for estimating POC from remote-sensing reflectance. Our primary objective is to provide candidate POC algorithms for the application of satellite ocean color imagery within the subtropical and tropical provinces of the Pacific and Atlantic Oceans.

## 2 Data and methods

### 2.1 Study areas

Field measurements in the eastern South Pacific Ocean were conducted during the French expedition BIOSOPE (Biogeocchemistry & Optics SOuth Pacific Experiment) on R/V l’Atalante, which took place from 17 October through 15 December 2004. Measurements were taken on a west-to-east transect between the Marquesas Islands and the coast of Chile. Figure 1a shows the locations of stations at which data for this
study were collected, and illustrates the surface concentration of POC at each station. This study area spans several provinces with different trophic conditions, including mesotrophic subequatorial waters near the Marquesas Islands, hyperoligotrophic waters within the South Pacific Subtropical Gyre (SPSG), and highly productive upwelling waters off Chile (which included both off-shelf and shelf stations). The general oceanographic conditions and variability in the bio-optical and biogeochemical characteristics for this region are summarized in Claustre et al. (2007)\(^1\), and the optical properties of the extremely clear waters within the SPSG are discussed in Morel et al. (2007) and Twardowski et al. (2007).

Data in the Atlantic Ocean were collected during the German expedition ANT-XXIII/1 on R/V Polarstern, which covered the period from 13 October to 17 November 2005. Measurements were taken along a north-to-south transect in the eastern Atlantic between the Bay of Biscay and the African coast of Namibia (Fig. 1b). The stations were situated within open ocean waters that cover various ecological provinces such as North Atlantic Subtropical Gyre, North Atlantic Tropical Gyre, Eastern Tropical Atlantic, and South Atlantic Gyral Province (Longhurst, 1998). Note that the range in surface POC observed within the Atlantic study area is not as large as that encountered on the BIOSOPE cruise (Fig. 1).

As our present interest lies in determining relationships for satellite remote sensing applications, we restrict our data set to measurements obtained in the surface waters. The three main optical properties that are used in this study for correlating with POC are the remote-sensing reflectance, the beam attenuation coefficient, and the backscattering coefficient.

2.2 POC determinations

The POC data were obtained using a method generally consistent with JGOFS protocols (Knap et al., 1996). Surface water samples were collected from Niskin bottles triggered at a depth of \( \sim 5 \) m during the CTD/rosette cast, then filtered through pre-combusted 25 mm Whatman GF/F filters (450°C for 5 h) under low vacuum (pressure differential across the filters <150 mm Hg). Filtered volumes were adjusted according to expected POC concentration (\( \sim 1 \) to 8.4 L on BIOSOPE with the largest volumes in the gyre and smallest volumes in the Chilean upwelling, and 2–4 L on ANT-XXIII/1). Following filtration, filters were transferred to clean glass scintillation vials, dried at 55°C, and stored until post cruise analysis. A number of unused filters from each lot of precombusted filters were selected as blanks during the cruises. The blank filters were used to quantify background amount of organic carbon on filters and were processed identically to regular sample filters with the exception that the filtration step was not applied.

The determination of POC was made with a standard CHN analysis involving high temperature combustion of sample filters (Parsons et al., 1984). A CEC 440HA Elemental Analyzer (Control Equipment Corp., now Exeter Analytical) was used. Prior to combustion, 0.25 mL of 10% HCl was applied to each filter for removal of inorganic carbon and the acid-treated filters were re-dried at 55°C. The final values of POC concentration were calculated by subtracting the average mass of organic carbon determined on blank filters from the mass of carbon determined on sample filters, and then dividing this result by the measured volume of filtered sample. Triplicate (nearly all BIOSOPE stations) or duplicate (few BIOSOPE and all ANT-XXIII/1 stations) POC samples were taken for each station and averaged to produce the final result of POC concentration. The average coefficient of variation for replicate samples was 6% for BIOSOPE and 5% for ANT-XXIII/1.

POC determinations are subject to several potential sources of errors and there is continued need for further research to improve the methodology. Recently, Gardner et
al. (2003) reviewed these issues. In brief summary, the causes for potential positive bias (overestimation) of POC include adsorption of dissolved organic carbon (DOC) onto filters during filtration and contamination of samples due to, for example, exposure to air during handling. There are, however, other causes which can produce a negative bias (underestimation) of POC, such as undersampling of the rare large particles, incomplete retention of particles on filters, and the loss of POC due to the impact of pressure differential on particles across the filters (e.g., breakage of fragile plankton cells). The quantification of all these effects is impossible from a practical standpoint, and therefore the accuracy of POC determinations remains unspecified.

Although we attempted to minimize some of these problems as much as possible in our study (e.g., minimal sample exposure to air during handling and low vacuum during filtration), other potential problems could not be directly addressed. It was previously recommended that determining proper blanks accounting for DOC adsorption is important, especially in waters with low POC (Menzel, 1966; Moran et al., 1999; Gardner et al., 2003). The methods that were used to estimate DOC adsorption involved either exposure of blank filters to filtered seawater or filtration of several different volumes of sample, plotting organic carbon mass on a filter as a function of volume filtered, and accepting the intercept on the carbon axis as a blank. We have not tested these methods in our study primarily because such special effort towards minimizing just one source of positive bias in POC determinations does not guarantee better estimates of POC, as the sources of negative bias cannot be eliminated from the applied method (e.g., incomplete retention of particles on GF/F filters). Our approach for minimizing uncertainties in POC estimates was focused on the preparation of replicate samples with sufficient filtration volumes to maximize the ratio of the mass of organic carbon on the sample filter to that on the blank filter. This approach appeared to be especially important in hyperoligotrophic waters with surface POC below 20 mg m$^{-3}$, where volumes exceeding 8L for each replicate sample were filtered. In addition, our blank determinations are based on a relatively large number of blank filters (~20 per cruise). For the BIOSOPE cruise, our average blank determinations were 16.7 µg C per filter.
for the stations west of Easter Island and 37.6 µg C per filter for the stations east of Easter Island (as two different lots of filters were used on the cruise). The ratio of the blank values to the mass of organic carbon on sample filters was, on average, 14% (3.7–48% range with generally higher percentages at gyre stations). For the ANT-XXIII/1 cruise this ratio was lower, on average 4.5% and never more than 8%, as the blank values were also lower (typically less than 10 µg C per filter). The methodological issues discussed above underscore the difficulty in accurate determinations of POC, especially at very low concentrations. Although the accuracy of POC is unknown and is likely variable, one can expect that samples differing from one another by less than about 5 mg m\(^{-3}\) cannot be resolved within current measurement uncertainties, which has particular ramifications for POC data from hyperoligotrophic waters.

2.3 Optical measurements and data processing

2.3.1 Radiometric measurements and remote-sensing reflectance

The spectral remote-sensing reflectance, \(R_{rs}(\lambda)\) in sr\(^{-1}\), is defined as the ratio of nadir water-leaving radiance, \(L_w(\lambda)\), to the downwelling plane irradiance, \(E_d(\lambda)\), where both quantities are measured just above the sea surface (\(z=0^+\)). On the BIOSOPE cruise, \(R_{rs}(\lambda)\) was determined from direct shipboard above-water measurements of \(E_d(\lambda, z=0^+)\) in W m\(^{-2}\) nm\(^{-1}\), and subsurface measurements of nadir upwelling radiance, \(L_u(\lambda, z=0.2 \text{ m})\) in W m\(^{-2}\) nm\(^{-1}\) sr\(^{-1}\), made at a depth \(z\) of 0.2 m below the ocean surface. The underwater measurements were made with a calibrated hyperspectral profiling radiometer (HyperPro, Satlantic, Inc.) adapted to float at the sea surface and tethered such that the instrument operated at a distance of \(\sim 100 \text{ m}\) from the vessel. Instrument tilt was measured directly and radiometric measurements were rejected if tilt exceeded 5°. Measurements were made over the spectral region 380–800 nm with a spectral resolution of 3.3 nm and with each band having a full-width-half-maximum (FWHM) bandpass of 10 nm. Dark current values were taken every 5 samples by use of an internal shutter and linearly interpolated as a function of time for each light value,
and subtracted from the observations. Calibration coefficients and corrections for immersion effects were obtained following standard protocols (Mueller et al., 2003) and applied to the measurements. Irradiance and radiance data were taken for 3 minutes at each deployment, with each observation within the deployment time series representing integration times of 0.03 to 0.5 s, depending on the intensity of the incident (ir)radiance. These measurements were then interpolated to a common time frame at an interval of 2 s and to a common spectral resolution every 2 nm.

Upwelling radiance measurements taken at a depth of 0.2 m were propagated to the sea surface using an iterative approach that estimates the spectral diffuse attenuation coefficient from spectral ratios of measured radiance. From the computed upwelling radiance just below the surface, $L_u(\lambda, z=0^-)$, the nadir water-leaving radiance above the sea surface, $L_w(\lambda)$, was then determined based on the transmittance coefficient for nadir radiance across the water-air interface (Mueller et al., 2003). This transmittance coefficient includes the effects of Fresnel reflectance and a change in solid angle, so $L_w(\lambda)/L_u(\lambda, z=0^-) = [1 - (1 - n_w)^2/(1 + n_w)^2] n_w^{-2}$, where $n_w$ is the refractive index of water. The values of $n_w$ in the visible spectral region can vary slightly near 1.34 (e.g., Mobley, 1994), so the values of $L_w(\lambda)/L_u(\lambda, z=0^-)$ assumed in the literature vary slightly as well. For the BIOSOPE data, $L_w(\lambda)/L_u(\lambda, z=0^-) = 0.54$ was used. Finally, a three-minute time series of $R_{rs}$ was made by dividing the computed water-leaving radiance by the measured downward irradiance for each time interval, and an average value of $R_{rs}(\lambda)$ was computed for each deployment.

On the ANT-XXIII/1 cruise, $R_{rs}(\lambda)$ was determined from measurements of underwater vertical profiles of $L_u(\lambda, z)$ and $E_d(\lambda, z)$ with a freefall spectroradiometer, SeaWiFS Profiling Multichannel Radiometer (SPMR, Satlantic, Inc.), following standard protocols (Mueller et al., 2003). Measurements were made at 13 spectral wavebands (centered at 339, 380, 412, 442, 470, 490, 510, 532, 555, 590, 620, 666, and 682 nm with a FWHM bandwidth of 10 nm each) away from ship perturbations. Three to four replicate vertical casts were taken at each station. Initial data processing was done using ProSoft ver. 7.7 (Satlantic, Inc.), which included the application of dark offsets and
manufacturer’s radiometric calibration, binning data to 0.1 m depth interval, and rejecting data with tilt >5° (typically near the surface within the first 5 m). Profiles with questionable data quality, such as profiles that did not agree with other replicate casts or profiles during variable sky conditions (for example, a heterogeneous cloud over the Sun’s disk) were rejected from subsequent analysis.

For each profile accepted, a depth interval within the upper mixed layer (typically 5 to 15 or 20 m, but variable on a cast-by-cast basis depending upon visual inspection of profiles) was defined for calculation of the vertical attenuation coefficients for downwelling irradiance ($K_d$) and upwelling radiance ($K_{Lu}$). Using these $K_d$ and $K_{Lu}$ values, the profiles of $E_d(\lambda,z)$ and $L_u(\lambda,z)$ were extrapolated from ∼5 m to immediately beneath the sea surface. The subsurface estimates of $E_d(\lambda,z=0^-)$ and $L_u(\lambda,z=0^-)$ were propagated through the surface to yield the above-water estimates of downwelling irradiance, $E_d(\lambda,z=0^+)$, and water-leaving radiance, $L_w(\lambda)$, which are required for the final calculation of $R_{rs}(\lambda)$. The coefficients for propagating $E_d$ and $L_u$ through the water-air interface were: $E_d(\lambda,z=0^+)/E_d(\lambda,z=0^-)=1/0.957$ and $L_w(\lambda)/L_u(\lambda,z=0^-)=0.5425$. The value of 0.5425 is nearly the same (∼0.5% difference) as that used for the BIOSOPE data processing. Note that with our assumptions for the transmittance of irradiance and radiance, the relationship between $R_{rs}(\lambda)$ and its counterpart reflectance just below the surface is: $R_{rs}(\lambda)=0.519L_u(\lambda,z=0^-)/E_d(\lambda,z=0^-)$. The final estimate of $R_{rs}(\lambda)$ for each ANT-XXIII/1 station was obtained by averaging the results from replicate casts.

2.3.2 Inherent optical properties

The beam attenuation coefficient at 660 nm, $c(660)$, was measured on both cruises with a C-Star transmissometer (WET Labs, Inc.) along a 25-cm pathlength within seawater. On the BIOSOPE cruise, the transmissometer was interfaced to a CTD-rosette and the raw transmissometer voltages were acquired during down- and upcasts. On ANT-XXIII/1, the transmissometer data were also acquired during the down- and upcasts but the instrument was part of a profiling package that included backscattering
sensors and an additional C-Star transmissometer for measuring $c$ at 488 nm. The beam attenuation coefficient can be considered as the sum of contributions due to particles ($c_p$), colored dissolved organic matter CDOM ($c_{CDOM}$), and pure seawater ($c_w$). At 660 nm, $c_{CDOM}$ in surface open ocean waters is so small that it can be safely ignored (Bricaud et al., 1981); this assumption is also supported by $a_{CDOM}$ data from the BIOSOPE and ANT-XXIII/1 cruises (Bricaud et al., 2007; Röttgers and Doerffer, 2007). Thus, the measurements of $c(660)$ allow the determination of the particle beam attenuation as $c_p(660) \approx c(660) - c_w(660)$.

Processing of raw transmissometer data included quality checking of down- and up-traces, rejecting doubtful and excessively noisy data, and averaging into 1-m depth bins. An important step of processing required for converting the raw transmissometer data to calibrated beam attenuation values was the determination of the highest raw transmittance voltages during each cruise, which correspond to the lowest beam attenuation values. This minimum attenuation is assumed in our data processing to represent the pure seawater coefficient, $c_w(660)$. This approach for determining $c_w(660)$ is preferred over the use of imperfect pure water calibrations of the instrument in the laboratory, and it can also account for variations in the cleanliness of optical windows or other instrumental drifts during the cruise (Loisel and Morel, 1998; Gardner et al., 2006). On BIOSOPE, the $c_w(660)$ values were determined on a cast-by-cast basis from transmissometer data at depths of 470–500 m. On ANT-XXIII/1, routine deployments of our transmissometers were made to depths of 250–300 m, which precluded such an approach. At 5 stations, however, deep casts (2000–3000 m) were made with the ship’s CTD-rosette which also included a transmissometer. The observed increase in transmissometer voltage between 300 m and the stable clear deep-water value at these stations was determined, and the average increase was subsequently used to calculate the appropriate reference voltage of $c_w(660)$ for transmissometers deployed on our instrument package. The $c_p(660)$ data averaged over the depth range of 4–6 m

---

for BIOSOPE and 6–8 m for ANT-XXIII/1 were assumed to represent the surface beam attenuation values. The data from shallower depths were rejected because the signal measured near the sea surface often exhibited significant fluctuations. One possible cause of these fluctuations is the intermittent nature of bubble clouds entrained into water by breaking waves (Stramski and Tęgowski, 2001; Terrill et al., 2001).

The spectral backscattering coefficient, \( b_b(\lambda) \), was also measured with in situ instruments deployed in a vertical profiling mode. On both cruises, the determinations of \( b_b(\lambda) \) were made from measurements with a Hydroscat-6 and two a-βeta sensors (HOBI Labs, Inc.). These instruments are equipped with light-emitting diodes (LEDs) and photodiode detectors arranged in a geometry that provides a measurement of the spectral volume scattering function, \( \beta(\psi, \lambda) \), at an effective scattering angle of \( \psi = 140^\circ \) (Maffione and Dana, 1997). The Hydroscat-6 provided measurements at six wavebands (nominal wavelengths of 442, 470, 550, 589, 620, and 671 nm) and the a-βeta sensors at one waveband each (420 and 510 nm). The 620-nm band failed to operate correctly on the BIOSOPE cruise. The nominal wavelengths correspond to nominal center wavelengths of interference filters placed in front of the detectors. The FWHM bandwidth of filters was 10 nm and the filters have ±2 nm tolerances on their nominal bandwidth and center wavelength. The LED bandwidths are substantially wider (20 to 30 nm) than the filters and the LED peak does not necessarily match the filter peak for a given waveband. Therefore, the actual centroid wavelength does not necessarily match the nominal wavelength of the waveband. It is difficult to determine the exact spectral characteristics of the wavebands because the unique spectral data of the LEDs and filters used in individual instrument channels are not available. It is estimated, however, that the maximal difference between the actual centroid and nominal wavelengths would typically be 2 to 3 nanometers and perhaps 4 to 5 nm under worst-case assumptions (D. Dana, personal communication). These worst-case assumptions implied that the peak of the LED is outside the filter's 10 nm passband and the LED spectrum goes all the way to zero at one side of a 10 nm passband (which is very unlikely). A small spectral shift (up to 0.5–1 nm) resulting from the fact that light
that goes through the filters is not perfectly collimated was also taken into account in that estimation.

Backscattering data were calculated with a method described originally by Maffione and Dana (1996) with refinements presented in Boss and Pegau (2001). Initial data processing was done with HOBI Labs HydroSoft software version 2.71 utilizing manufacturer’s calibrations, with subsequent processing carried out using custom-written software. The spectral backscattering coefficient was calculated from the measured $\beta(140^\circ, \lambda)$ using the relation:

$$b_b(\lambda) = b_{bp}(\lambda) + b_{bw}(\lambda) = 2\pi \chi [\beta(140^\circ, \lambda) - \beta_w(140^\circ, \lambda)] + b_{bw}(\lambda).$$

The coefficient $b_b(\lambda)$ is considered to be the sum of contributions from particle backscattering, $b_{bp}(\lambda)$, and pure seawater backscattering, $b_{bw}(\lambda)$. For each wavelength, we used a value of 1.13 for the $\chi$ parameter that is involved in the conversion of the particle volume scattering function, $\beta_p(140^\circ, \lambda)$, to $b_{bp}(\lambda)$ (Dana and Maffione, 2002). The values of $\beta_p(140^\circ, \lambda)$ were calculated as a difference between measured $\beta(140^\circ, \lambda)$ and the pure seawater values of $\beta_w(140^\circ, \lambda)$.

Theoretical estimates of pure water scattering available in the literature show some differences (Morel, 1974; Shifrin, 1988; Buiteveld et al., 1994). The main cause of the differences is the assumed value of the depolarization ratio $\delta$ for water molecules. For example, the estimates by Morel (1974) were obtained with $\delta=0.09$ and those of Buiteveld et al. (1994) with $\delta=0.051$. The lower values of $\delta$ result in lower estimates of scattering (e.g., Jonasz and Fournier, 2007; Twardowski et al., 2007). On the basis of the study by Farinato and Roswell (1975), Jonasz and Fournier (2007) suggested that an adequate value of $\delta$ may be as low as 0.039. The theoretical estimates for lower values of $\delta$ were also shown to be closer to the experimental estimates of pure water scattering reported in Morel (1974). However, considering all the factors involved in the theoretical or experimental determinations, one may deduce that any particular approach or data set of pure water and pure seawater scattering available in the literature can involve uncertainties up to several percent. This level of uncertainty has particularly large impact on estimating particle backscattering from measurements of
total backscattering in clear ocean waters where pure seawater contribution usually dominates the total backscattering signal. These issues are discussed in Morel (2007) and in greater detail in Twardowski et al. (2007).

In this study, we applied two sets of pure seawater scattering values, one representing the theoretical estimates from Morel (1974), and the other based on the procedure described in Buiteveld et al. (1994). The Morel (1974) values have commonly been used in the past, including the processing of backscattering measurements, and these values are also built-in the HOBI Labs Hydrosoft software as one standard option. The Morel (1974) spectral values of $\beta_w(140^\circ, \lambda)$ were calculated as $\beta_w(140^\circ, \lambda_o) \times (\lambda_o/\lambda)^4.32$ using $\beta_w(140^\circ, \lambda_o)=2.18 \times 10^{-4}$ m$^{-1}$ sr$^{-1}$ at a reference wavelength $\lambda_o=525$ nm. $\beta_w(140^\circ, 525)$ was determined from scattering at 90$^\circ$ using the value of $\beta_w(90^\circ, 525)=1.46 \times 10^{-4}$ m$^{-1}$ sr$^{-1}$ (from Table 4 in Morel, 1974) and the depolarization ratio $\delta=0.09$ (see Eq. 10 in Morel, 1974). We note that these determinations represent water temperature $T=20^\circ$C and salinity $S=35–39$‰. In this study, the application of backscattering data to the POC algorithm development is focused on the use of surface values of $b_b$ and $b_{bp}$ at 555 nm, which is a nominal wavelength of the green band on the Sea-viewing Wide Field-of-view Sensor (SeaWiFS) that provides satellite imagery of ocean color. At this wavelength, Morel’s estimate of $b_{bw}$ is $9.22 \times 10^{-4}$ m$^{-1}$.

The original formulas for pure water scattering given in Buiteveld et al. (1994) assume $\delta=0.051$ and allow the calculations as a function of water temperature at salinity $S=0$. The pure seawater scattering can then be calculated for any salinity using the multiplicative adjustment factor of $[1+0.3S/37]$ (Twardowski et al., 2007). We made such calculations for surface waters at each station where our backscattering measurements were taken, using measured values of $T$ and $S$ (see Buiteveld et al., 1994, and Twardowski et al., 2007, for a complete set of equations). For $\lambda=555$ nm, the resulting Buiteveld et al. (1994) values of pure seawater backscattering coefficient $b_{bw}$ are, on average, $8.748 \times 10^{-4}$ m$^{-1}$ (standard deviation, $SD=6.1 \times 10^{-6}$, $N=59$). The small variation about the average value is associated mainly with the encountered range of surface water temperature from about 13.3°C to 29.2°C, and to a lesser extent with the range
of salinity from about 33.9 to 37.1‰. Note that the average value of \( b_{bw}(555) \) based on Buitenveld et al. (1994) procedure with the salinity adjustment is about 5% lower than the \( b_{bw}(555) \) estimate from Morel (1974). The use of the Buitenveld et al. (1994) values increases our estimates of \( b_{bp}(555) \) by as much as over 20% for the clearest waters within the South Pacific Subtropical Gyre and by about 2% for the Chilean upwelling stations. For other stations with intermediate levels of particle load in water, this increase ranges generally from about 3% to 10%. One of the POC algorithms analyzed in this study utilizes backscattering measurements at 555 nm (Sect. 3.3.2). For this algorithm, we report results based on both the Buitenveld et al. (1994) and Morel estimates of \( b_{bw} \). Otherwise, the reported backscattering results are based on the use of Buitenveld et al. (1994) values of \( b_{bw} \) unless specifically noted.

For each waveband, backscattering data also require a correction for attenuation of light (so-called “\( \sigma \)-correction”). This correction was made with the parameter \( K_{bb} \) estimated from the relation

\[
K_{bb} = a_p + a_{CDOM} + 0.4b_p
\]

(HydroSoft software ver. 2.71) employing independent determinations of the spectral absorption coefficient by particles, \( a_p(\lambda) \), spectral absorption coefficient by CDOM, \( a_{CDOM}(\lambda) \), and spectral scattering coefficient by particles, \( b_p(\lambda) \). For BIOSOPE, these absorption and scattering estimates were obtained from measurements with ac-9 instruments (Twardowski et al., 1999, 2007). The spectral absorption measurements were corrected for the scattering error by subtracting the signal measured at 715 nm from the measurements at all other ac-9 wavelengths. In cases where backscattering spectral bands did not match those of the ac-9, ac-9 data were linearly interpolated with respect to wavelength to enable the \( \sigma \)-correction. For the ANT-XXIII/1 cruise, the estimates of \( a_{CDOM}(\lambda) \) and \( a_p(\lambda) \) were obtained from high spectral resolution measurements on discrete water samples with a point-source integrating cavity absorption meter, PSICAM (Röttgers et al., 2005; Röttgers and Doerffer, 2007). The PSICAM absorption measurements and in situ beam attenuation measurements with C-Stars at 488 and 660 nm were used to obtain \( b_p \) values. Accurate measurements of beam attenuation at as little as two wavelengths were shown to provide a good basis for determinations at other wavelengths in the visible
spectral region (Boss et al., 2001). The power function fit was applied to our measurements at 488 and 660 nm to produce the spectral data of $c(\lambda) - c_w(\lambda)$, and hence $b_p(\lambda) = c(\lambda) - c_w(\lambda) - a_p(\lambda) - a_{CDOM}(\lambda)$. The magnitude of $\sigma$-correction of backscattering for both cruises was small, generally $<0.5\%$ (maximum of 4.5–5\% for the blue wavelengths at upwelling stations off Chile).

After calculation of $\sigma$-corrected $b_b(\lambda, z)$, the profile data were split into down- and upcasts, inspected for quality, smoothed, and averaged into depth bins (0.5 or 1 m). Because significant fluctuations in the measured signal were often observed at the shallowest depths, data in the near surface were not used in subsequent analyses. Surface values of backscattering were determined for each cruise by averaging over the same depth range as used for determining surface beam attenuation coefficient (4–6 m for BIOSOPE, 6–8 m for ANT-XXIII/1). After additional quality control, the surface data were typically calculated by averaging the down- and upcast values.

As we have not measured $b_b(555)$ (note that our closest measured nominal wavelength is 550 nm), our final estimates of $b_b(555)$ were obtained from the power function fit applied to our spectral data of $b_b(\lambda)$. Because $b_b(\lambda)$ is expected to be generally a smooth monotonic function of $\lambda$, especially in the absence of intense phytoplankton blooms, the use of final backscattering values from the spectral power fit has an advantage of smoothing out potential positive and negative uncertainties that may be present in the measured data at individual spectral channels (for example, calibration uncertainties or the influence of a large particle on a single sensor channel). In the calculations of spectral fits $b_b$ vs. $\lambda$, we excluded data measured at 671 nm to avoid the potential effect of contamination of the backscattering signal within this waveband by chlorophyll $a$ fluorescence. For $\lambda=550$ nm, the values from the power fit were higher, on average, by $\sim3\%$ than the measured values for the BIOSOPE data set. For ANT-XXIII/1 the agreement between these values was within 0.5\%.

The final backscattering results for the BIOSOPE cruise were obtained by averaging results from separate pre-cruise and post-cruise calibrations, which minimized the effect of the differences between these calibrations. These differences were fairly signifi-
cant. For example, the final $b_b(555)$ based on averaging results from both calibrations are higher, on average, by $\sim 4\%$ than the pre-cruise calibration-based estimates. For $b_{bp}(555)$ these differences are larger (average $\sim 10\%$ and maximum $\sim 25\%$ within the SPSG waters). For the ANT-XXIII/1 cruise, a post-cruise calibration was used.

2.4 Ancillary analysis of discrete water samples

The supplementary data on the bulk particulate properties used in this study include the dry mass concentration of suspended particulate matter, SPM, and the chlorophyll a concentration. During ANT-XXIII/1, SPM samples were obtained from Niskin bottles and the particulate matter was collected by filtration of 6 to 11 L of seawater on pre-combusted ($450^\circ C$ for 4 h), prewashed (purified water), and pre-weighed glass-fiber filters (Whatman GF/F, diameter 47 mm) using a protocol described in Van der Linde (1998). This protocol includes careful rinsing of filters with distilled water after filtration to remove salts. The particle mass determinations were made after the cruise with a microbalance (Sartorius Type BP210 D, resolution 0.1 mg). During BIOSOPE, a similar method was employed with the exception that 25 mm GF/F filters were used and the filters were not prewashed. The lack of prewashing could have led to underestimation of SPM because of possible loss of filter fibers during filtration (as discussed in Sect. 3.1). At BIOSOPE stations triplicate samples were prepared for SPM determinations by filtering 1.5 to 8.4 L of seawater. The filters were frozen until later gravimetric analysis in laboratory. This analysis was made with a Metler-Toledo MT5 microbalance (resolution 0.001 mg). The average coefficient of variation for triplicate samples was 13%. In addition, at several BIOSOPE stations east of Easter Island replicate samples for SPM were collected from Niskin bottles, including the “dregs” (i.e., sample below spigot), by opening the bottom stopcock and passing the water through a screen with a pore size of 153 $\mu$m. The particulate samples were then collected on pre-weighed 0.4 $\mu$m polycarbonate filters of 47 mm diameter (Poretics). After filtration, the Poretics filters were also rinsed with distilled water to remove salts, and frozen until gravimetric analysis in laboratory (Fisher Scientific accu-124D balance, 0.01 mg resolution).
SPM determinations on Poretics filters represents the only analysis of discrete water samples in which the dregs were included. For other analyses, samples were drawn from the spigot.

The BIOSOPE samples for phytoplankton pigments were analyzed by HPLC (High Performance Liquid Chromatography) with a modified version of the method of Van Heukelem and Thomas (2001) as described in Ras et al. (2007). From this analysis we here use the surface concentrations of total chlorophyll a (TChla), which represents the summed contributions of monovinyl chlorophyll a (MVChla), divinyl chlorophyll a (DVChla), chlorophyllide a (Chlide), and the allomeric and epimeric forms of chlorophyll a. For the ANT-XXIII/1 cruise, surface concentration of chlorophyll a was measured with both HPLC (Van Heukelem and Thomas, 2001) and fluorometric methods (Holm-Hansen et al., 1965; Trees et al., 2002) in the Center for Hydro-Optics & Remote Sensing (CHORS) laboratory at San Diego State University. Later analysis revealed that the CHORS HPLC system resulted in an overestimation of TChla (C. Trees, personal communication). To obtain the corrected estimate of TChla we applied the following equations to the original (uncorrected) estimates of major components of TChla: MVChla(corrected) = 0.598 MVChla(uncorrected) + 0.0073 and DVChla(corrected) = 0.655 DVChla(uncorrected) + 0.0003. The corrections for MVChla and DVChla were developed with field data used in the SeaHARRE-3 intercalibration experiment (C. Trees, personal communication). The surface data from ANT-XXIII/1 show the relationship between the corrected HPLC-derived TChla and the fluorometric Chla: TChla = 0.6738 Chla(fluorometric) + 0.00633 (determination coefficient $R^2$=0.981, 59 data pairs for surface samples). Such difference between the HPLC and fluorometric determinations is within the range of previous observations (Bianchi et al., 1995; Reynolds et al., 2001). In this study we present the HPLC-derived TChla data.

2.5 Temporal correspondence of various measurements

On the ANT-XXIII/1 cruise, the deployments of SPMR, IOP instrument package, and CTD-rosette for water sampling usually took less than 1 h. The SPMR and CTD-rosette
were usually deployed simultaneously and the IOPs were measured either just before or after the CTD-rosette. Throughout the cruise these deployments were made between noon and 02:00 p.m. LT. Time differences between the acquisition of relevant data on the BIOSOPE cruise are larger than on ANT-XXIII/1 because of specific logistics and research program of BIOSOPE. During BIOSOPE the reflectance measurements with HyperPro instrument were taken, on average, at about 12:30 p.m. LT ($SD=1.5 \text{ h}$), the backscattering measurements at 01:40 p.m. ($SD=2 \text{ h } 15 \text{ min}$), and the CTD-rosette casts (sampling for surface POC and measurements of beam attenuation) at 02:10 p.m. ($SD=2 \text{ h } 15 \text{ min}$). While recognizing the practical limitations for making perfectly concurrent and co-located measurements of various variables on oceanographic cruises, we assume that our data were collected simultaneously or nearly-simultaneously for the purposes of our correlational analysis. All data were collected at relatively high solar elevation but sky conditions covered a broad range from overcast to clear skies.

3 Results and discussion

3.1 Bulk characteristics of particle assemblages

Figure 2 shows the range of variability for several bulk properties of suspended particulate matter in surface waters along the cruise tracks in the Pacific and Atlantic Oceans. For most parameters the overall range of variability in our data set is determined by the BIOSOPE data. For example, we observed over 20-fold range in POC from about 12 to 270 mg m$^{-3}$ and nearly 100-fold range in TChla from 0.016 to 1.5 mg m$^{-3}$. The lowest values were measured within the South Pacific Subtropical Gyre (SPSG) and the highest values in the upwelling area off Chile. The POC:TChla ratio ranged from about 100 at the upwelling stations to over 1000 at the SPSG stations. High values of POC:TChla within the SPSG suggest an increased contribution of non-phytoplankton carbon to POC. The Atlantic POC and TChla data fall within the range of BIOSOPE
data. During ANT-XXIII/1, POC ranged from 24 to 95 mg m\(^{-3}\) and TChla from 0.09 to 0.5 mg m\(^{-3}\).

Our analysis of SPM data from BIOSOPE revealed a possibility of underestimation because these determinations were made on non-prewashed GF/F filters which could have lost some mass during filtration of usually large sample volumes (due to loss of filter fibers). This hypothesis appears to be supported by the regression analysis of SPM vs. POC which shows a significant negative intercept. Specifically, for the entire BIOSOPE data set of surface samples we found that the best fit obtained with a Model II regression is: \(\text{SPM} = 2.132 \times \text{POC} - 9.839\) (\(R^2 = 0.928, N = 34\)). Nearly identical fit was obtained when we included additional 15 data pairs from depths between 25 and 195 m. This analysis suggests that SPM could be underestimated, on average, at least by approximately 10 mg m\(^{-3}\). Therefore, our surface SPM data for BIOSOPE presented in Fig. 2 were corrected by adding a value of 9.839 mg m\(^{-3}\) to the original determinations of SPM.

Although accurate measurements of SPM in clear waters such as those within the SPSG are very difficult, we can assume that the final data of SPM and POC:SPM ratio in Fig. 2 reveal the main features of variability during the BIOSOPE cruise as well as between the BIOSOPE and ANT-XXIII/1 cruises. The range of SPM on BIOSOPE was from about 20 to 600 mg m\(^{-3}\) and that for ANT-XXIII/1 from about 100 to 650 mg m\(^{-3}\). The exception was one measurement in the Bay of Biscay with a much higher particle load (SPM \(\approx\) 1770 mg m\(^{-3}\)). It is noteworthy that the POC:SPM ratio is generally higher for BIOSOPE than ANT-XXIII/1. The POC:SPM ratio varies from about 0.24 to 0.65 for BIOSOPE (based on the corrected SPM determinations on GF/F filters) and from 0.044 to 0.46 for ANT-XXIII/1. Whereas the average value for this ratio is 0.47 (\(SD = 0.11\)) for the BIOSOPE cruise, it is only 0.19 (\(SD = 0.09\)) for ANT-XXIII/1.

The variability in POC:SPM indicates that there was variation in the composition of particulate matter in terms of relative contributions of organic and inorganic particles. Under the assumption that POC comprises 40–50% of the total mass of particulate organic matter POM (e.g., Copin-Montégut, 1980; Honjo et al., 1995), the contribu-
tion of organic material to SPM can be roughly estimated. The relatively high values of POC:SPM data on BIOSOPE suggest the general dominance of POM in total particulate mass (from over 50% to more than 90%). Even if the POC:SPM ratios for BIOSOPE are still overestimated to some degree due to incomplete correction for SPM underestimation, the notion about the dominance of organic matter appears to be robust. The POC:SPM data on ANT-XXIII/1 indicate more variable scenarios. At the northernmost station located in the Bay of Biscay, the estimate of POM contribution to SPM is as low as 9–11%. The ANT-XXIII/1 samples from nine other stations with locations extending southward as far as about 18° N suggest relatively small role of organic matter in particulate mass concentration. The POC:SPM ratios of 0.06–0.128 correspond to the contributions of POM to SPM of ≤33% at these stations. These results are consistent with observations indicating that these oceanic waters may be affected by atmospheric deposition of mineral dust transported from Africa, especially from the Sahara desert (Sarthou et al., 2003). The other extreme cases on ANT-XXIII/1 are found at a few stations south of equator which show high values of POC:SPM (~0.46), thus indicating that POM likely accounts for >90% of SPM. It is also important to note that biogenic calcite particles, which include mainly coccolithophores and associated detached coccoliths (e.g., Milliman, 1993; Balch et al., 1999), could affect the above considerations in a sense that these particles contribute to SPM, but not to POM estimated from POC.

The fact that both POC:TChla and POC:SPM show a broad range of variability in our data set deserves special emphasis. This variability implies particle assemblages with variable composition. The POC:TChla data suggest that the total POC pool consisted of either dominant contributions of non-phytoplankton carbon, phytoplankton carbon, or a range of intermediate cases. The highly variable POC:TChla ratio also demonstrates the difficulty in directly estimating POC from TChla. The POC:SPM data indicate that particulate organic matter was not always a dominant component of the total particulate matter in terms of mass. As our data set includes several open ocean stations in the Atlantic with the possibility of significant contribution of non-biogenic inorganic par-
particles to SPM, we cannot assume that all the data considered in this study satisfy the traditional definition of the so-called Case 1 waters (Morel and Prieur, 1977; Gordon and Morel, 1983).

3.2 Reflectance band ratio algorithm for POC

Figure 3 illustrates characteristic variations in remote-sensing reflectance, $R_{rs}(\lambda)$, associated with differences in POC and TChla concentrations. The most pronounced variation in $R_{rs}(\lambda)$ occurs in the blue spectral region, whilst variation in the green wavebands is relatively small. For the selected BIOSOPE stations shown in Fig. 3, we observe about 7-fold decrease in $R_{rs}(\lambda)$ at 443 nm and 1.5-fold increase at 555 nm, which is accompanied by nearly 20-fold increase in POC and 70-fold increase in TChla. The $R_{rs}(\lambda)$ spectra corresponding to low POC or low TChla show higher blue-to-green (B-G) band ratios of $R_{rs}(\lambda)$ than those corresponding to higher POC and TChla. Similar observations have long been recognized as a basis for the development of empirical algorithms for estimating chlorophyll $a$ concentration from ocean color observations (Clarke et al., 1970; O’Reilly et al., 1998). Such algorithms rely primarily on the fact that variations in $R_{rs}(\lambda)$ at blue wavelengths are driven largely by changes in the absorption coefficient of seawater due to varying concentration of pigment-containing phytoplankton and covarying biogenous matter, especially in the open ocean or Case 1 waters.

A similar reasoning can be applied to the estimation of POC from the B-G reflectance ratio by assuming that this ratio is driven largely by absorption associated with all POC-containing particles. The logic behind this reasoning is that spectral absorption by various types of organic particles, such as detritus, heterotrophic organisms, and phytoplankton, exhibits an increase from the green toward the blue spectral region. Thus, all particles containing organic carbon are expected to exert a qualitatively similar effect on the B-G reflectance band ratio, which is manifested in Fig. 3 as a decrease in the band ratio with increasing POC. We note that because the dynamic range of POC compared to TChla is generally smaller, the goal of accurate estimation of POC from reflectance measurements can be more challenging than the estimation of chlorophyll
Nevertheless, earlier tests of the empirical relationship between POC and the B-G reflectance band ratio were highly encouraging (Stramska and Stramski, 2005).

Figure 4 shows the relationships between POC and the B-G band ratios of remote-sensing reflectance, $R_{rs}(\lambda_B)/R_{rs}(555)$, where $\lambda_B = 443, 490, \text{or} 510 \text{nm}$, and $MBR$ is the maximum band ratio of the three band ratios considered. Here the wavelengths of 443, 490, 510, and 555 nm are used for consistency with SeaWiFS wavebands. However, these relationships may be applicable to other satellite sensors with similar bands, for example Moderate-Resolution Imaging Spectroradiometer (MODIS) bands 9, 10, and 12 that are centered approximately at 442, 487, and 547 nm. The formulas used for calculating the error statistics for the various relationships examined in this study are provided in Table 1. All regression analyses presented in the figures and tables represent Model I regression, as this type of regression model is suitable for the analysis of experimental data whose aim is to provide predictive relationships between two variables (Sokal and Rohlf, 1995). The summary of regression parameters and the resulting error statistics for the relationships from Fig. 4 are given in Table 2.

A power function provides a good fit to our data of POC vs. reflectance band ratios with the determination coefficient, $R^2$, close to 0.9 for $R_{rs}(443)/R_{rs}(555)$, $R_{rs}(490)/R_{rs}(555)$, and $MBR$. The error statistics also indicate a capability for achieving relatively good estimation of POC from these band ratios. For example, the empirical algorithm POC vs. $R_{rs}(443)/R_{rs}(555)$ is characterized by a mean normalized bias (MNB) of 2.26% and the normalized root mean square error (NRMS) of 21.68%. These errors are similar if $R_{rs}(490)/R_{rs}(555)$ or $MBR$ are used instead of $R_{rs}(443)/R_{rs}(555)$, but noticeably higher if $R_{rs}(510)/R_{rs}(555)$ is used. The relationship POC vs. $R_{rs}(510)/R_{rs}(555)$ has the additional shortcoming of a small dynamic range of the band ratio. We suggest that the best POC algorithms based on our data set are the power functions relating POC to $R_{rs}(443)/R_{rs}(555)$ or $R_{rs}(490)/R_{rs}(555)$. The $R_{rs}(443)/R_{rs}(555)$ data exhibit a broader dynamic range than $R_{rs}(490)/R_{rs}(555)$ and the slope of POC vs. $R_{rs}(443)/R_{rs}(555)$ is less steep than that for POC vs. $R_{rs}(490)/R_{rs}(555)$, that is $-1.034$ for the former relationship and $-1.639$
for the latter relationship. These two relationships are reasonably consistent with previous determinations based on the use of historical POC and $R_{rs}(\lambda)$ from several oceanic regions (Stramska and Stramski, 2005). For example, in that earlier study the $A$ and $B$ coefficients of the power function POC vs. $R_{rs}(443)/R_{rs}(555)$ were 196.16 and $-1.114$, respectively. These values are close to 203.2 and $-1.034$ obtained in this study (see Table 2). Because our field data imply that the algorithms utilizing $R_{rs}(443)/R_{rs}(555)$ or $R_{rs}(490)/R_{rs}(555)$ have similar performance, we recommend that the choice of particular reflectance band ratio for the use in satellite applications should be based on the expected accuracy of the satellite-derived reflectances and band ratios (see Bailey and Werdell, 2006).

The majority of POC measurements in the present data set are lower than 100 mg m$^{-3}$, with only six higher values obtained in the Chilean upwelling waters (BIOSOPE stations UPW and UPX). We examined the influence of these stations on the regression analysis. The regression lines obtained with upwelling stations excluded are similar to those obtained for all data (Fig. 4). For POC vs. $R_{rs}(490)/R_{rs}(555)$, the regression line without upwelling stations is actually indistinguishable from the line based on all data as the $A$ and $B$ coefficients are very similar (see Table 2). Whereas the $R^2$ values decreased, the MNB and NRMS errors improved slightly after removal of upwelling data points. In conclusion, this analysis suggests that our algorithms based on all BIOSOPE and ANT-XXIII/1 data can be, to first approximation, applicable to vast areas of subtropical and tropical Pacific and Atlantic Oceans ranging from hyperoligotrophic waters where surface POC is less than 20 mg m$^{-3}$ to upwelling waters where POC is on the order of a few hundred milligrams per m$^3$. Additional tests (not shown here) indicated that the power function algorithms shown in Fig. 4 and Table 2 provide better fits to our data than other formulations, such as the fourth order polynomial function currently used in the Ocean Chlorophyll (OC4) algorithm (O’Reilly et al., 2000).

It is important to note that the error statistics for the POC algorithms compare favorably with the error statistics for the band-ratio chlorophyll algorithms that have been routinely used for many years (Tables 2 and 3). While the modified OC4 fit tuned to our
data of TChla vs. MBR leads to small improvements of the error statistics compared with the standard OC4, still better fit to our data is provided by a power function. The MNB and NRMS errors for this power function are very similar to the errors of our best power function algorithms for POC. This result contributes additional support for the use of POC algorithms with the expectation that their performance will be similar to that of chlorophyll algorithms.

3.3 Two-step algorithms for POC

Our two-step algorithm approach consists of combining two relationships or two algorithm components, generally referred to as steps. The first step connects the apparent optical property (AOP) of the ocean with an inherent optical property (IOP) of seawater. The second step connects the seawater constituent concentration with the IOP. In the application of the two-step algorithm, the first step provides a means for estimating IOP from remote-sensing reflectance, and the second step for estimating POC from the IOP. This two-step feature may be particularly useful for developing an understanding of bio-optical variability underlying the algorithms and also offers flexibility in the development of regional or seasonal parameterizations of the algorithms. For example, while the first step can possibly be developed in such a way that it is fairly robust over large oceanic regions or generally weakly dependent on environmental conditions, the second step may require significant tuning to regional or seasonal variability within the ocean.

We examined three different versions of the two-step algorithm. In the first two versions, which can be referred to as two-step empirical approaches, both steps of the algorithm utilize empirical relationships. In the third version, referred to as two-step hybrid approach, a semianalytical model for estimating IOPs from reflectance is used in the first step of the algorithm, and then the empirical relationship is used in the second step of the algorithm.

Specifically, in the first version of our two-step empirical algorithm, the AOP is the blue-to-green reflectance band ratio, $R_{rs}(\lambda_B)/R_{rs}(555)$, which is linked to the particulate
beam attenuation coefficient, \(c_p(660)\). In the second step of the algorithm, POC is linked to \(c_p(660)\). This approach has been previously examined with data from the north polar Atlantic and it was used to study surface POC in that region with satellite observations (Stramska and Stramski, 2005).

In the second version of our two-step empirical algorithm, the AOP and IOP quantities are both at a single waveband in the green spectral region. In the first step, the remote-sensing reflectance, \(R_{rs}(555)\), is linked to the backscattering coefficient, \(b_b(555)\), and in the second step POC is linked to particulate backscattering, \(b_{bp}(555)\). This type of two-step algorithm to estimate POC from ocean reflectance has been previously proposed and tested with satellite data in the Southern Ocean (Stramski et al., 1999).

Finally, in the hybrid version of our two-step algorithm, we tested two semianalytical models for estimating the backscattering coefficient, \(b_b(555)\), from remote-sensing reflectance. The semianalytical models are thus used as a first step of the hybrid algorithm. The second step of the algorithm is simply represented by the empirical relationship between POC and \(b_{bp}(555)\). We note that the hybrid approach may, in principle, be also applicable to the two-step algorithm involving the beam attenuation coefficient as an IOP. Attempts to develop reflectance inversion models for estimating particle beam attenuation have been undertaken (Roesler and Boss, 2003), but this approach is not tested in our study.

### 3.3.1 Reflectance band ratio vs. beam attenuation approach

Figures 5 and 6 illustrate a two-step empirical approach to the POC algorithm development, which involves \(R_{rs}(\lambda_B)/R_{rs}(555)\) as an AOP and \(c_p(660)\) as an IOP. Our data show that \(c_p(660)\) can be estimated from \(R_{rs}(\lambda_B)/R_{rs}(555)\) (Fig. 5). As indicated by the error statistics in Table 4, the best results are obtained when \(R_{rs}(443)/R_{rs}(555)\) or maximum-band ratio (MBR) are used. In these cases the MNB values are below 3% and the NRMS below 25%. We point out that \(c_p(660)\) can be reasonably well esti-
imated from $R_{rs}(\lambda_B)/R_{rs}(555)$ using a single relationship derived from our entire data set covering waters from hyperoligotrophic to upwelling areas. This is noteworthy as it suggests that the relationship between $c_p(660)$ and $R_{rs}(\lambda_B)/R_{rs}(555)$ can represent a fairly robust component of the two-step POC algorithm. Such robustness may appear somewhat surprising because variations in $c_p(660)$ are driven primarily by particle scattering in the red part of the spectrum and variations in $R_{rs}(\lambda_B)/R_{rs}(555)$ by particle and CDOM absorption in the blue part of the spectrum. It is apparently a high degree of covariation of these processes within our data set that explains this result. We also note that previous analysis of data from the north polar Atlantic suggested that this relationship can show little sensitivity to regional and seasonal bio-optical variability (Stramska and Stramski, 2005; Stramska et al., 2006). Both the previous and present results indicate that the $c_p(660)$ vs. $R_{rs}(\lambda_B)/R_{rs}(555)$ relationship represents a promising component of the two-step POC algorithm, which requires attention in future research. This need is reinforced by the fact that $c_p(660)$ has long been routinely measured in the ocean and there exists a relatively large database of $c_p(660)$ and POC from various regions (e.g., Gardner et al., 2006).

The data for the second relationship of the two-step algorithm, POC vs. $c_p(660)$, show that a linear function provides a reasonably good fit to our entire data set (Fig. 6). This fit has $MNB$ of about $-3\%$ and $NRMS$ of about $25\%$ (Table 4). We also examined the regression POC vs. $c_p(660)$ with the five upwelling data pairs excluded. This resulted in a decrease in the slope and an increase of the intercept of the linear fit. The slope of $\sim460$ (units are mg C m$^{-2}$) for our fit with no upwelling data is within the range reported for different regions of the world’s oceans (Gardner et al., 2006). The slope of $\sim660$ based on all our data including the five upwelling data pairs is similar to the steepest slope in the data set of Gardner et al. (2006), which was observed by those investigators in the Ross Sea. The relatively steep slopes ($\sim500–585$) were also previously observed in tropical and equatorial Pacific waters (Claustre et al., 1999; Behrenfeld and Boss, 2006; Gardner et al., 2006). On the basis of 3462 data pairs from eight regions (not including the Ross Sea), Gardner et al. (2006) determined the
average slope of $\sim 380$, which is smaller than the estimates in the present study. Unlike our analysis, however, the Gardner et al. database is not limited to surface data but includes the upper ocean layer to a depth of about 250 m. It is possible that the variability observed in that large data set is associated not only with regional differentiation but also partly with vertical variations (see also Loisel and Morel, 1998).

Another factor that deserves attention in such comparative analysis is the potential difference in the estimates of the measured beam attenuation coefficient obtained with various types of commercial or custom-built beam transmissometers that have different acceptance angle for the detector. This is a critical technical parameter for measuring beam attenuation. Although the effective acceptance angle should be as small as practically possible, differences exist between instrument models. Instruments with larger acceptance angles are expected to provide lower estimates of beam attenuation, i.e., larger underestimation of true beam attenuation, compared with instruments with smaller acceptance angles. Unfortunately, manufacturers often do not provide information on the effective acceptance angle in the specifications of commercial beam transmissometers.

The aggregate error statistics for the two-step algorithm depicted in Figs. 5 and 6 are reasonably good regardless of whether or not the Chilean upwelling data are included in the analysis (Table 5). In statistical terms, the differences in carbon-specific beam attenuation coefficient, $c^*_{\text{POC}}(660)$, with upwelling stations included or excluded or between the two cruises are small. For BIOSOPE the average $c^*_{\text{POC}}(660)$ is $1.46 \times 10^{-3}$ m$^2$ (mg C)$^{-1}$ ($SD=3.9 \times 10^{-4}$, $N=34$). Nearly identical average is obtained for that cruise with five upwelling data excluded. For ANT-XXIII/1, the average $c^*_{\text{POC}}(660)$ is $1.69 \times 10^{-3}$ m$^2$ (mg C)$^{-1}$ ($SD=2.7 \times 10^{-4}$, $N=25$). We note, however, that the potential differentiation of the POC vs. $c_\rho(660)$ relationship in surface oceanic waters could be used as a basis for developing region- or season-specific parameterizations of the two-step algorithm.
3.3.2 Single-wavelength reflectance vs. backscattering approach

The relationships of the two-step empirical algorithm utilizing a single wavelength of 555 nm are shown in Fig. 7. In this green spectral region absorption by most particle types is weak. Therefore, one may expect that the variation in $R_{rs}(555)$ will be often driven largely by changes in the backscattering coefficient $b_b(555)$, and to a lesser degree by absorption, especially in clear oceanic waters. This explains the relatively small increase in $R_{rs}(555)$ with an increase in POC in Fig. 3. This type of POC algorithm based on single-wavelength reflectance offers the potential benefit of decoupling the estimation of POC from the estimation of chlorophyll $a$ that is based on the B-G band ratio of reflectance. There are, however, limitations of the single-wavelength algorithm, especially for satellite applications. Specifically, this algorithm will be highly sensitive to the accuracy of the magnitude of satellite-derived reflectance, and the required accuracy may not be easily achieved on a routine basis. This requirement is generally not as critical when reflectance band ratios are used. Also, whereas the single-wavelength two-step algorithm is characterized by a small dynamic range of $R_{rs}$ in the green spectral region, the B-G band ratio algorithm is characterized by a larger dynamic range due to large variations in $R_{rs}$ at blue wavelengths in response to variations in POC (see Fig. 3).

In the application of the single-wavelength empirical algorithm, the backscattering coefficient $b_b(555)$ is first determined from $R_{rs}(555)$ (Fig. 7a), and then POC is estimated from $b_{bp}(555)$, where $b_{bp}(555) = b_b(555) - b_{bw}(555)$ (Fig. 7b). The regression coefficients and error statistics for these relationships are presented in Table 6, which includes results for two estimates of pure seawater backscattering coefficient, $b_{bw}(555)$, one based on Buiteveld et al. (1994) with the salinity adjustment and the other based on Morel (1974). The step 1 relationship is nearly the same for both versions of $b_{bw}(555)$, because the final estimates of $b_b(555)$ show very small changes due to the variation in the assumed values of $b_{bw}(555)$. The effect of $b_{bw}(555)$ on the step 2 relationship involving $b_{bp}(555)$ is noticeable, especially for the intercept coefficient, albeit still small.
The aggregate error statistics calculated from the composite formula of the two-step algorithm are nearly the same for both estimates of $b_{bw}(555)$ but show relatively large errors which caution against indiscriminate use of this algorithm (Table 6). The two separate relationships of the two-step algorithm are examined in greater detail below to address this problem, in which the results are obtained with the $b_{bw}(555)$ values based on Buiteveld et al. (1994) with the salinity adjustment.

The relationship $b_{b}(555)$ vs. $R_{rs}(555)$ is significantly influenced by five data points collected in the Chilean upwelling waters on the BIOSOPE cruise, where $b_{b}(555)$ exceeded 0.003 m$^{-1}$ (Fig. 7a). As a result, the regression line calculated from all data points provides an inadequate representation of the patterns present in the entire data set. This is clear even though the statistical characteristics of this fit have reasonably good values (Table 6). The relevant observation is that upwelling waters show reduced reflectance compared with the expectation from the general trend line for all non-upwelling data points. This effect can be further examined by noting that the upwelling values of $R_{rs}(555)$, which are close to or slightly above the value of 0.002 sr$^{-1}$, are associated with higher values of $b_{b}(555)$ compared to a station from the ANT-XXIII/1 cruise (PS69/027) with a similar value of $R_{rs}(555)$. This suggests that, in addition to differences in $b_{b}(555)$, there were also significant differences in the absorption coefficient $a(555)$ between the Chilean upwelling stations and the station PS69/027 (which is the southernmost station on the ANT-XXIII/1 cruise, located at 25.97° S, 9.37° E). The absorption data confirm this expectation. Whereas $a(555)$ at PS69/027 was 0.063 m$^{-1}$, the values at the upwelling stations ranged from about 0.09 to 0.107 m$^{-1}$; higher by a factor of 1.4–1.7 compared with PS69/027. Importantly, very similar factors are found for $b_{b}(555)$ that was about 0.0023 m$^{-1}$ at PS69/027 and 0.0033–0.0042 m$^{-1}$ at the upwelling stations. Because $R_{rs}(\lambda)$ is driven primarily by the ratio $b_{b}(\lambda)/[a(\lambda) + b_{b}(\lambda)]$, and because $b_{b}(\lambda)$ is typically much smaller than $a(\lambda)$, similar parallel changes in $b_{b}(555)$ and $a(555)$ lead to the similar values of $R_{rs}(555)$ for the upwelling stations and the PS69/027 station seen in Fig. 7a. These results are further supported in Fig. 8, where $R_{rs}(555)$ plotted against $b_{b}(555)/[a(555) + b_{b}(555)]$ follow approximately one linear re-
relationship, albeit some scatter in the data exists. Importantly, the three rightmost data points in Fig. 8 (two of which are BIOSOPE upwelling stations and one is PS69/027) are close to one another. We also note that \( b_b(555) \) was never more than 3.8% of \( a(555) \) in our data set, and that the highest \( b_b(555)/a(555) \) was observed at the BIOSOPE upwelling station (UPW1).

The main conclusion from Fig. 7a is that the determination of a single empirical relationship of \( b_b(555) \) vs. \( R_{rs}(555) \) over a range of oceanic conditions is impossible. Similar \( R_{rs}(555) \) values can be observed when large differences in \( b_b(555) \) and POC occur. For the selected stations with similar \( R_{rs}(555) \) in our data set, POC was 58 mg m\(^{-3}\) at the PS69/027 station and 150–270 mg m\(^{-3}\) at the upwelling stations (TChla was also significantly different; 0.11 mg m\(^{-3}\) and 1–1.5 mg m\(^{-3}\), respectively). Comparable limitation for the direct empirical estimation of \( b_b \) from \( R_{rs} \) has been observed previously in the Southern Ocean (Stramski et al., 1999), where data collected within a bloom of \textit{Phaeocystis antarctica} (POC>800 mg m\(^{-3}\)) were characterized by significantly higher backscattering coefficient compared to other data at similar \( R_{rs}(555) \) values of 0.002–0.003 sr\(^{-1}\). Such limitation is due to possible considerable effect of variation in \( a(555) \) on \( R_{rs}(555) \). This is seen for the entire data set presented in Fig. 7a, where the maximum-to-minimum ratio of \( b_b(555) \) is about 3.9, and the analogous ratio for \( a(555) \) is 1.8, which implies a significant effect of variation in \( a(555) \) on \( R_{rs}(555) \). With the upwelling stations excluded, however, these ratios are 2.4 for backscattering and 1.3 for absorption (or 1.7 and 1.08, respectively, if only the ANT-XXIII/1 data are considered). Because the data with upwelling stations excluded show relatively weak effect of \( a(555) \), the estimation of \( b_b(555) \) from \( R_{rs}(555) \) is improved (see the statistics for Step 1 equation in Table 6). Therefore, the use of a single empirical relationship \( b_b(555) \) vs. \( R_{rs}(555) \) may perhaps be justifiable over a limited range of oceanic conditions in relatively clear waters where POC \( \leq \) 100 mg m\(^{-3}\).

The second relationship of the two-step algorithm, POC vs. \( b_{bp}(555) \), is depicted in Fig. 7b. In this case, several data points collected at upwelling stations with POC \( \geq \) 150 mg m\(^{-3}\) show significant scatter but do not suggest a clearly different pat-
tern compared with the remaining data. The relationship for the entire data set has acceptable error statistics with $MNB$ of about 1% and $NRMS$ of about 28% (Table 6). The removal of upwelling data from the analysis results in less steep slope; the effect similar to that seen in the POC vs. $c_p(660)$ relationship in Fig. 6. Although the fitted regression coefficients for POC vs. $b_{bp}(555)$ differ between the entire data set and the limited data set with upwelling stations excluded (Table 6), the adoption of a relationship based on all data would at this point appear reasonable, especially considering the limited number of our observations and their distribution with few data collected at intermediate and higher POC. However, one can generally expect that the POC vs. $b_{bp}(555)$, like any POC vs. IOP relationship, may undergo significant variations due to temporal and spatial variability in particulate assemblages of different oceanic regions. Such expectation is supported by earlier observations in the Southern Ocean where $b_{bp}(555)$ was typically higher in the Antarctic Polar Front Zone than in the Ross Sea at similar levels of POC (Stramski et al., 1999), indicating differences in the carbon-specific backscattering coefficient. A definitive judgment of whether the carbon-specific backscattering was different in the water bodies examined during BIOSOPE and ANT-XXIII/1 is difficult with our data but the discussion in Sect. 3.4 provides some insights into this question.

3.3.3 Two-step hybrid approach

In addition to approaches based exclusively on empirical relationships, we have also examined a two-step approach referred to as a hybrid approach. In the hybrid approach we use a semianalytical model as a means for retrieving $b_p(555)$ from $R_{rs}(\lambda)$ in the first step of the algorithm. The second step of the hybrid algorithm is the same as described above, that is POC is derived from $b_{bp}(555)$ using our empirical relationship from Fig. 7b (see also Table 6). We examined two semianalytical models that are currently used quite commonly in the area of ocean color research. The first model, referred to as the Quasi-Analytical Algorithm (QAA), was developed by Lee et al. (2002). The second model, referred to as the GSM model (for Garver-Siegel-Maritorena), was initially developed by Garver and Siegel (1997) and later updated by
Maritorena et al. (2002). For examining the QAA model we followed the procedure described in Lee et al. (2006) (Eqs. 10.2, 10.3, 10.6, and 10.7 in that reference). In brief, the diffuse attenuation coefficient for downwelling irradiance, $K_d(555)$, was first estimated from the measured $MBR$. Then, the absorption coefficient, $a(555)$, was obtained from the measured $R_{rs}(555)$ and the derived $K_d(555)$. Finally, the backscattering coefficient, $b_b(555)$, was obtained from the relationship between $R_{rs}(555)$ and the ratio $b_b(555)/[a(555) + b_b(555)]$. In the evaluation of the GSM model we utilized an IDL code (available at http://www.icess.ucsb.edu/OCisD/) with a standard set of parameters optimized for applications to offshore oceanic waters (see Table 2 in Maritorena et al., 2002). In particular, we first retrieved $b_{bp}(443)$ from $R_{rs}(\lambda)$ measured at five wavelengths: 412, 443, 490, 510, and 555 nm. We then calculated $b_{bp}(555)$ using the spectral slope of $\eta=1.0337$ for the particulate backscattering (see Eq. 3c in Maritorena et al., 2002). The sum of $b_{bp}(555)$ and $b_{bw}(555)=0.000922$ m$^{-1}$ yielded the GSM-derived $b_b(555)$. In this case we used $b_{bw}(555)$ from Morel (1974) because Morel’s pure seawater backscattering values were used in the development of the GSM model.

Figure 9a compares the QAA-derived $b_b(555)$ with the measured $b_b(555)$. For our entire data set, the QAA provides a systematic overestimation of measured $b_b(555)$. This overestimation is characterized by a nearly constant offset over the examined range of conditions from the gyre to upwelling stations. The linear regression between the measured and QAA-derived $b_b(555)$ (not shown here) has a slope of about 1.05 (which is notably close to 1) and an intercept of $-0.0005541$ m$^{-1}$ ($R^2=0.957$, $N=50$). Using the original QAA-derived backscattering coefficient, $b_{b,original}(555)$, as inputs to this regression function, we obtained new values of $b_b(555)$ referred to as the corrected QAA-derived backscattering coefficient, $b_{b,corrected}(555)$. These corrected values are in good agreement with the measurements (Fig. 9a). The error statistics for the derivation of $b_{b,corrected}(555)$ is very good as $MNB$ is only about 0.4% and $NRMS$ is 7.6% (Table 7). The errors, especially $MNB$, are obviously much higher for $b_{b,original}(555)$. Table 7 also demonstrates that the aggregate error statistics is quite satisfactory for the hybrid two-step POC algorithm, in which $b_{b,corrected}(555)$ is used. On the basis of
our data set such POC algorithm has a small \( MNB \) of about 0.7%. The \( NRMS \) of 33% is significant but still acceptable. Therefore, this type of algorithm has the potential for good performance. However, because the relatively good results were here obtained only after the application of considerable empirical correction (based on our field data) to the original QAA model, further improvements in semianalytical modeling are desirable. We verified, for example, that the estimates of absorption coefficient, \( a(555) \), obtained with the QAA model were, on average, lower by about 8% than the measured \( a(555) \) in our data set. These tests of absorption retrievals suggest that it was not the absorption component of the QAA model which caused the retrievals of \( b_b(555) \) to be systematically higher than the backscattering measurements.

The need for further improvements in semianalytical models is also supported by a comparison of GSM-derived \( b_b(555) \) with measured \( b_b(555) \) in Fig. 9b. Again we see that the semianalytical model does not provide consistently good agreement with the measurements. For our data set, the GSM model shows a tendency to overestimate the measured \( b_b(555) \) at low values (especially at the gyre stations) and underestimate the measurements at higher values at the upwelling stations. Such biases that appear to depend on environmental conditions limit the usefulness of the GSM model in its present form in the development of POC algorithms. We note, however, that the GSM model showed significantly better performance for retrieving \( TChla \) with our data set. In this case, the bias was small (\( MNB = -3\% \)) although \( NRMS \) remained significant at about 35%.

3.4 Variability in particulate backscattering ratio

The relationships between POC and IOPs, such as those presented in Figs. 6 and 7b, are variable in the ocean. The variability in these relationships can be attributed to two causes; first, variations in the characteristics of particulate assemblage which affect IOPs, such as the particle concentrations and distributions of particle size and refractive index within the assemblage, and second, variations in the distribution of organic carbon among the various particle types and particle size classes within an
assemblage. Both Fig. 6 and 7b show that the removal of the upwelling data from the analysis leads to a smaller slope of the POC vs. IOP relationships in our data set. A closer inspection of Fig. 7b also suggests that many non-upwelling BIOSOPE measurements are characterized by higher carbon-specific backscattering of particles than the ANT-XXIII/1 measurements. This is seen in that many BIOSOPE data are below and the ANT-XXIII/1 data are above the regression fit (see the dashed line in Fig. 7b). For the non-upwelling data from BIOSOPE, the average value of the carbon-specific particulate backscattering coefficient, $b^*_{bp,POC}(555)$, is $1.97 \times 10^{-5}$ m$^2$ (mg C)$^{-1}$ ($SD=4.6 \times 10^{-6}$, $N=29$). For ANT-XXIII/1 the average $b^*_{bp,POC}(555)$ is $1.66 \times 10^{-5}$ m$^2$ (mg C)$^{-1}$ ($SD=2.8 \times 10^{-6}$, $N=25$).

Although these observations are subject to inevitable uncertainties in the determinations of POC and $b_{bp}$ in clear ocean waters, it is useful to tentatively test the possible differentiation in the carbon-specific backscattering between the two cruises by examining the particulate backscattering ratio, $\tilde{b}_{bp}=b_{bp}(555)/b_p(555)$. The parameter $\tilde{b}_{bp}$ describes the fraction of light scattered by particles in backward directions, and hence it is independent of particle concentration but is sensitive to physicochemical particle properties such as size and refractive index (e.g., Morel and Bricaud, 1986). The potential usefulness of $\tilde{b}_{bp}$ to study composition of marine particulate matter has been examined recently (Twardowski et al., 2001; Boss et al., 2004; Sullivan et al., 2005). Figure 10 compares the surface data of $\tilde{b}_{bp}$ plotted against POC from the BIOSOPE and ANT-XXIII/1 cruises. It is remarkable that the BIOSOPE values of $\tilde{b}_{bp}$ are higher than the ANT-XXIII/1 values. For the BIOSOPE data set the average $\tilde{b}_{bp}$ is 0.0104, whereas for the ANT-XXIII/1 data set it is 0.0054. The higher $\tilde{b}_{bp}$ can generally be associated with an increased role of small-sized particles contributing to $b_b$ (especially those $\leq 1–2$ $\mu$m), an increase in the bulk refractive index of particles, or both. Unfortunately, detailed characterization of particle properties required for rigorous analysis of their effects on $\tilde{b}_{bp}$ are not easily or routinely acquired on oceanographic cruises.

Despite these limitations, we can explore the results in Fig. 10 in terms of available
information about particle properties in the investigated waters. The data of POC:SPM collected on the BIOSOPE cruise (Fig. 2), the location of the BIOSOPE study area away from terrestrial sources, and low deposition of atmospheric particles suggest the dominance of organic particles. In contrast, some measurements in the Atlantic were likely made on water samples with significant contribution of terrigenous inorganic particles, which is indicated by larger range in POC:SPM including low values of this ratio on the ANT-XXIII/1 cruise (Fig. 2). A common assumption is that marine organic particles have generally lower refractive index (relative to water) than inorganic particles (Kerr, 1977; Aas, 1996). We must stress, however, the limitation of this common assumption, which is that the relatively low refractive index of organic particles can be assigned with certainty only to living biological cells that contain significant amount of water (i.e., the so-called “soft” particles). The calcifying algae are the noteworthy exception with higher refractive index because they produce calcite (CaCO$_3$) scales. The refractive index of non-living organic particles suspended in seawater is poorly understood, mainly because the water content of such particles remains poorly characterized. Nonetheless, if any differences in the bulk refractive index of particulate matter between the BIOSOPE and ANT-XXIII/1 data were to be hypothesized, one could speculate that at least some ANT-XXIII/1 data corresponding to presumably high inorganic contribution (i.e., the stations with the lowest POC:SPM in Fig. 2) would have the highest refractive index. However, the $\tilde{b}_{bp}$ values from ANT-XXIII/1 show relatively small range and are lower than BIOSOPE data, which would suggest that the potential variability in particle refractive index is not the major factor responsible for the differences in $\tilde{b}_{bp}$ between the cruises shown in Fig. 10.

From a refractive index perspective, it is also of interest to consider possible variability in biogenic calcite particles, mainly coccolithophore phytoplankton species and detached coccoliths, which have high refractive index. Balch et al. (1999) estimated that in typical nonbloom conditions suspended coccoliths may account for 10–20% of light backscattering, which indicates that calcite particles are generally an important scattering component in the ocean. The surface concentration of suspended calcite
particles on the BIOSOPE cruise ranged from about 3 to 25 mg CaCO$_3$ m$^{-3}$ (Beaufort et al., 2007). The lowest values were observed in the gyre and the highest values in the transition zone between the eastern boundary of the gyre and the upwelling stations. These concentrations and the calcite-specific backscattering coefficient that was previously determined to be about 1.37×10$^{-5}$ m$^2$ (mg CaCO$_3$)$^{-1}$ (Balch et al., 1999, 2001) can be used to obtain estimates of the backscattering coefficient due to calcite particles. These estimates range from about 4×10$^{-5}$ m$^{-1}$ in the gyre to 3.4×10$^{-4}$ m$^{-1}$ in the transition zone between the gyre and upwelling area. The values of $b_{bp}(555)$ from measurements in the gyre were between about 2.1×10$^{-4}$ and 3.4×10$^{-4}$ m$^{-1}$ and the higher values in the transition zone were between 1×10$^{-3}$ and 1.8×10$^{-3}$ m$^{-1}$. These calculations suggest that calcite particles could have made a significant contribution to particulate backscattering from about 10% to over 30% at some BIOSOPE stations. Such contributions can, in turn, suggest an enhancement of the backscattering ratio due to highly refractive calcite particles. A tendency for $b_{bp}(555)$ to increase with the ratio of calcite concentration to POC concentration in surface waters is unclear for the 13 data pairs available from BIOSOPE, albeit cannot be completely ruled out (Fig. 11a). In this figure, the calcite:POC ratio may be considered as an approximate index for the contribution of calcite particles with high refractive index to the total pool of organic particles, which are characterized by a lower value of the bulk refractive index than that of calcite.

Similar estimation is not possible for ANT-XXIII/1 because no determinations of calcite concentration were made. We can, however, compare BIOSOPE and ANT-XXIII/1 in terms of the 19'-Hexanoyloxyfucoxanthin (Hex-fuco) pigment, which is often used as a diagnostic index for the presence of phytoplankton species from the group of Prymnesiophytes, to which coccolithophores belong (e.g., Vidussi et al., 2001; Ras et al., 2007). Although Hex-fuco is not a unique index of coccolithophores, the concentration of this pigment showed a similar pattern to calcite concentration along the BIOSOPE cruise track (Beaufort et al., 2007; Ras et al., 2007). The range of the pigment ratio Hex-fuco:TChla is similar for both cruises (with the exception of one data point from the
Chilean shelf that has the lowest pigment ratio of 0.03) and $\tilde{b}_{bp}$ shows no tendency to increase with Hex-fuco:TChla. The lack of such tendency is also observed when $\tilde{b}_{bp}$ is plotted vs. Hex-fuco concentration (not shown). Thus these data provide no evidence that coccolithophores could have been responsible for enhanced $\tilde{b}_{bp}$ on BIOSOPE compared with ANT-XXIII/1.

Another factor that can contribute to the differences in $\tilde{b}_{bp}$ between BIOSOPE and ANT-XXIII/1 is the variation in particle size distribution (PSD). PSD data were acquired on BIOSOPE with a Beckman-Coulter Multisizer III equipped with a 30 $\mu$m aperture tube and occasionally with a 20 $\mu$m tube (Loisel et al., 2006). This instrument setup allowed us to size particles as small as 0.5–0.7 $\mu$m. One of the most important results obtained with the particle analysis was a steep slope of PSD, which was observed consistently in the submicrometer size range at oligotrophic and hyperoligotrophic BIOSOPE stations. The slope ($\xi$) of the power function fit to the PSD data, or more specifically, the slope of the density function of the so-called Junge-type differential size distribution $F(D) \sim D^{-\xi}$, varied typically from 5 to 7 in the submicrometer range for surface samples (Loisel et al., 2006). For particles larger than 1 $\mu$m, $\xi$ was usually close to 4 (Stemmann et al., 2007), which is generally consistent with previous PSD data for marine particles (e.g., Bader, 1970).

The steep slopes in the submicrometer range suggest a very large contribution of small particles from colloidal size range to the overall concentration of particles. These small-sized particles are expected to make higher percent contribution to particulate backscattering than to total particulate scattering, so the particulate backscattering ratio $\tilde{b}_{bp}$ is expected to increase with an increased contribution of small particles to total particle concentration (e.g., Stramski and Kiefer, 1991). The effect of an increase in $\tilde{b}_{bp}$ with increasing slope of PSD has been demonstrated explicitly with modeling results based on Mie scattering theory (Twardowski et al., 2001). According to those results, a particle assemblage that covers a broad range of sizes with a single slope $\xi$ somewhat steeper than 4, can easily achieve the backscattering ratio $\tilde{b}_{bp}$ of about 0.01 or higher, even if the relative refractive index of particles is as low as 1.02. Therefore, it is con-
 receivable that the PSDs with particularly steep slopes in the submicrometer range were at least partly responsible for the $\tilde{b}_{bp}$ values close or above 0.01 in the BIOSOPE data set. For this data set, we observe a tendency for $\tilde{b}_{bp}$ to increase with increasing contribution of submicrometer particles to the total concentration of particles measured with Beckman-Coulter instrument, which is consistent with theoretical predictions (Fig. 12). Unfortunately, no PSD data are available from ANT-XXIII/1 so we cannot ascertain that less steep size distributions, especially in the small-size range, could be one of the main reasons for lower $\tilde{b}_{bp}$ on that cruise.

The question of whether potential errors in the determinations of $\tilde{b}_{bp}$ on the BIOSOPE and ANT-XXIII/1 cruises could lead to the differences shown in Fig. 10 also deserves consideration. We recall that the determinations of $b_{bp}(555)$ were made on both cruises with the same instrumentation, deployment methods, and procedures for data processing. Therefore, the possibility of significant bias in the $b_{bp}(555)$ estimates for one cruise relative to the other cruise is unlikely, albeit it cannot be excluded. Twardowski et al. (2007) indicated, for example, that measuring dark signal of the backscattering instruments under actual environmental conditions can be critical to ensure high accuracy, especially in very clear waters. We have not measured dark signals in situ; however, for the BIOSOPE cruise we have had available pre-cruise and post-cruise manufacturer’s calibrations, which include measurements of dark signals. We verified that the $\tilde{b}_{bp}$ values based on averaging pre-cruise and post-cruise calibrations (shown in Fig. 10) are higher, on average, by about 10% (~20% at the most) than the values based on pre-cruise calibration. The lower pre-cruise calibration-based values of $\tilde{b}_{bp}$ on the BIOSOPE cruise would still be generally higher than $\tilde{b}_{bp}$ from ANT-XXIII/1.

The estimates of particulate scattering, $b_p(555)$, which also enter the calculations of $\tilde{b}_{bp}$, were obtained with different methods on the two cruises but again no particular source for bias significant enough to explain differences in Fig. 10 was identified in these determinations. We verified potential differences in the determinations of $b_p(555)$ from ac-9 measurements on BIOSOPE, which can arise from the application of different methods for correcting the absorption measurements for scattering error. For the
surface data considered, the use of the proportional method, in which the scattering error is allowed to vary with wavelength (Zaneveld et al., 1994), would result in $b_p(555)$ values higher, on average, by only 3% compared with the values obtained with the simple wavelength-independent scattering correction based on the subtraction of absorption signal measured at 715 nm. We recall that the latter method was used to generate the BIOSOPE data of $\bar{b}_{bp}$ in Fig. 10. The $\bar{b}_{bp}$ values calculated with the proportional scattering correction method would be lower, on average, by about 2% (6% at the most) than the data shown in Fig. 10. For the surface data from the BIOSOPE cruise, we have also verified that the estimates of $c - c_w$ from ac-9 tend to be higher than the estimates from C-Star transmissometer, which may result, at least partly, from a smaller acceptance angle of the ac-9 detector compared with that of the C-Star. The possible tendency for higher estimates of $b_p(555)$ from ac-9 compared with C-Star cannot explain the observed differences in $\bar{b}_{bp}$ between the cruises as ac-9 was used on BIOSOPE and C-Star on ANT-XXIII/1.

Whereas the differences in the backscattering ratio are generally consistent with differences in the carbon-specific backscattering coefficient between the Pacific and Atlantic data sets, the above discussion revealed difficulties in achieving an unambiguous interpretation of these results in terms of available data on particle characteristics and methodological issues. For example, the variation in PSD has been identified as one of possible main causes for the differences between BIOSOPE and ANT-XXIII/1 in Fig. 10, but such supposition cannot be ascertained without more detailed and complete data on particle sizes and composition. We were unable to identify any obvious methodological issues, but they cannot be ruled out as a possible source of the observed differences in $\bar{b}_{bp}$ between the cruises. We note that our BIOSOPE estimates of surface $\bar{b}_{bp}$ tend to be higher than average estimates of $\bar{b}_{bp}$ presented in Twardowski et al. (2007) which were determined with a different methodology, namely from measurements with an ECO-BB3 instrument (WET Labs, Inc.). These discrepancies underscore the considerable difficulties in accurate estimation of $b_{bp}$ in clear ocean waters. Nevertheless, the results from Fig. 10 are intriguing and require verification in
future experiments. These results suggest differences in the physical-chemical properties of particulate assemblages between the investigated Pacific and Atlantic waters. Such differences could have consequences to the relationships between POC and optical properties, which are seen to some extent in the present data set of POC vs. \( b_{bp} \). These results thus emphasize the need for increased efforts in detailed characterization of particle properties in tandem with optical measurements taken during oceanographic cruises or experiments.

4 Conclusions

We have examined several approaches for estimating surface concentration of POC from optical measurements of remote-sensing reflectance, \( R_{rs}(\lambda) \), using field data collected in tropical and subtropical surface waters of the eastern South Pacific and eastern Atlantic Oceans. The approach based on the direct empirical relationship between POC and the blue-to-green band ratio of reflectance, \( R_{rs}(\lambda_B)/R_{rs}(555) \), promises reasonably good performance in the vast areas of the open ocean covering different provinces from hyperoligotrophic and oligotrophic waters within subtropical gyres to eutrophic coastal upwelling regimes characteristic of eastern ocean boundaries. The surface POC in our data set ranged from about 10 mg m\(^{-3}\) within the South Pacific Subtropical Gyre to 270 mg m\(^{-3}\) in Chilean upwelling waters. Several bulk characteristics of suspended particulate matter such as POC:SPM, POC:TChla, and the backscattering ratio showed a significant range of variation, which suggests that our data set represents correspondingly significant variation in physicochemical properties of oceanic particulate assemblages. Among the four band ratio algorithms examined, the best error statistics were found for power function fits to the data of POC vs. \( R_{rs}(443)/R_{rs}(555) \) and POC vs. \( R_{rs}(490)/R_{rs}(555) \) and these algorithms showed little sensitivity to whether or not the Chilean upwelling data were included in the analysis (Fig. 4 and Table 2).

We recommend that these algorithms can now be implemented for routine process-
ing of ocean color satellite data to produce maps of surface POC within the global ocean. The judgment of whether to begin this processing with \( R_{rs}(443)/R_{rs}(555) \) or \( R_{rs}(490)/R_{rs}(555) \) (or perhaps both algorithms) should probably depend on current understanding of which of these band ratios is retrieved from satellite imagery with consistently better accuracy. Like many ocean bio-optical data products currently derived from satellite ocean color imagery, we expect that the surface POC from our proposed algorithms can have the status of an evaluation data product for continued work on algorithm development and refinements. There remain significant challenges to ensure consistent accuracy in POC retrievals from reflectance, for example the accurate field determinations of low levels of POC in very clear oligotrophic waters necessary for the algorithm development are themselves very difficult to achieve. We expect, however, that the accuracy of satellite retrievals of POC will be adequate for many applications such as the estimation of large scale or global budgets of surface POC. We also note that our proposed band ratio algorithms have similar regression coefficients to those previously determined from selected historical data sets that included 205 data pairs of POC and reflectance measured in several oceanic regions (Stramska and Stramski, 2005). This good comparison further supports our recommendation to begin processing of satellite ocean color imagery for estimating POC. At this time the use of our algorithms based on the BIOSOPE and ANT-XXIII/1 data appears preferable over additional consideration of historical data because our two data sets ensure a higher degree of consistency of methods used to collect field data for the algorithm development. Nevertheless, because the present amount and geographic coverage of simultaneously collected POC and reflectance data in the field is rather small, the exploration of historical data in the context of POC algorithm development is still worthwhile to pursue.

Other approaches for estimating POC from ocean reflectance that were examined in this study can be referred to as the two-step POC algorithms. In these approaches an IOP is first derived from an AOP (i.e., reflectance measurements) and then POC is derived from an IOP. The potential benefits of this two-step concept include flexibility...
for developing regionally and/or seasonally parameterized algorithms and insights into bio-optical variability that affects the algorithm relationships. One of our two-step empirical algorithms utilizes the particle beam attenuation coefficient, $c_p(660)$, as an IOP and the blue-to-green reflectance ratio, $R_{rs}(\lambda_B)/R_{rs}(555)$, as an AOP (Figs. 5 and 6, Tables 4 and 5). This algorithm may become particularly attractive if further research supports the robustness of the relationship $c_p(660)$ vs. $R_{rs}(\lambda_B)/R_{rs}(555)$ under various oceanic conditions. The second relationship of the algorithm, POC vs. $c_p(660)$, is generally expected to exhibit regional/seasonal variations due to varying properties of marine particulate assemblages, so it could be utilized as an algorithm component in regional/seasonal parameterizations. In our BIOSOPE and ANT-XXIII/1 data sets, however, such differentiation effects within the POC vs. $c_p(660)$ data were relatively small.

In the other two-step empirical algorithm, we utilized a single wavelength approach with the backscattering coefficients, $b_b(555)$ and $b_{bp}(555)$, as IOPs and remote-sensing reflectance, $R_{rs}(555)$, as an AOP (Fig. 7, Table 6). This algorithm showed less satisfactory error statistics than other algorithms examined in this study, particularly because of characteristically different patterns of upwelling and other (non-upwelling) data in the $b_b(555)$ vs. $R_{rs}(555)$ relationship. The variability in this relationship indicates a limitation for the use of this algorithm over a broad range of conditions. The potential variability in the step 2 relationship between POC and $b_{bp}(555)$ due to variations in the carbon-specific backscattering also cautions against indiscriminate use of this algorithm and highlights the need for further research to improve an understanding of IOPs in terms of physical-chemical characteristics of particulate assemblages. Another limitation of the single-wavelength algorithm for satellite applications arises from the requirement for accurate satellite estimates of the absolute magnitude of $R_{rs}(555)$. This problem may not be as severe when reflectance band ratios are used as input to the algorithms. However, the two-step single-wavelength POC algorithm based on input $R_{rs}(555)$ has potential for decoupling the covariation of POC estimates and chlorophyll $a$ estimates that are obtained from empirical band-ratio algorithms. Naturally, if the
same reflectance band ratios are used as input to POC and chlorophyll algorithms, then both estimated variables are unrealistically forced to always covary. Thus, additional work on approaches such as that based on $R_{rs}(555)$ appears to be warranted as part of further research on POC algorithm development and refinements.

We anticipate that further research will address not only empirical correlational algorithms but also other approaches that may involve semianalytical and radiative transfer-based modeling. In this study, we examined two semianalytical algorithms for estimating IOPs from ocean reflectance; one referred to as QAA (Lee et al., 2002) and the other as GSM (Garver and Siegel, 1997; Maritorena et al., 2002). We tested the potential usefulness of QAA and GSM for deriving $b_b(555)$ from $R_{rs}(\lambda)$ as a first step of the two-step POC algorithm. When applied to our data set, both QAA- and GSM-derived $b_b(555)$ showed significant disagreement with the measured $b_b(555)$. Such results highlight general difficulties in the development of semianalytical models that would show consistently good performance in a variety of marine optical environments. However, we also found that the QAA-derived $b_b(555)$ overestimated the measurements by a nearly constant offset over the entire range of $b_b(555)$ in our data set, which made it possible to introduce a simple empirical correction of the QAA-derived $b_b(555)$. This correction allowed us to achieve acceptable error statistics for the two-step POC algorithm. Nevertheless, because this type of empirical correction has no clear physical basis, the development of two-step POC algorithms would certainly benefit from further improvements in semianalytical modeling.
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**Table 1.** Equations used for calculating error statistics. $P_i$ is the variable predicted from the regression fit, for example the predicted POC concentration (in mg m$^{-3}$), $O_i$ the measured variable, for example the measured POC concentration (in mg m$^{-3}$), $\bar{O}$ the mean value of measured variable, $R^2$ the determination coefficient, $RMSE$ the root mean square error (in units of the measured and predicted variable), $MNB$ the mean normalized bias (in percent), $NRMS$ the normalized root mean square error (in percent), $N$ the number of observations, and $m$ the number of coefficients in the fit.

<table>
<thead>
<tr>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2 = 1 - \frac{\sum_{i=1}^{N} (P_i - O_i)^2}{\sum_{i=1}^{N} (O_i - \bar{O})^2}$</td>
<td>Determination coefficient</td>
</tr>
<tr>
<td>$RMSE = \left[ \frac{1}{N-m} \sum_{i=1}^{N} (P_i - O_i)^2 \right]^{\frac{1}{2}}$</td>
<td>Root mean square error</td>
</tr>
<tr>
<td>$MNB = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{P_i - O_i}{O_i} \right) \times 100$</td>
<td>Mean normalized bias</td>
</tr>
<tr>
<td>$NRMS = \left[ \frac{1}{N-1} \sum_{i=1}^{N} \left( \frac{P_i - O_i}{O_i} - \frac{MNB}{100} \right)^2 \right]^{\frac{1}{2}} \times 100$</td>
<td>Normalized root mean square error</td>
</tr>
</tbody>
</table>
Table 2. Summary of fitted equations and error statistics for the POC band-ratio algorithms depicted in Fig. 4. Power functions $\text{POC} = A_i \left[ \frac{R_{rs}(\lambda_B)}{R_{rs}(555)} \right]^{B_i}$ (where $R_{rs}(\lambda_B)/R_{rs}(555)$ is the blue-to-green band ratio of remote-sensing reflectance, $\text{POC}$ is in mg m$^{-3}$, and $A_i$ and $B_i$ are regression coefficients) were fitted by least squares linear regression analysis using log$_{10}$-transformed data of $\text{POC}$ and $R_{rs}(\lambda_B)/R_{rs}(555)$. All regression coefficients and statistical parameters have been recalculated to represent the non-transformed data. The light wavelength $\lambda_B$ is either 443, 490, or 510 nm and $\text{MBR}$ is the maximum band ratio which refers to the maximum value of the three band ratios considered. $R^2$ is the determination coefficient, $\text{RMSE}$ the root mean square error, $\text{MNB}$ the mean normalized bias, $\text{NRMS}$ the normalized root mean square error, and $N$ the number of observations (see Table 1 for statistical formulas).

POC = $A_1 \left[ \frac{R_{rs}(\lambda_B)}{R_{rs}(555)} \right]^{B_1}$ for all data:

<table>
<thead>
<tr>
<th>$R_{rs}(\lambda_B)/R_{rs}(555)$</th>
<th>$A_1$</th>
<th>$B_1$</th>
<th>$R^2$</th>
<th>$\text{RMSE}$ [mg m$^{-3}$]</th>
<th>$\text{MNB}$ [%]</th>
<th>$\text{NRMS}$ [%]</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{rs}(443)/R_{rs}(555)$</td>
<td>203.2</td>
<td>-1.034</td>
<td>0.871</td>
<td>21.29</td>
<td>2.26</td>
<td>21.68</td>
<td>53</td>
</tr>
<tr>
<td>$R_{rs}(490)/R_{rs}(555)$</td>
<td>308.3</td>
<td>-1.639</td>
<td>0.906</td>
<td>18.38</td>
<td>2.28</td>
<td>21.71</td>
<td>52</td>
</tr>
<tr>
<td>$R_{rs}(510)/R_{rs}(555)$</td>
<td>423.0</td>
<td>-3.075</td>
<td>0.900</td>
<td>18.75</td>
<td>3.22</td>
<td>26.72</td>
<td>53</td>
</tr>
<tr>
<td>$\text{MBR}$</td>
<td>219.7</td>
<td>-1.076</td>
<td>0.845</td>
<td>23.54</td>
<td>2.51</td>
<td>22.84</td>
<td>52</td>
</tr>
</tbody>
</table>

POC = $A_2 \left[ \frac{R_{rs}(\lambda_B)}{R_{rs}(555)} \right]^{B_2}$; same as above but with Chilean upwelling stations removed from the regression analysis (i.e., BIOSOPE stations UPW and UPX excluded):

<table>
<thead>
<tr>
<th>$R_{rs}(\lambda_B)/R_{rs}(555)$</th>
<th>$A_2$</th>
<th>$B_2$</th>
<th>$R^2$</th>
<th>$\text{RMSE}$ [mg m$^{-3}$]</th>
<th>$\text{MNB}$ [%]</th>
<th>$\text{NRMS}$ [%]</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{rs}(443)/R_{rs}(555)$</td>
<td>169.7</td>
<td>-0.936</td>
<td>0.804</td>
<td>7.85</td>
<td>1.96</td>
<td>20.31</td>
<td>47</td>
</tr>
<tr>
<td>$R_{rs}(490)/R_{rs}(555)$</td>
<td>307.5</td>
<td>-1.637</td>
<td>0.771</td>
<td>8.55</td>
<td>2.23</td>
<td>21.44</td>
<td>46</td>
</tr>
<tr>
<td>$R_{rs}(510)/R_{rs}(555)$</td>
<td>792.6</td>
<td>-3.828</td>
<td>0.671</td>
<td>10.17</td>
<td>2.76</td>
<td>24.06</td>
<td>47</td>
</tr>
<tr>
<td>$\text{MBR}$</td>
<td>168.6</td>
<td>-0.934</td>
<td>0.807</td>
<td>7.85</td>
<td>1.97</td>
<td>20.32</td>
<td>46</td>
</tr>
</tbody>
</table>
Table 3. Summary of error statistics for the Ocean Chlorophyll 4 (OC4) algorithm tested with the BIOSOPE and ANT-XXIII/1 data. The OC4 algorithm estimates the surface chlorophyll a concentration, TChla, from the maximum band-ratio of remote-sensing reflectance, MBR, using the following formula: $TChla = 10^{p_1 + p_2 X + p_3 X^2 + p_4 X^3 + p_5 X^4}$, where $X = \log_{10}(MBR)$. The error statistics are shown for the standard OC4v4 algorithm (where v4 stands for version 4) whose regression coefficients are: $p_1=0.366; p_2=-3.067; p_3=1.93; p_4=0.649; \text{ and } p_5=-1.532$ (O’Reilly et al., 2000). For comparison, included are the error statistics for a modified OC4 fit and for the power function fit obtained from the regression analysis applied to the BIOSOPE and ANT-XXIII/1 data. The modified OC4 fit was obtained by fitting the OC4 formula to the data while constraining the regression coefficients to within 50% of the standard OC4v4 coefficients. The modified OC4 coefficients are: $p_1=0.472; p_2=-3.549; p_3=2.843; p_4=0.3245; \text{ and } p_5=-1.768$. The power function fit to our data is $TChla = 1.8814 \times (MBR)^{-1.8233}$. $R^2$ is the determination coefficient, RMSE the root mean square error, MNB the mean normalized bias, NRMS the normalized root mean square error, and $N$ the number of observations (see Table 1 for statistical formulas).

<table>
<thead>
<tr>
<th></th>
<th>$R^2$</th>
<th>RMSE [mg m$^{-3}$]</th>
<th>MNB [%]</th>
<th>NRMS [%]</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard OC4</td>
<td>0.930</td>
<td>0.094</td>
<td>2.85</td>
<td>35.78</td>
<td>51</td>
</tr>
<tr>
<td>Modified OC4</td>
<td>0.912</td>
<td>0.105</td>
<td>-2.64</td>
<td>28.96</td>
<td>51</td>
</tr>
<tr>
<td>Power function</td>
<td>0.937</td>
<td>0.089</td>
<td>2.35</td>
<td>22.60</td>
<td>51</td>
</tr>
</tbody>
</table>
Table 4. Summary of fitted equations and error statistics for the two-step empirical POC algorithm depicted in Figs. 5 and 6. The coefficients $C_1$ and $C_2$ of power function (i.e., step 1 equation) were obtained from least squares linear regression analysis using log$_{10}$-transformed data of $c_p(660)$ and $R_{rs}(\lambda_B)/R_{rs}(555)$. The regression coefficients and statistical parameters have been recalculation to represent the non-transformed data. The ordinary least squares linear regression was applied to calculate the coefficients $D_1$ and $D_2$ of the step 2 equation. $c_p(660)$ is in m$^{-1}$ and POC is in mg m$^{-3}$. $R^2$ is the determination coefficient, RMSE the root mean square error, MNB the mean normalized bias, NRMS the normalized root mean square error, and $N$ the number of observations (see Table 1 for statistical formulas).

<table>
<thead>
<tr>
<th>$R_{rs}(\lambda_B)/R_{rs}(555)$</th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$R^2$</th>
<th>RMSE [m$^{-1}$]</th>
<th>MNB [%]</th>
<th>NRMS [%]</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{rs}(443)/R_{rs}(555)$</td>
<td>0.349</td>
<td>-1.131</td>
<td>0.896</td>
<td>0.0243</td>
<td>2.93</td>
<td>24.45</td>
<td>52</td>
</tr>
<tr>
<td>$R_{rs}(490)/R_{rs}(555)$</td>
<td>0.536</td>
<td>-1.771</td>
<td>0.836</td>
<td>0.0308</td>
<td>3.99</td>
<td>28.38</td>
<td>51</td>
</tr>
<tr>
<td>$R_{rs}(510)/R_{rs}(555)$</td>
<td>0.704</td>
<td>-3.224</td>
<td>0.702</td>
<td>0.0412</td>
<td>7.12</td>
<td>39.56</td>
<td>52</td>
</tr>
<tr>
<td>MBR</td>
<td>0.382</td>
<td>-1.182</td>
<td>0.906</td>
<td>0.0233</td>
<td>2.91</td>
<td>24.55</td>
<td>51</td>
</tr>
</tbody>
</table>

Step 1 equation: $c_p(660) = C_1 [R_{rs}(\lambda_B)/R_{rs}(555)]^{C_2}$

<table>
<thead>
<tr>
<th>$R_{rs}(\lambda_B)/R_{rs}(555)$</th>
<th>$D_1$</th>
<th>$D_2$</th>
<th>$R^2$</th>
<th>RMSE [mg m$^{-3}$]</th>
<th>MNB [%]</th>
<th>NRMS [%]</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>All data</td>
<td>661.9</td>
<td>-2.168</td>
<td>0.934</td>
<td>12.95</td>
<td>-2.98</td>
<td>24.98</td>
<td>59</td>
</tr>
<tr>
<td>Upwelling data excluded</td>
<td>458.3</td>
<td>10.713</td>
<td>0.888</td>
<td>6.68</td>
<td>4.63</td>
<td>21.29</td>
<td>54</td>
</tr>
</tbody>
</table>
Table 5. Summary of aggregate error statistics for the composite representation of the two-step empirical POC algorithm depicted in Figs. 5 and 6. The composite formulation of the algorithm is: $\text{POC} = D_1 \{ C_1 \left[ R_{rs}(\lambda_B)/R_{rs}(555) \right]^{C_2} \} + D_2$. The coefficients $C_1$ and $C_2$ of the step 1 equation and the coefficients $D_1$ and $D_2$ of the step 2 equation are given in Table 4. POC is in mg m$^{-3}$, $R^2$ is the determination coefficient, $\text{RMSE}$ the root mean square error, $\text{MNB}$ the mean normalized bias, $\text{NRMS}$ the normalized root mean square error, and $N$ the number of observations (see Table 1 for statistical formulas).

### All data:

<table>
<thead>
<tr>
<th>$R_{rs}(\lambda_B)/R_{rs}(555)$</th>
<th>$R^2$</th>
<th>$\text{RMSE}$ [mg m$^{-3}$]</th>
<th>$\text{MNB}$ [%]</th>
<th>$\text{NRMS}$ [%]</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{rs}(443)/R_{rs}(555)$</td>
<td>0.889</td>
<td>18.07</td>
<td>-5.43</td>
<td>23.28</td>
<td>52</td>
</tr>
<tr>
<td>$R_{rs}(490)/R_{rs}(555)$</td>
<td>0.875</td>
<td>19.31</td>
<td>-5.36</td>
<td>21.84</td>
<td>51</td>
</tr>
<tr>
<td>$R_{rs}(510)/R_{rs}(555)$</td>
<td>0.823</td>
<td>22.79</td>
<td>-4.56</td>
<td>24.84</td>
<td>52</td>
</tr>
<tr>
<td>$\text{MBR}$</td>
<td>0.885</td>
<td>18.54</td>
<td>-5.01</td>
<td>24.74</td>
<td>51</td>
</tr>
</tbody>
</table>

### BIOSOPE upwelling data excluded:

<table>
<thead>
<tr>
<th>$R_{rs}(\lambda_B)/R_{rs}(555)$</th>
<th>$R^2$</th>
<th>$\text{RMSE}$ [mg m$^{-3}$]</th>
<th>$\text{MNB}$ [%]</th>
<th>$\text{NRMS}$ [%]</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{rs}(443)/R_{rs}(555)$</td>
<td>0.793</td>
<td>8.26</td>
<td>4.25</td>
<td>25.20</td>
<td>47</td>
</tr>
<tr>
<td>$R_{rs}(490)/R_{rs}(555)$</td>
<td>0.777</td>
<td>8.64</td>
<td>3.62</td>
<td>28.23</td>
<td>46</td>
</tr>
<tr>
<td>$R_{rs}(510)/R_{rs}(555)$</td>
<td>0.638</td>
<td>10.91</td>
<td>3.17</td>
<td>35.73</td>
<td>47</td>
</tr>
<tr>
<td>$\text{MBR}$</td>
<td>0.794</td>
<td>8.32</td>
<td>5.46</td>
<td>24.65</td>
<td>46</td>
</tr>
</tbody>
</table>
**Table 6.** Summary of fitted equations and error statistics for the two-step empirical POC algorithm depicted in Fig. 7. Least squares linear regression analysis was applied to calculate the coefficients $E_1$, $E_2$, $F_1$, and $F_2$. $R^2$ is the determination coefficient, RMSE the root mean square error, MNB the mean normalized bias, NRMS the normalized root mean square error, and $N$ the number of observations (see Table 1 for statistical formulas). $b_b(555)$, $b_{bp}(555)$, and $b_{bw}(555)$ are in m$^{-1}$, POC is in mg m$^{-3}$, and $R_{rs}(555)$ in sr$^{-1}$. The results were obtained with pure seawater backscattering values, $b_{bw}(555)$, calculated according to Buiteveld et al. (1994) with the salinity adjustment (see text for details). These values vary slightly in our data set with water temperature and salinity, but the average $b_{bw}(555)=8.748 \times 10^{-4}$ m$^{-1}$ can be used in the application of this two-step algorithm with no significant impact on its performance. For comparison, the results obtained with $b_{bw}(555)=9.22 \times 10^{-4}$ m$^{-1}$ from Morel (1974) are also shown.

**Step 1 equation:** $b_b(555) = E_1 R_{rs}(555) + E_2$

<table>
<thead>
<tr>
<th>$b_{bw}$</th>
<th>$E_1$</th>
<th>$E_2$</th>
<th>$R^2$</th>
<th>RMSE [m$^{-1}$]</th>
<th>MNB [%]</th>
<th>NRMS [%]</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>All data Buiteveld</td>
<td>2.787</td>
<td>-0.002792</td>
<td>0.783</td>
<td>0.0003254</td>
<td>1.48</td>
<td>17.38</td>
<td>51</td>
</tr>
<tr>
<td>All data Morel</td>
<td>2.785</td>
<td>-0.002794</td>
<td>0.783</td>
<td>0.0003251</td>
<td>1.48</td>
<td>17.41</td>
<td>51</td>
</tr>
<tr>
<td>Upwelling data excluded Buiteveld</td>
<td>1.521</td>
<td>-0.000843</td>
<td>0.689</td>
<td>0.0001671</td>
<td>1.24</td>
<td>11.89</td>
<td>46</td>
</tr>
<tr>
<td>Upwelling data excluded Morel</td>
<td>1.520</td>
<td>-0.000846</td>
<td>0.690</td>
<td>0.0001665</td>
<td>1.24</td>
<td>11.88</td>
<td>46</td>
</tr>
</tbody>
</table>

**Step 2 equation:** POC = $F_1 b_{bp}(555) + F_2$, where $b_{bp}(555) = b_b(555) - b_{bw}(555)$

<table>
<thead>
<tr>
<th>$b_{bw}$</th>
<th>$F_1$</th>
<th>$F_2$</th>
<th>$R^2$</th>
<th>RMSE [mg m$^{-3}$]</th>
<th>MNB [%]</th>
<th>NRMS [%]</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>All data Buiteveld</td>
<td>70850.7</td>
<td>-9.088</td>
<td>0.863</td>
<td>18.66</td>
<td>1.02</td>
<td>28.28</td>
<td>59</td>
</tr>
<tr>
<td>All data Morel</td>
<td>71002.0</td>
<td>-5.500</td>
<td>0.863</td>
<td>18.62</td>
<td>1.16</td>
<td>27.99</td>
<td>59</td>
</tr>
<tr>
<td>Upwelling data excluded Buiteveld</td>
<td>53606.7</td>
<td>2.468</td>
<td>0.777</td>
<td>9.32</td>
<td>5.28</td>
<td>24.29</td>
<td>54</td>
</tr>
<tr>
<td>Upwelling data excluded Morel</td>
<td>53932.4</td>
<td>5.049</td>
<td>0.778</td>
<td>9.30</td>
<td>5.33</td>
<td>24.34</td>
<td>54</td>
</tr>
</tbody>
</table>
Table 6. Continued.

Composite equation of the two-step algorithm:
POC = F₁ [E₁Rₙ(555) + E₂ − bₚₚ(555)] + F₂

<table>
<thead>
<tr>
<th></th>
<th>bₚₚ</th>
<th>R²</th>
<th>RMSE [mg m⁻³]</th>
<th>MNB</th>
<th>NRMS [%]</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>All data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Buiteveld</td>
<td>0.587</td>
<td>35.14</td>
<td>6.90</td>
<td>72.87</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>Morel</td>
<td>0.586</td>
<td>35.19</td>
<td>7.19</td>
<td>73.04</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>Upwelling data excluded</td>
<td>0.655</td>
<td>14.34</td>
<td>15.54</td>
<td>46.43</td>
<td>46</td>
<td></td>
</tr>
<tr>
<td>Buiteveld</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Morel</td>
<td>0.653</td>
<td>14.38</td>
<td>15.73</td>
<td>46.71</td>
<td>46</td>
<td></td>
</tr>
</tbody>
</table>
Table 7. Summary of error statistics for the two-step hybrid POC algorithm. In step 1, \( b_b(555) \) is derived from the Quasi-Analytical Algorithm (QAA) of Lee et al. (2002). Statistics for the original QAA model and for the corrected QAA model are shown. The corrected \( b_b(555) \) was obtained from the original QAA-derived \( b_b(555) \) using a linear relationship: 
\[
 b_{b,\text{corrected}}(555) = 1.049 \cdot b_{b,\text{original}}(555) - 0.0005541
\]
Aggregate statistics for the hybrid two-step POC algorithm are also shown, where \( b_b(555) \) is obtained in step 1 using the corrected QAA model, and the coefficients \( F_1 \) and \( F_2 \) are from the step 2 equation given in Table 6. \( R^2 \) is the determination coefficient, \( RMSE \) the root mean square error, \( MNB \) the mean normalized bias, \( NRMS \) the normalized root mean square error, and \( N \) the number of observations (see Table 1 for statistical formulas). \( b_b(555) \) is in \( \text{m}^{-1} \), POC is in \( \text{mg m}^{-3} \), and the pure seawater backscattering, \( b_{bw}(555) \), was calculated according to Buiteveld et al. (1994) with the salinity adjustment (see text for details).

### Step 1: \( b_b(555) \) calculated from QAA model

<table>
<thead>
<tr>
<th></th>
<th>( R^2 )</th>
<th>( RMSE ) [( \text{m}^{-1} )]</th>
<th>( MNB ) [%]</th>
<th>( NRMS ) [%]</th>
<th>( N )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original QAA</td>
<td>0.537</td>
<td>0.0004787</td>
<td>28.47</td>
<td>12.19</td>
<td>50</td>
</tr>
<tr>
<td>Corrected QAA</td>
<td>0.957</td>
<td>0.0001467</td>
<td>0.36</td>
<td>7.59</td>
<td>50</td>
</tr>
</tbody>
</table>

### Aggregate statistics for the two-step hybrid algorithm:

\[
\text{POC} = F_1[b_{b,\text{corrected}}(555) - b_{bw}(555)] + F_2
\]

<table>
<thead>
<tr>
<th></th>
<th>( R^2 ) [( \text{mg m}^{-3} )]</th>
<th>( MNB ) [%]</th>
<th>( NRMS ) [%]</th>
<th>( N )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.871</td>
<td>19.47</td>
<td>0.73</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>33.02</td>
<td>3517</td>
<td></td>
</tr>
</tbody>
</table>
Fig. 1. Locations of stations along (a) the west-to-east BIOSOPE cruise track in the eastern South Pacific and (b) the north-to-south ANT-XXIII/1 cruise track in the eastern Atlantic. The values of surface concentration of POC are illustrated with vertical bars. Open circles on the bars indicate stations at which POC determinations were accompanied with in situ optical measurements (all stations in the case of the BIOSOPE cruise). For the ANT-XXIII/1 cruise, we additionally show a significant number of underway sampling stations at which no in situ optical measurements were taken (denoted by filled circles). The POC data from these underway stations are not included in the correlational analysis presented in this study. The scale bars at the right of each figure correspond to a POC concentration of 100 mg m\(^{-3}\).
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Fig. 2. Bulk characteristics of suspended particulate matter measured on surface samples along the BIOSOPE (left-hand panels) and ANT-XXIII/1 (right-hand panels) cruise tracks. From top to the bottom, the graphs show the concentration of particulate organic carbon (POC), the dry mass concentration of suspended particulate matter (SPM), the total concentration of chlorophyll a derived from HPLC analysis (TChla), the ratio of POC to SPM, and the ratio of POC to TChla. For SPM and POC:SPM data from BIOSOPE, the open circles indicate the SPM determinations on GF/F filters and the solid circles on Poretics filters. For ANT-XXIII/1 the open circles indicate data from stations where in situ optical measurements were made, and solid circles indicate data from underway stations which are not included in the correlational analysis presented in this study.
**Fig. 3.** Example spectra of remote-sensing reflectance, $R_{rs}(\lambda)$, measured on the BIOSOPE (panel **a**) and ANT-XXIII/1 (panel **b**) cruises at stations with different levels of surface particulate organic carbon (POC) and chlorophyll $a$ (TChla) concentrations. The name of the station and the POC and TChla concentrations are indicated.
Fig. 4. Relationships between surface concentration of particulate organic carbon, POC, and the blue-to-green band ratio of remote-sensing reflectance, $R_{rs}(\lambda_B)/R_{rs}(555)$. The light wavelength $\lambda_B$ is either 443 nm (panel a), 490 nm (panel b), or 510 nm (panel c), and MBR (panel d) is the maximum band ratio which refers to the maximum value of the three band ratios considered. The data points for the BIOSOPE and ANT-XXIII/1 cruises and the power function fits to all data (solid lines) and the limited data sets with Chilean upwelling stations excluded (dashed lines) are shown in all panels. Note that the solid and dashed lines are indistinguishable from one another in panel (b) (see Table 2 for regression coefficients and error statistics).
Fig. 5. Relationships between surface values of the particulate beam attenuation coefficient, $c_p(660)$, and the blue-to-green band ratio of remote-sensing reflectance, $R_{rs}(\lambda_B)/R_{rs}(555)$. The light wavelength $\lambda_B$ is either 443 nm (panel a), 490 nm (panel b), or 510 nm (panel c), and $MBR$ (panel d) is the maximum band ratio which refers to the maximum value of the three band ratios considered. The data points for the BIOSOPE and ANT-XXIII/1 cruises and the power function fits to all data are shown in all panels (see Table 4 for regression coefficients and error statistics).
Fig. 6. Relationship between surface concentration of particulate organic carbon, POC, and particulate beam attenuation coefficient, $c_p(660)$. The data points for the BIOSOPE and ANT-XXIII/1 cruises and the linear function fits to all data (solid line) and the limited data sets with Chilean upwelling stations excluded (dashed line) are shown (see Table 4 for regression coefficients and error statistics).
Fig. 7. (a) Relationship between surface values of the backscattering coefficient, $b_b(555)$, and remote-sensing reflectance, $R_{rs}(555)$. (b) Relationship between surface concentration of particulate organic carbon, POC, and particulate backscattering coefficient, $b_{bp}(555)$. The data points for the BIOSOPE and ANT-XXIII/1 cruises and the linear function fits to all data (solid lines) and the limited data sets with Chilean upwelling stations excluded (dashed lines) are shown in both panels (see Table 6 for regression coefficients and error statistics).
**Fig. 8.** Relationship between remote-sensing reflectance, $R_{rs}(555)$, and the ratio of absorption to the sum of absorption and backscattering coefficients, $b_b(555)/[a(555)+b_b(555)]$. The data points for the BIOSOPE and ANT-XXIII/1 cruises and the linear function fit to all data are shown. The equation of the fit is: $R_{rs}(555)=0.03771 \frac{b_b(555)}{[a(555)+b_b(555)]}+7.04 \times 10^{-4}$ (coefficient of determination $R^2=0.822$, number of observations $N=41$).
Fig. 9. Particulate backscattering coefficient, $b_b(555)$, derived from a semianalytical model as a function of measured $b_b(555)$ for (a) a semianalytical model of Lee et al. (2002) referred to as QAA, and (b) a semianalytical model of Garver and Siegel (1997) updated by Maritorena et al. (2002), referred to as GSM. Panel (a) shows the results for both the original QAA model and the corrected QAA model (see text and Table 7 for details). The results in panel (b) are for the GSM model.
Fig. 10. Particulate backscattering ratio, $b_{bp}(555)/b_p(555)$, plotted as a function of surface concentration of particulate organic carbon, POC, for the BIOSOPE and ANT-XXIII/1 cruises.
Fig. 11. Particulate backscattering ratio, $b_{bp}(555)/b_p(555)$, plotted as a function of (a) surface concentration of particulate calcite for the BIOSOPE cruise, and (b) pigment ratio Hex-fuco:TChla in surface waters for the BIOSOPE and ANT-XXIII/1 cruises. The calcite and pigment data for BIOSOPE are taken from Beaufort et al. (2007) and Ras et al. (2007), respectively.
Fig. 12. Particulate backscattering ratio, $b_{bp}(555)/b_p(555)$, plotted as a function of the contribution of submicrometer particles to the total concentration of particles measured on the BIOSOPE cruise with a Beckman Coulter Multisizer III equipped with a 30-µm aperture tube. The submicrometer particles are here represented by the concentration of particles, $N_p(0.7–1\,\mu m)$, with equivalent diameter between 0.7 and 1 µm, and the total particle concentration, $N_p(0.7–17\,\mu m)$, refers to particles in the size range from 0.7 to 17 µm.