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Abstract. Long-term satellite measurements of nitrogen dioxide in the troposphere are used in combination with a continental scale air quality model in order to verify and improve available estimates of multi-annual changes of emissions of nitrogen oxides (NOx) in Europe and the Mediterranean area between 1996 and 2005. As a result, a measurement-based data set of NOx emissions on a 1° by 1° grid and averaged over summer months is elaborated.

The results are compared with emission data based on the EMEP emission inventory. Our data are in agreement with the EMEP estimates suggesting a general decline in the level of NOx emissions in Western and Central European countries (France, Germany, Great Britain and Poland). Over Southern Europe and for shipping emissions, neutral to positive trends are found both for the inverted and bottom-up emissions. In contrast, considerable differences between both data sets are found in some other countries. In particular, significant negative trends instead of the positive ones in the “bottom-up” inventory are found for the Balkan countries, Russia and Turkey. The NOx emission trends derived from satellite measurements demonstrate larger spatial heterogeneity than those calculated with the EMEP data, especially in Russia and Ukraine.

The obtained estimates of the decadal trends in NOx emissions for Great Britain are found to be consistent with independent data from the U.K. Automatic Urban and Rural Network (AURN). It is also found that using our emission estimates yields better agreement of model calculations with near-surface ozone measurements of the European EMEP network.

1 Introduction

It is widely recognized that the ability of atmospheric models to represent the current state and to predict possible future changes of the chemical composition of the atmosphere depends strongly on the quality of available information about sources (emissions) of atmospheric pollutants. One promising approach for the validation of the available emission inventories and for generation of improved emission data involves inverse modelling of sources of atmospheric gases (see, e.g., Enting, 2002). In this method, observational data are used as constraints to emission parameters, which are used as input for an atmospheric model. The method implicitly assumes that the model comprises an adequate description of the chemical and physical processes, which determine the amount and distribution of the species in the atmosphere.

A strong impetus for the further development of atmospheric inverse modelling studies has been provided by recent remarkable progress in satellite measurements of the composition of the lower atmosphere. The tropospheric column amounts of such important trace gases as nitrogen dioxide, NO2, sulphur dioxide, SO2, carbon monoxide, CO, methane, CH4, formaldehyde, HCHO, glyoxal, CHOCHO, and methanol, CH3OH, derived from almost global satellite measurements (e.g., Eisinger and Burrows, 1998; Velders et al., 2001; Palmer et al., 2001; Richter and Burrows, 2002; Buchwitz et al., 2004; Bowman, et al., 2006; Wittrock et al., 2006; Dufour et al., 2006) contain valuable information about the sources, transport and sinks of these gases. The retrieved tropospheric data products have already been used in several studies aimed at obtaining better estimates of emissions of respective gases. In particular, tropospheric NO2 columns derived from the GOME and SCIAMACHY measurements (Burrows et al., 1999; Bovensmann et al., 1999) have been used for the estimation of total NOx emissions.
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on the global scale (Leue et al., 2001; Martin et al., 2003, 2006; Müller and Stavracou, 2005) and on the regional scale (Konovalov et al., 2006a, b), as well as for estimations of NO$_x$ emissions from different kinds of sources such as lightning (Boersma et al., 2005; Beirle et al., 2006; Martin et al., 2007), ships (Beirle et al., 2004; Richter et al., 2004) or soils (Jaegle et al., 2004; Bertram et al., 2005; Wang et al., 2007). Satellite measurements have also been used to improve emission estimates for carbon monoxide (Petron et al., 2004; Yurganov et al., 2005; Stavracou and Müller, 2006) and isoprene (Palmer et al., 2003; Millet et al., 2006).

The NO$_2$ time series from satellite measurements have also been used to study long-term changes in anthropogenic emissions of nitrogen oxides (NO$_x$). In particular, Richter et al. (2005) found a substantial decrease of NO$_2$ column amounts over some areas of Europe and the USA in a decadal period from 1996 to 2005, but highly significant increase over the industrial areas of China. They argued that the increase of NO$_2$ column amount over China is a result of corresponding increase in NO$_x$ emissions. The increase of NO$_2$ column amounts over Eastern China during the same period was independently reported by van der A et al. (2006). Kim et al. (2006) used the same satellite measurements to confirm reduction of NO$_x$ emission from US power plants. Note that although multi-annual changes in emissions of atmospheric gases can, in principle, be estimated from analysis of ground-based measurements (see e.g., Dentener et al., 2003; Bouquet et al., 2000), the near-global satellite measurements are indispensable in areas where monitoring networks are sparse or absent, such as in many Eastern European and Asian countries.

In this study, we use data of the multi-year measurements performed by the GOME and SCIAMACHY satellite instruments in order to estimate decadal changes in NO$_x$ emissions in Europe and the Mediterranean and to compare with and validate the data of emission inventories, which are based on the “bottom-up” approach. In order to take into account chemical transformations and the transport of emitted nitrogen oxides as well as natural variability of tropospheric NO$_x$ column amounts, we combine the satellite data with calculations performed by a continental scale chemistry transport model (CTM) in the framework of an inverse modelling scheme. This technique is considered to be complementary to the earlier papers deriving emission trends directly from satellite measurements (Richter et al., 2005; Kim et al., 2006), because it attempts to take explicitly into account the role of the chemistry and transport in determining the relationship between NO$_2$ columns and NO$_x$ emissions. Besides, the inverse modelling approach allows estimating emissions on a regular grid, so that these estimates can readily be used in other modelling applications. In contrast to a more common inverse modelling approach, where the improved emission estimates in each grid cell are almost independent from any prior knowledge. Such an approach strongly reduces the role of “subjective judgement” regarding uncertainties (frequently unknown) in available emission inventory data as well as in measurement and simulated data and allows our estimates to be considered as a measurement-based alternative to respective data from emission cadastres. Note that the focus in this study is the determination of relative inter-annual changes in NO$_x$ emissions and not the estimation of absolute values of emissions, which is a more common goal in inverse modelling studies. Accurate independent estimates of past changes in NO$_x$ emissions provide new opportunities for the evaluation of the efficiency of air pollution control measures, the assessment of uncertainties in emission cadastres, and the test of the ability of chemistry transport models to reproduce past and predict future changes in atmospheric composition.

The manuscript is organised as follows. The data used for our analysis are introduced in Sect. 2. Our inversion scheme is described in Sect. 3. The results of the inversion and their validation are discussed in Sect. 4. Sect. 5 summarises the results of this study.

2 Measurement and model data

2.1 Satellite data

Tropospheric NO$_2$ columns derived from satellite measurements by IUP, University of Bremen, are used. Seven years (1996–2002) of the GOME measurements (Burrows et al., 1996) are complemented with three years (2003–2005) of the SCIAMACHY measurements (Bovensmann et al., 1999). The GOME and SCIAMACHY instruments provide measurements of NO$_2$ columns with a horizontal resolution of $320\times40$ km$^2$ and $60\times30$ km$^2$, global coverage at the equator being achieved in 3 and 6 d, respectively. We use the same data-products for tropospheric NO$_2$ columns derived from satellite measurements and analysed earlier in Richter et al. (2005), where a general description of the retrieval method can be found. The same data were also used by Kim et al. (2006).

A pre-processing stage (specific for this study) includes (1) projection of daily data for tropospheric NO$_2$ columns onto a $1^\circ\times1^\circ$ grid, (2) averaging of all data for three summer months (June–August) of each year, and (3) deconvolution of the data obtained from the GOME measurements. In this study we consider only summertime measurements because of prevailing cloudy conditions in Eastern Europe during the cold season. In addition, the relatively short lifetime of NO$_x$ in the summer troposphere, which is determined in large part by its reaction with OH and the night-time removal of N$_2$O$_5$ via deposition at the surface, facilitates the inversion procedure.

The deconvolution of the GOME NO$_2$ data is needed to avoid systematic “jumps” in the time series of the gridded
NO$_2$ columns between 2002 and 2003 between the lower resolution GOME data and the higher spatial resolution SCIAMACHY data. The method of deconvolution of the GOME data is very similar to the one suggested in our earlier study (Konovalov et al., 2006a). The basis of this approach is to superimpose the spatial structure of the NO$_2$ columns derived from the SCIAMACHY measurements over the spatial structure of the NO$_2$ columns derived from the GOME measurements. In this study, three-year averages of SCIAMACHY data for summer months were used. Uncertainties in our results which arise from poorer spatial resolution of the GOME data are very similar to the one suggested in our earlier study (Konovalov et al., 2006a). The basis of this approach is to superimpose the spatial structure of the NO$_2$ columns derived from the SCIAMACHY measurements over the spatial structure of the NO$_2$ columns derived from the GOME measurements. In this study, three-year averages of SCIAMACHY data for summer months were used. Uncertainties in our results which arise from poorer spatial resolution of the GOME data are estimated as discussed in Sect. 3.4.

By comparing overlapping data derived from the GOME and SCIAMACHY measurements in the period from August 2002 to November 2003, Richter et al. (2005) clearly demonstrated the consistency of NO$_2$ column amounts obtained from these instruments and averaged over Eastern China, as well as the absence of any significant systematic drift in the measurements (e.g., as a result of the ageing of the GOME instrument). In order to make sure that the consistency of the GOME and SCIAMACHY data is also preserved for each grid cell of our model domain (see Sect. 2.4), we performed an additional simple test. Specifically, we considered the quadratic differences between NO$_2$ columns in the neighboring years ($n$, $n-1$) in the same grid cell $i$ and averaged these differences over the whole grid:

$$D^n = \frac{1}{N}\sum_{i=1}^{N} (c^n_i - c^{n-1}_i)^2$$

(1)

where $N$ is the total number of grid cells considered. Values of $D^n$ are shown in Fig. 1. If there was a strong systematic difference between the GOME and SCIAMACHY data, then the differences between NO$_2$ columns for the years 2003 for which only SCIAMACHY data were available and 2002 for which the GOME data are used, would be exceptionally large. There is no evidence of strong systematic bias which would be comparable with the typical level (about $5 \times 10^{14}$ molec/cm$^2$) of inter-annual fluctuations in the NO$_2$ column amounts. These fluctuations are caused by natural variability of NO$_2$ in the troposphere, inter-annual changes in NO$_2$ emissions and random uncertainties in the retrieved data.

Fig. 1. A test of consistency of tropospheric NO$_2$ columns derived from the GOME (1996–2002) and SCIAMACHY (2003–2005) measurements. The figure shows the RMS differences between NO$_2$ columns in the neighboring years. The differences were calculated for each grid cell and averaged over the whole model’s grid. The transition between the GOME and SCIAMACHY data between 2002 and 2003 (red circle) does not indicate any exceptional change in the data.

2.2 Data of ground-based measurements

In order to validate results of the inverse modelling, the following measurements have been used: (i) measurements of near surface concentrations of nitrogen oxides from the United Kingdom Automatic Urban and Rural Network (AURN) (www.airquality.co.uk) between 1996 and 2005 and (ii) measurements of ozone at the EMEP network (http://webdab.emep.int/) available at the EMEP web site (http://webdab.emep.int/) on a 0.5° × 0.5° grid in autumn 2006 (before 30 November) and in spring 2007. As emission data were not available for the year 2005 a linear interpolation between the years 2004 and 2010 has been performed to generate the values for 2005. For 2010 a “projection” has been used. The comparison of the older and newer versions of the emission data gives some idea about uncertainties in the bottom-up inventories and is helpful for validation of emission estimates obtained in this daily mean NO$_x$ concentrations and to calculate the 90 percent of the ozone concentration daily maximums. The data used in the study from the two networks were chosen by considering the criteria of availability, representativeness and quality of data. The high percentile of ozone concentrations have been chosen for this study because this characteristic is believed to be less sensitive to changes in background ozone level, which are not necessarily caused by changes in local emissions (e.g., Vautard et al., 2006). 21 stations from the AURN and 36 EMEP stations that provided data for at least 90 percent of the total number of days in each summer season are considered. The locations of the monitors are discussed below (see Sect. 4).

2.3 “Bottom-up” emission inventories

The anthropogenic emission data used in this study are based on the so-called “expert” annual data of the EMEP emission inventory (Vestreng et al., 2005) for the years 1996–2004. We have used the two versions of the expert data that were available at the EMEP web site (http://webdab.emep.int/) on a 0.5° × 0.5° grid in autumn 2006 (before 30 November) and in spring 2007. As emission data were not available for the year 2005 a linear interpolation between the years 2004 and 2010 has been performed to generate the values for 2005. For 2010 a “projection” has been used. The comparison of the older and newer versions of the emission data gives some idea about uncertainties in the bottom-up inventories and is helpful for validation of emission estimates obtained in this
Fig. 2. Linear trends (molecules cm$^{-2}$ yr$^{-1}$ $\times 10^{14}$) over the decade from 1996 to 2005 in (a) the measured NO$_2$ columns in comparison with the trends in the simulated NO$_2$ columns obtained with the (b) “new” and (c) “old” EMEP data along with (d) magnitudes of the tropospheric NO$_2$ columns (molecules cm$^{-2}$ $\times 10^{15}$) derived from the SCIAMACHY measurements in summer 2003. The trends are shown only for those grid cells for which, according to our model calculations, the contribution of NO$_2$ from anthropogenic sources is dominating the total tropospheric NO$_2$ column amount.

study, particularly because more recent emission data are expected to be more accurate than the older ones. As it is shown below (see Sect. 4), the differences in trends between the two versions of the EMEP data are, in some cases, large. Unfortunately, an explanation for these differences has not yet been made publicly available.

Biogenic emissions of isoprene, terpenes and NO are parameterised as proposed by Simpson et al. (1999), using distributions of tree species on a country basis provided in their work and the inventory of NO soil emissions by Stohl et al. (1996). No inter-annual changes in biogenic NO emissions were specified.

2.4 Simulated data

To generate the simulated NO$_2$ columns, the CHIMERE CTM was used (Schmidt et al., 2001). The model takes into account all important processes that determine the evolution of nitrogen oxides released into the atmosphere, such as gas-phase reactions which define the chemical balance between NO$_x$ species and their transformation to nitric acid, dinitrogen pentoxide and organic nitrogen compounds; dry deposition and wet scavenging which are responsible for the removal of the reactive nitrogen compounds from the atmosphere; advective transport, eddy diffusion and deep convection. A detailed description of CHIMERE is available on the web at http://euler.lmd.polytechnique.fr/chimere/. The simulated NO$_2$ columns were sampled consistently in space and time with the measurement-based daily NO$_2$ columns. The same model was used also to simulate data for comparison with the measured near-surface concentrations of NO$_x$ and ozone.

In this study we use a spatial domain that covers all of Europe, the Mediterranean area and the Middle East with a horizontal resolution of 1$^\circ$ x 1$^\circ$. The extension of CHIMERE beyond Western Europe is discussed in Konovalov et al. (2005). In this study, the standard model domain has also been extended in the vertical up to the 200 hPa pressure level. The model runs were performed with 12 layers defined as hybrid coordinates. Meteorological input data were calculated off-line with horizontal resolution of 100 x 100 km$^2$ using the MM5 non-hydrostatic meso-scale model (http://www.mmm.ucar.edu/MM5/). MM5 was initialised with NCEP Reanalysis-2 data (http://www.cpc.ncep.noaa.gov/products/wesley/ncep_data/). Lateral boundary conditions are prescribed using monthly average values of the climatological simulations by the second generation MOZART model.
(Horowitz et al., 2003). The other specific features of the model configuration are the same as described in Konovalov et al. (2005, 2006a).

CHIMERE was run independently for each summer season starting on 24 May with the same initial and boundary conditions. Although changes in atmospheric composition outside of the CHIMERE domain may, in principle, influence the evolution of NO\textsubscript{2} columns inside the domain, the results presented below (see Sects. 2.5 and 4.1) indicate that the effects of the long-range transport on NO\textsubscript{2} columns can generally be disregarded. A “base” decadal run of CHIMERE was performed with the EMEP emission data for the year 2001, while the annual EMEP data were used for “control” runs. Only the results of the base run are used in the inversion algorithm. Additional control runs were performed with emission estimates obtained in this study.

2.5 Initial comparison of the decadal trends in the measured and simulated NO\textsubscript{2} columns

Figure 2a–c presents decadal trends in the measured NO\textsubscript{2} columns in comparison with corresponding trends in the simulated NO\textsubscript{2} columns obtained with two versions of the EMEP data. The magnitude of the trends is estimated in a standard way as a best fit to a linear regression model. The trends are given in absolute values and for convenience Fig. 2d shows magnitudes of the tropospheric NO\textsubscript{2} columns derived form the SCIAMACHY measurements in summer 2003. Only the grid cells, for which, according to our model calculations performed with and without anthropogenic NO\textsubscript{x} emissions, the contribution of NO\textsubscript{2} from anthropogenic sources is dominating the total tropospheric NO\textsubscript{2} column amount, were chosen for this study. Such selection, which is used throughout this study, helps in interpretation of our results. The magnitudes of NO\textsubscript{2} columns over remote regions are relatively small; their significant changes (i.e. above the noise) have not yet been identified.

Large negative changes in NO\textsubscript{2} columns dominate over Western Europe (especially over Great Britain and Germany) both in measurements and simulations. Considerable differences can be seen, however, outside of Western Europe. In particular, much larger areas have positive trends in the simulations than in the measurements. In Eastern Europe, there are also considerable differences between simulations produced with different versions of the EMEP data. It is also important to note that the spatial structure of both NO\textsubscript{2} column amounts and their changes features strong gradients (which can be clearly seen, for example, along the coast of Great Britain). This observation provides strong evidence that the long-range horizontal transport of tropospheric NO\textsubscript{x} in the summertime does not play an important role in the NO\textsubscript{x} change/trend. However, the comparison of magnitudes and spatial distributions of NO\textsubscript{2} column amounts simulated by the model and derived from satellite measurements is beyond the scope of this paper. Note only that the model tends to underestimate the measured NO\textsubscript{2} columns (with the average bias about 3×10\textsuperscript{14} molecules/cm\textsuperscript{2}) but shows a rather good spatial correlation (r=0.87) between the measured and modelled NO\textsubscript{2} columns (see also Konovalov et al., 2005, 2006a, b; Blond et al., 2007). We took into account possible uncertainties in results that may arise due to the systematic differences between the measured and modelled NO\textsubscript{2} columns as discussed in Sect 3.4.

3 Inversion scheme

3.1 Preliminary remarks

Before going into the details of our method, we would like to outline some general principles and assumptions of this study:

1. The primary objective of our analysis is to estimate the linear trends in NO\textsubscript{x} emissions. We do not assume a priori that the trend has any particular value. As there is limited information about the uncertainties in the EMEP emission data and in the measured and simulated NO\textsubscript{2} columns, such an assumption could lead to subjectively biased estimates. In this sense, our method is strongly driven by measurements. However, the possible range of values of trends in a given grid cell is constrained.

2. Our method also yields the interannual deviations from the linear trend: the a priori for the interannual deviation from the linear trend being zero. The a posteriori estimate for the inter-annual deviation is sought as a “compromise” between the a priori estimate and the measurements following a Bayesian approach.

3. As our goal is the estimation of the long-term changes in emissions, we do not attempt to estimate the magnitudes of emissions themselves. Only emissions for summer are investigated in this study.

4. Although satellite measurements reflect changes in total (both anthropogenic and biogenic) NO\textsubscript{x} emissions, we estimate only changes in anthropogenic emissions. This is because for the regions selected, the changes in anthropogenic emissions are assumed to dominate and overwhelm any systematic changes in emissions from lightning or natural soil sources of NO\textsubscript{x}. The arguments supporting such an assumption are discussed in Sect. 3.4.

5. The relationship between NO\textsubscript{x} emissions and NO\textsubscript{2} columns is assumed to be linear. Using our model, we determine first the linear relationship between small random perturbations in NO\textsubscript{x} emissions and resulting changes in NO\textsubscript{2} columns, and then we use this relationship to estimate actual NO\textsubscript{x} emissions changes which could be the cause of the observed changes in NO\textsubscript{2}
columns. This assumption should not be confused with the assumption of constant concentration of the OH radical or other species, because their concentrations are also allowed to change consistently in response to the perturbations of NOx emissions. As it is argued in Sects. 4.1 and 4.2, the impact of the neglected effects associated with the non-linearities on results of our study is rather small. The effects associated with changes in emissions of other pollutants (CO, VOCs, SO2) are also disregarded; the related uncertainties in our results are discussed in Sect. 3.4.

6. For this study transport of NOx is taken into account over three neighboring grid cells (that is, 200–300 km), and longer range transport of NOx is disregarded.

7. The uncertainties of the retrieved emission trends are estimated by means of tests described in Sect. 3.4. It should be noted, however, that some potential uncertainties cannot be quantified with sufficient accuracy. Specifically, it is hardly possible to accurately quantify any not yet identified systematic biases in the long-term changes in NO2 columns derived from satellite measurements and similarly those obtained from the model. Accepting these limitations and potential inaccuracies of both the measured and simulated data used in the study, we provide evidence (see Sect. 4.2) that our estimates provide valuable information of an adequate accuracy, at least in comparison with available alternative data, derived from “bottom up” emission inventories.

3.2 Basic formulations and specifications

The probabilistic Bayesian approach (see e.g., Enting, 2002), which is common for atmospheric inverse modeling studies, is applied here. Specifically, the Bayesian estimate of inter-annual changes in NOx emissions is retrieved by combining the available information about inter-annual changes in the measured and modelled NO2 columns with the a priori constraints on the emission changes. Assuming that uncertainties in interannual variations of NO2 columns satisfy the normal distribution, we get the following conditional probability distribution function:

\[
p(\Delta E^n | \Delta C_o) \propto \exp \left( -\frac{1}{2} \sum_{i=1}^{N} \left[ (\Delta C^n_{im} [E^n, \Delta E^n] - \frac{C^n_{m}}{\sigma^2}) \right] \right) p_a(\Delta E) \tag{2}
\]

where \( E \) is a matrix of NOx emission estimates for different grid cells \( i \) and years \( n \), \( C_o \) and \( C_m \) are the observed and modelled NO2 columns (the modelled NO2 columns are a function of NOx emissions), \( \Delta \) is an operator of an inter-annual variation (e.g., \( \Delta E^n = E^{n+1} - E^n \)), \( \sigma \) is the standard deviation for the uncertainties in the NO2 columns, \( N \) is the total number of grid cells considered, \( n \) is the number of a year, and \( p_a \) is the a priori probability distribution (specified below) for interannual changes in emissions. This distribution assumes that, in the absence of any a priori information, the most probable value of \( \Delta C_m \) would be \( \Delta C_o \). After performing a symmetric Taylor’s expansion of the modelled relationship between perturbations of the NO2 columns and NOx emissions and disregarding non-linear terms, the distribution (2) can be re-written as follows:

\[
p(\Delta E^n | \Delta C_o) \propto \exp \left\{ -\frac{1}{2} \sum_{i=1}^{N} \left[ \sum_{j=1}^{M} \Delta E_j \frac{\partial E^n}{\partial E_j} \right] \right\} \tag{3}
\]

where \( E_0 \) are emissions for the base case, corresponding here to the year 2001. The idea behind this distribution is very simple: if we have some differences between inter-annual changes in NO2 columns from observations and the model with constant emissions, we assume that this difference is probably due to corresponding changes in NOx emissions. In accordance with the assumption defined above (see Sect. 3.1, item (4)), \( E \) represents only anthropogenic NOx emissions. As common in inversion methods, we are looking for the maximum likelihood a posteriori estimates of \( \Delta E \) that yield a maximum of \( p \). In order to insure that the a posteriori estimates of emissions are always positive, we seek the solution in terms of natural logarithms of emissions, which are denoted below as \( e \) (that is, we replace \( E \) with \( \exp(e) \)).

As it is common in geophysical studies, we characterize the long-term changes in the considered atmospheric characteristics by the linear trend and the year-to-year variability superimposed over the trend:

\[
e^n = \bar{e} + (n - \bar{n}) \Delta t e + \Delta a e^n \tag{4}
\]

or

\[
\Delta e^n = \Delta t e + \Delta a e^n, n=1, M-1. \tag{5}
\]

Here (and below) the subscripts \( t \) and \( d \) denote a trend (independent on the year) and a deviation from the trend, respectively, and \( M \) is the total number of years considered. Note that the trend defined as a linear fit for the emission logarithms corresponds to the assumption of constant relative changes of emissions from year to year. In most cases considered in this study, the difference between the linear and exponential trends in emissions is small because trends do not exceed several percent per year. Accordingly, our inversion procedure consists of two major steps.

Firstly, we estimate \( \Delta t e \) by finding values of \( \Delta e^n \) which provide a maximum of the distribution (3) in which \( \Delta (C_o - C_m) \) is replaced by the linear trend in the difference \( C_o - C_m \); the estimates \( \Delta e^n \) for each pair of neighbouring years are averaged. The trend in \( (C_o - C_m) \) is defined similar
to the trend in emissions (see Eq. 4) and is denoted below as \( \Delta x (C_0 - C_m) \). In this step we have also to define the probability distribution function for a priori emission estimates, \( p_a \). As we do not dispose of any specific information on uncertainty in the EMEP emission data which could provide a priori error estimates for the emission trends, we put \( p_a \) as a constant inside realistic limits \( l_{\text{min}} < \Delta x < l_{\text{max}} \) and zero outside. Such choice of \( p_a \) reduces our task to the following minimization problem:

\[
\Delta e^p = \arg \min \sum_{j=1}^N \left( \sum_{i=1}^{N_w} \left( \exp (\Delta e^p) - 1 \right) \frac{\partial (C_{1i} + C_{2i})}{\partial e_j} \right|_{e=e_0} - \Delta (C_{1i} - C_{2i}) \right) ^2 \left( \sigma_{e_i}^{-2} \right)
\]

\[
\Delta e^p \in [l_{\text{min}}, l_{\text{max}}]
\]

Limits are chosen as the mini mum and maximum values of linear trends in the EMEP \( N_O \) emissions data considered on a 1 by 1 degree grid of our model. This gives values of \( l_{\text{min}} = -0.07 \) and \( l_{\text{max}} = 0.1 \). Such procedure gives an estimate of the spatial distribution of the \( N_O \) emission trends practically independent from the corresponding distribution based on the “bottom-up” inventory, while avoiding unrealistically large magnitudes of emission trends.

Secondly, we estimate deviations from the trend, \( \Delta_x e \), that provide the maximum of the distribution (2) where \( \Delta (C_0 - C_m) \) is replaced by \( \Delta_x (C_0 - C_m) \) and \( p_a \) is a Gaussian distribution for \( \Delta_x e \) with the standard deviation equal 0.14. This value is chosen to adjust the variance of the a posteriori deviations from the trends in Great Britain to the variance calculated for the deviation from the trends in the “new” EMEP data for the same country (about 4.2%). Note that typical magnitudes of interannual variations in our a posteriori emission estimates are determined not only by parameters of \( p_a \), but also by values of \( \sigma_c \). Although the choice of Great Britain is rather arbitrary, it seems reasonable taking into account that ground based measurement of \( N_O \) in this country are used for validation of our results. Note that if we were interested only in estimates of linear trends in emissions, this second stage of our algorithm would not be needed. However, as the evolution of real emissions is not necessarily linear, an attempt to estimate \( \Delta_x e \) seems justified.

Values of the standard deviation for uncertainties in the \( N_O \) columns, \( \sigma_c \), which are involved in our formulations (see Eqs. 2, 3, 5), are estimated from differences between simulated and observed \( N_O \) columns. Such estimates yield an upper bound for the uncertainties. Specifically, they are estimated as a function of magnitude of the measured \( N_O \) columns by calculating the mean square differences between the inter-annual changes of the measured and modelled \( N_O \) columns in a “running window” (note that only the variation of \( \sigma_c \) from one grid cell to another is of interest in Eq. (6) and not its absolute value):

\[
\sigma_{c_i}^2 = \frac{1}{N_w} \sum_{j=1}^{N_w} \left( \Delta e_{c(i,j)} - \Delta e_{c(i,j)} (e_0) \right) ^2, \quad i = 1, \ldots, N
\]

where \( N_w \) (which here equals 100) is the number of data points in a “window” comprising grid cells having similar magnitudes of the measured \( N_O \) columns and \( j \) is the internal index of a grid cell inside the window, and \( e_0 \) are the base case emissions. This approach is described in Konovalov et al. (2005). Such defined values of \( \sigma_c \) are found to increase monotonically from about 0.25 to \( 2.5 \times 10^{15} \) mole cm\(^{-2}\) as \( C_o \) increases from about zero to \( 15 \times 10^{15} \) mole cm\(^{-2}\).

### 3.3 Numerical method

A mathematically exact solution of our inversion problem is computationally too expensive, especially taking into account the need for additional calculations and tests aimed at estimating uncertainties in the results. Approximate methods, developed in our earlier studies, have therefore been used. The original model is substituted by a set of linear statistical models describing the relationships between perturbations of the \( N_O \) column in a grid cell \( i \) with respect to perturbations in the \( N_O \) emissions in a grid cell \( j \) approximately (Konovalov et al., 2006a). Such an approximation is possible because the lifetime of freshly emitted \( N_O \) is short in summer (several hours). Our method takes into account the transport of \( N_O \) on the scale of three neighbouring grid cells (that is, 200–300 km). The statistical models were created by performing 100 model runs with randomly perturbed \( N_O \) emissions for each year independently. The coefficients of the statistical models provide estimates for the derivatives \( \partial C_{1i} / \partial E \) in Eq. (3). Once these derivatives are evaluated, the maximum of the probability distribution can be easily found by means of standard numerical methods. Here the optimal estimates of \( \Delta_x e \) and \( \Delta_x e \) for each pair of years are obtained by means of the iterative steepest descent method using zero as initial guess. Two hundred iterations (per year) are found to be sufficient to reach the maximum of the considered probability distribution, requiring only few minutes of CPU time.

### 3.4 Uncertainties in results

In this section, uncertainties associated with the inversion method, as well as uncertainties caused by random errors in the input data will be estimated. Systematic errors in input data and the model used for inversion are difficult to estimate in a quantitative way and will be discussed below qualitatively.

In principle, the uncertainties in our emission trend estimates may come from uncertainties in (i) the measured and modelled \( N_O \) columns, (ii) the numerical method, (iii) the a priori constraints to emission changes, and (iv) the initial
assumptions outlined in Sect. 3.1. For the first part (i) of uncertainties in $\Delta x$, we consider, in particular, how deviations from a trend in the columns, $\Delta x_l (C_0 - C_m)$, can influence the estimates of $\Delta x$. Although such deviations are not necessarily due to uncertainties, this approach allows us to estimate, at least, an upper limit of the respective uncertainties in $\Delta x$.

Technically, we performed a Monte-Carlo experiment based on the bootstrapping method (Efron and Tibshirani, 1993): each vector $[\Delta x_l (C_0 - C_m)]_l$ corresponding to some pair of years $(n, n+1)$ is attributed to another pair (e.g., $l, l+1$), where $l$ is a random number. The experiment included 100 inversions with such randomly mixed deviations. Note that this experiment allows us to account for uncertainties caused, in particular, by irregular annual fluctuations in biogenic emissions (e.g., due to forest fires).

In addition the uncertainty arising from the relatively large spatial resolution of GOME measurements is estimated. This is achieved by using high resolution measurements, smoothing them in the longitudinal plane and then evaluating the differences between NO$_x$ emission trends produced with the original proxy data and their smoothed counterpart. These differences can be calculated either for a single grid cell or averaged over a whole country. As the proxy for the actual spatial distribution of the decadal trends in measured NO$_2$ columns, we used the trends calculated for three years of SCIAMACHY measurements only. Trends estimated for such a short period have limited meaning, but are used to characterise the expected heterogeneity of the spatial distribution of changes in actual NO$_2$ columns during the longer period. The smoothed (convoluted) counterpart of SCIAMACHY data were obtained in a similar way to that used in Konovalov et al. (2006a).

In an attempt to account in a simple way for uncertainties arising from systematic biases in the modelled and measured NO$_2$ columns (due to e.g. inaccuracies in emission rates specified in the model, see the remark (3) in Sect. 3.1), we scaled the measured NO$_2$ columns by the mean ratio of the simulated (for the base case) and measured NO$_2$ columns in a given grid cell and repeated the inversion procedure with such modified inputs. Differences between the results obtained with the original and with the modified input data are taken as a measure of the uncertainty in our emission trend estimates.

In order to estimate uncertainties in emission trends associated with the numerical method and approximations the following procedure has been used:

1. the observed NO$_2$ columns were substituted by columns calculated by the model with the a posteriori emissions (serving as a substitute for an exact solution),
2. the inversion was performed, and
3. the difference between the results and the “exact” solution was determined.

This test which, in particular, justifies our assumptions about the unimportance of the long-range transport and potential nonlinearities of the relationship between NO$_2$ columns and NO$_x$ emissions (see remarks (5) and (6) in Sect. 3.1) is considered in more detail in Sect. 4.1. Contributions from all different sources of uncertainties discussed above are summed up quadratically to provide a rough estimate of overall uncertainty in the NO$_x$ emission trend for a given grid cell or country. Note that the importance of different sources of uncertainties differs for different grid cells, regions and countries. We present below only estimates of total uncertainties and do not discuss the relative contributions of different sources in detail, particularly because our uncertainty analysis is anyway very simplistic.

Next, we discuss in a qualitative manner the impact of several systematic error sources. The a priori constraints chosen in this study can cause a bias in an estimated trend only if the actual emission trend is smaller than 7 percent and larger than 10 percent per year. However, it seems very unlikely that NO$_x$ emissions can change so rapidly in many regions. On the other hand, these constraints allow us to avoid unrealistic estimates of trends in the regions where the anthropogenic emissions are small and uncertainties in the inverted emissions are large. Therefore, we presume that, on the whole, no significant uncertainty is associated with the a priori constraint.

Uncertainties in our estimates of the trends in anthropogenic emissions may also be introduced by unaccounted for trends in biogenic emissions. However, available data (e.g. FAO, 2004; EFMA, 2005) indicate that changes in the consumption of nitrogen fertilizers in Western, Central and Eastern Europe during the considered period were rather small (less or about 5 percent). It seems reasonable to assume that emissions from other sources of biogenic nitrogen (such as organic fertilizers and forest fires) also did not manifest significant regular changes during the last decade. Then the bias in our estimates of the trends in anthropogenic emissions caused by changes in biogenic emissions should be, on a country- wise average, well below one percent per year. For information, Table 1 provides the mean rates of anthropogenic and biogenic NO$_x$ emissions for several countries as specified in our model. For particular grid cells, trends in biogenic NO$_x$ emissions still may be larger than the average ones.

Another potential source of uncertainty in our estimates is associated with systematic uncertainties in the trends in the measured and modelled NO$_2$ columns. As the instruments are measuring absorption of NO$_2$, at least to a first order the ageing of instrument should not introduce an error. However, strong reduction of transmission of the instruments would result in larger noise in more recent years which has not been observed. On the whole, the GOME and SCIAMACHY measurements agree well for the period of overlap from August 2002 and June 2003 as shown by Richter et al. (2005). Nevertheless, some second order impacts of ageing may be present.
in the data set. The systematic shifts in the retrievals from satellite data may result from unaccounted changes in aerosol properties, in surface and cloud albedo and in vertical distribution of NO2. According to Richter et al. (2005) these possibilities may account only for a small fraction of the observed trends. Some biases in the trends produced by the model may be caused by global tendencies (such as changes in the composition of the stratosphere and in stratosphere-troposphere exchange), which may be partly responsible for not accounted for trends in the atmospheric lifetime of NOx. Within the domain of our study, the major NOx loss pathway is reaction with OH in the continental boundary layer. Continental boundary layer OH is influenced by many factors including ozone, water vapor, UV radiation, NOx, VOC and CO levels. Among these factors, only trends in VOC and CO emissions are of the same order as the estimated trends in NOx emissions. In order to check the impact of an unaccounted trend in VOC emissions on the derived trend in NOx emissions, we performed the following test: simulations were performed with VOC emissions specified on the EMEP annual data rather than with constant VOC emissions (as in the base case). This test yielded very similar results for derived NOx emissions trends. Thus the impact in factors influencing OH on estimated NOx emission trends is small. This is partly due to the observation time between 10:00 and 11:00 LT which leaves little time for fresh emissions of NOx to chemically react. In conclusion and based on our current understanding of systematic uncertainties in observed or modelled NO2 columns, the associated uncertainties in our results are considered to be smaller than the statistical uncertainties estimated.

The data of the bottom-up inventory, which are compared below with the observation based emission trends, represent annual EMEP emissions processed by the standard CHIMERE interface to yield the daily average emissions for the summer season only. Seasonal factors applied to the annual data are provided for different SNAP (Selected Nomenclature for Air Pollution) sectors by IER, University of Stuttgart (GENEMIS, 1994). Differences in trends for both data sets can thus be partly due to trends in these seasonal variations. It should also be taken into account that the changes in the observed NO2 columns mainly reflect changes in the morning emissions, rather than in the 24-h average emissions. The relative fraction of different sources of NOx emissions can be dependent on whether they are considered only in the morning hours or on a twenty-four hour basis. This factor may also contribute to the differences between the NOx emission trends derived from the satellite data and those calculated using the EMEP inventory. In particular, the changes of emissions from mobile sources could contribute more strongly to the derived than to the calculated trends. In addition, the EMEP inventory does not take into account NOx emissions from aircraft. Although these emissions are relatively small on the average as compared to emissions other sources in Europe (see discussion in Konovalov et al., 2006a and references therein), their strong changes in some regions may also contribute to the difference between our estimates and EMEP data.

## 4 Results

### 4.1 Decadal trends in NOx emissions

Figure 3 presents our estimates of NOx emission trends in comparison with corresponding trends in anthropogenic emissions specified in the CHIMERE CTM for the summer time. The white dots on Fig. 3a mark grid cells for which the difference between the emission trends found in our study and calculated with the latest EMEP data is statistically significant (in terms of 1σ roughly estimated as discussed in Sect. 3.4). It is evident that both the similarities and differences between our estimates and the expert data are numerous. Among the similarities are predominantly negative trends over Western and Central Europe. This includes countries such as Austria, Belgium, Bulgaria, the Czech Republic, France, Germany, Great Britain, the Netherlands, Poland, Slovakia and Switzerland. In contrast, positive trends are derived over ship tracks in the Mediterranean Sea and along the coast of Portugal both by our inversion method and by EMEP. These results are important, because they allow a direct confirmation of the estimation of emission trends made by EMEP with satellite based measurements.

<table>
<thead>
<tr>
<th>Country</th>
<th>Anthropogenic</th>
<th>Biogenic</th>
</tr>
</thead>
<tbody>
<tr>
<td>France</td>
<td>8.9</td>
<td>4.2</td>
</tr>
<tr>
<td>Former Yugoslavia</td>
<td>5.4</td>
<td>1.8</td>
</tr>
<tr>
<td>Germany</td>
<td>20.0</td>
<td>5.7</td>
</tr>
<tr>
<td>Great Britain</td>
<td>18.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Greece</td>
<td>5.6</td>
<td>1.2</td>
</tr>
<tr>
<td>Iraq</td>
<td>13.1</td>
<td>2.2</td>
</tr>
<tr>
<td>Italy</td>
<td>11.8</td>
<td>2.0</td>
</tr>
<tr>
<td>Poland</td>
<td>9.3</td>
<td>2.3</td>
</tr>
<tr>
<td>Russia</td>
<td>5.8</td>
<td>1.3</td>
</tr>
<tr>
<td>Spain</td>
<td>10.8</td>
<td>1.2</td>
</tr>
<tr>
<td>Turkey</td>
<td>5.8</td>
<td>1.0</td>
</tr>
<tr>
<td>Ukraine</td>
<td>6.4</td>
<td>2.3</td>
</tr>
</tbody>
</table>
Fig. 3. Decadal trends (percent per yr) in summertime anthropogenic NO\textsubscript{x} emissions (a) estimated in this study and calculated with (b) the most recent and (c) older EMEP data along with (d) magnitudes of the summertime anthropogenic NO\textsubscript{x} emission rates prescribed in CHIMERE for the year 2001 (in molecules cm\textsuperscript{-2} s\textsuperscript{-1} \times 10\textsuperscript{8}). Blank dots mark (a) grid cells for which the difference between the emission trends is significant in terms of 1\sigma, (b) grid cells (in UK) for which near surface NO\textsubscript{x} measurements are available, and (c) locations of EMEP sites selected for the study.

Large differences are seen, in particular, in Balkan countries, Georgia, Russia and Turkey, where our analysis yields predominantly negative trends in contrast to positive trends obtained with the expert data. It is especially interesting to note that the measurement based trends feature larger spatial heterogeneity than the new EMEP data. In particular, there is a clear evidence of positive trends in the regions around the largest Russian cities such as Moscow, St. Petersburg and Nizhniy Novgorod, while the rest of Russia shows predominantly negative trends. Strong positive trends are also found in industrial regions of the Eastern Ukraine, while the Western Ukraine manifests mostly negative trends. These results are pinpointing particular regions where the EMEP trend estimates could have problems for whatever the reason.

Figures 4 and 5 present the time series of NO\textsubscript{x} emissions averaged over several countries. Rather close agreement between the new EMEP data and our estimates is found for France, Germany, Great Britain and Spain. Statistically significant differences between our results and the expert estimates are found for Italy, where our data suggest that the decrease in NO\textsubscript{x} emissions in the EMEP inventory is strongly overestimated. In Greece, the expert data show rather irregular behavior, and our estimates are also rather uncertain. It is interesting to note that our estimates of the trends are in better agreement with new EMEP emission data than with old ones for all countries shown in Fig. 4. It is further interesting, that for several Mediterranean countries (Greece, Italy and Spain), neutral or positive trends are predicted from satellite data, contrary to the negative trends for Western and Central European countries.

The differences between our results and the expert emission data are larger outside of Western Europe. In particular, the directions of the trends in the measurement-based and the new EMEP data differ in Turkey, Ukraine, Russia and Former Yugoslavia. The differences between the old and new EMEP data are relatively large here, especially for Ukraine and Russia. For these countries, the new EMEP emissions do not compare better with our estimates than the old ones. These observations indicate that the current knowledge about emissions and their inter-annual changes in former USSR countries, in the Balkans and in the Middle East is still very incomplete and probably inadequate.

As a result of large uncertainties in the input data, the year-to-year variations superimposed on the trend could not be estimated sufficiently accurately. Probably, such variability in our data mostly reflects uncertainties in the model and
measurements, but in some cases (e.g., in Russia between 1998 and 1999 and in Iraq between 2002 and 2003), it may also be due to actual emission changes. The deviations from the trends for Russia and Iraq are zoomed and shown by pink lines in Fig. 5. A stronger, than on the average, decrease of NOx emissions in Russia in 1999 could be attributed to consequences of a severe economic crisis which happened in August of the previous year. The magnitudes of these variations are probably strongly underestimated as a result of the uncertainties in input data and a priori constraint on the interannual variability of emissions (see Sect. 3.2). In other words, whenever the information on actual change in emissions is insufficient, our method yields a near-zero deviation from a linear trend as the best solution. We checked that when the a priori constraint on the interannual variability of emissions is relaxed, our estimates yield a near-zero deviation from a linear trend as the best solution. The differences between estimates of emission trends retrieved in this study and those from EMEP may yet be explained by unidentified systematic errors in either of the approaches (see discussion in Sect. 3.4). However, the rather good agreement of our trend estimates with the EMEP data in the regions where the bottom-up inventories are likely to be most accurate lends confidence to satellite derived trends in regions where larger differences with the EMEP trends appear. We hope that our results will give rise to further studies aimed at clarifying the reasons for the disagreement between the “top-down” and “bottom-up” inventories.

Fig. 4. The time series and linear trends in anthropogenic NOx emissions averaged over several countries. Values provided in round brackets are estimates of uncertainties (see Sect. 3.4). Values reported in square brackets are the statistical uncertainty (the standard deviation) of a linear fit to the EMEP data (not including systematic uncertainty).
Fig. 5. The same as in Fig. 4, but for other countries. Additionally, the pink dashed lines show deviations from the measurement-based emission trends for Iraq and Russia.

Fig. 6. The NOX emission trends (in percent per yr) derived from NO2 columns that were calculated with our estimates of interannual changes of NOX emissions. These trends can be compared with the original NOX emission trends shown in Fig. 3a. The agreement is not expected to be perfect due to uncertainties in input data and a priori constraints, but the evident similarity of the results shown in this figure and Fig. 3a indicates that our inversion scheme operates properly.

4.2 Checking the agreement between the measurement data and simulations obtained with the measurement-based emission estimates

The optimization of NOX emissions should lead to improvements in the agreement between the modelled and measured data. The comparison between trends in NO2 columns derived from satellite measurements and trends calculated with the optimised NOX emissions is presented in Figs. 7 and 8 for the same countries that were considered earlier (see Figs. 3 and 4). The trends in NO2 columns calculated with the “new” EMEP emissions are also shown in Figs. 7 and 8. In order to facilitate the comparison of the trends, the modelled time series have been preliminary centred, so that they coincide with the measurements on the average, but without altering relative trends. In most cases considered, both the measured and simulated time series demonstrate strong interannual changes superimposed over linear trends. This variability may reflect changes in the meteorological situation, but it also may be due to uncertainties in the model and measurements. In some cases (e.g. in Iraq in 2003), the deviations from a trend may also be caused by strong changes in emissions.
Fig. 7. The time series and linear trends (in percent per year) in the satellite measured and modelled NO$_2$ columns averaged over several countries. The orange diamonds and lines show the results of the model run performed with emission estimates derived from satellite measurements. In order to facilitate the comparison of the trends, the modelled NO$_2$ columns (averaged over a respective country) for each year have been multiplied by a ratio of the mean values of measured and modelled NO$_2$ columns.

Fig. 8. The same as in Fig. 7, but for other countries.

It is easy to see that the measurement-based emission estimates yield an excellent agreement (within the uncertainty of the linear fits) between trends in the satellite data and simulations for all countries considered. This agreement is obviously better than that in case of NO$_2$ columns calculated with the EMEP emissions. These results indicate, in particular, that the impact of neglected effects associated with nonlinearities in the dependence of NO$_2$ columns on NO$_x$ emissions and the long-range transport of NO$_x$ on our estimates of NO$_x$ emission changes is indeed rather small. It is interesting to note that for many countries (but not for all), the trends in the measured NO$_2$ columns and the derived NO$_x$ emissions are rather similar. From the theoretical point of view, trends in NO$_2$ columns and in anthropogenic NO$_x$ emissions can indeed be similar but should not be exactly the same, except for the special case when the transboundary transport is
negligible, the horizontal mixing is homogeneous, the lifetime of NO\textsubscript{x} is the same everywhere, and the contribution from other sources of NO\textsubscript{x} is also negligible. An in-depth analysis of these similarities and differences goes beyond the scope of this study.

Of course, the improvement in the agreement between the measured and modelled NO\textsubscript{2} columns can only be considered as necessary but still insufficient evidence that our emission estimates are sufficiently accurate. The comparison with independent data such as near surface ozone and NO\textsubscript{x} concentrations provides a much more critical test of our results. The locations of the ground-based monitors that we considered in this study are marked by blank dots in Fig. 3b, c. Specifically, Fig. 3b shows the coordinates of the UK AURN monitoring stations, and Fig. 3c indicates locations of EMEP monitors. Unfortunately, the ground-based measurements are available only for areas where the differences between our estimates and the EMEP data are not so large. Note also that the UK stations tend to be clustered within and around major cities. In particular, 7 stations out of 21 considered are located in London and its nearest suburbs; these stations correspond to only two grid cells of our model. The results of comparison of the ground-based measurements with corresponding model results are summarized in Figs. 9 and 10.

While performing simulations of near surface concentrations of ozone and NO\textsubscript{x} with our estimates of NO\textsubscript{x} emissions, we used two different options regarding CO and VOC emissions. The first option was to assume that the relative interannual changes of emission of CO and hydrocarbons are the same as those of NO\textsubscript{x} emissions. Indeed, VOC and NO\textsubscript{x}, as well as CO have many common sources, and thus the multiannual changes of their emissions likely covariate to some extent. Another option was to use the annual EMEP data for emissions of CO and VOC, but we kept in mind that their uncertainty is probably as large as the uncertainty in the expert data for NO\textsubscript{x} emissions. When it is not specified otherwise, the results are reported for the first (main) option. The second option is discussed below only in the case of ozone simulations, since the results for NO\textsubscript{2} columns and NO\textsubscript{x} near surface concentrations obtained with the expert annual data for VOC and CO emissions do not differ significantly from the respective results obtained with the first option.

In case of NO\textsubscript{x} measurements (Fig. 9), we considered a combined time series in which measurement data from different monitors and simulated data for the monitoring sites
are weighed in order to equalize contributions from sites with very different level of air pollution. The weights have been defined such that the seasonally-mean NO\textsubscript{x} concentrations averaged over 10 years at each of the sites is equal after weighing to the total average (both over years and sites) of the seasonally-mean measured NO\textsubscript{x} concentrations before weighing. It is useful to note that direct comparison of the time series) calculated for NO\textsubscript{x} relative inter-annual changes in simulated and measured NO\textsubscript{x} concentrations. Steinbacher et al. (2007) found that, on the average, only 70–83 percent of NO\textsubscript{2} measured at a non-elevated rural site could be attributed to real NO\textsubscript{2}. We have no specific information about possible artifacts in the considered NO\textsubscript{x} measurement in Great Britain, but it seems probable that they should be much smaller than those mentioned above. Indeed, the majority of the selected NO\textsubscript{x} monitors (19 out of 21) are located in urban areas, and, therefore, the ratio of concentrations of secondary pollutants containing nitrogen (such as HNO\textsubscript{3} and alkyl nitrates) to those of primary NO\textsubscript{x} pollutants at the selected AURN sites should be significantly smaller than at the rural sites considered by Steinbacher et al. Similarly, the climate in Mexico City is warmer and actinic fluxes larger than in Great Britain, and thus it is more favorable to oxidation processes. A bias which these artifacts may cause in the measured negative trend in NO\textsubscript{x} concentrations in UK is likely positive, because concentrations of OH and O\textsubscript{3}, which are responsible for the oxidation of NO\textsubscript{x} species, are likely to increase in urban sites as NO\textsubscript{x} emissions decrease. The magnitude of this bias is quite difficult to assess; most probably, it is less than 10 percent of the measured trend. Such bias cannot change any conclusions of this study. Tropospheric O\textsubscript{3} is exhibiting two diametrically opposed behaviors being observed world wide, the peak O\textsubscript{3} values in urban areas of EU and US has been coming down (especially during the 1990s) as a result of regulation, but the background is continuing to increase. For the ground based ozone in this study (see Fig. 10), we compared the average (over all EMEP sites considered) of 90 percentiles (defined for each monitoring site during the considered summer seasons) of measured daily maxima of ozone concentrations with the average of daily maxima of simulated ozone concentrations sampled on the same days when the respective 90 percentile in the measured concentration was observed. It can be seen that the observed trend is near zero, while all model calculations show small negative trends. The difference between the observed and modelled trends is not statistically significant and, most probably, it should be attributed to “random” uncertainties in the model (caused, e.g., by imprecision of meteorological data and chemical scheme). Our results do not allow us to completely exclude the role of some more “systematic” reasons for differences in the trends such as positive trends in boundary conditions (Simmonds et al., 2005; Ordonez et al., 2007) or changes in reactivity of hydrocarbons. But still, the improvements which take place with our emissions are rather considerable both in the trend and in RMSE. In particular, RMSE (defined for the time series shown in Fig. 10) is reduced by 20 percent (from 7.4 to 5.9 \(\mu g/m^3\)) in comparison with the simulation based on the new EMEP emissions. The improvements in RMSE take place for the majority (27 out of 36) of sites and 7 (out of 9) annual data points (see Fig. 10) considered independently. The binomial statistical test indicates that the “null” hypothesis (“the changes are completely random”) applied to the statistical ensembles of individual monitors or individual years should be rejected with the probabilities of 99.6 in the case of sites and 82 percents in the case of annual data. The improvements are distributed rather homogeneously across regions where the long-term measurements took place. Specifically, the numbers of sites, for which RMSE was reduced, versus the total numbers of sites in different countries are as follows: 5/9 in Austria, 2/2 in Belgium, 2/3 in Switzerland, 1/1 in Czechia, 3/4 in Germany, 1/1 in Denmark, 0/1 in Finland, 1/1 in France, 6/6 in Great Britain, 0/1 in Ireland, 1/1 in Norway, 3/4 in Poland, and 2/2 in Sweden. Some (smaller) improvements are found when the changes of VOC and CO emissions were specified using the EMEP data. In this case, the RMSE is reduced by about 4 percent.
(from 7.4 to 7.1 \(\mu g/m^3\)), the improvements in RMSE are found in 22 individual sites (with the probability that the “null” hypothesis is wrong to be 76 percent), the magnitude of the trend remained the practically same.

In conclusion, our estimates of NO\(_x\) emission changes are consistent (within the range of uncertainties caused by other factors) with measurement data both for tropospheric NO\(_2\) column amounts and near–surface concentrations of ozone. Although we cannot claim that our estimates are more precise than the emission data based on the EMEP inventory everywhere, our analysis has shown that they are at least not worse on the whole. Our estimates may yield largest improvements in simulation of near surface concentrations in the regions where the directions of the trends in the top-down and bottom-up estimates of NO\(_x\) emissions are opposite (e.g. in Russia and Turkey), but unfortunately no measurements are available there. The disagreement between different emission data can be considered as evidence that the knowledge of emissions in these regions is currently inadequate.

5 Conclusions

In this study we used the data on tropospheric NO\(_2\) columns amounts derived from long-term satellite measurements of GOME and SCIAMACHY in order to investigate and estimate decadal changes (between 1996 and 2005) in NO\(_x\) emissions in Europe, the Mediterranean and the Middle East. To this end, the measurement data were combined in the framework of an original inverse modelling scheme with calculations performed with a continental scale CTM. In contrast to more common approaches, our algorithm does not rely on a priori estimates of the inferred quantities and does not require explicit assumptions about the magnitudes of uncertainties in emission inventories, measurement data and model results. We constrain a priori only maximum magnitudes of the emission trends and inter-annual variations superimposed on the trend. Results obtained with this method are highly relevant, because they allow confirmation and improvement of “expert” emissions trends by means of independent information. In contrast to surface measurements, satellite measurements have the necessary spatial coverage needed for such a study and can be extended to other regions lacking high quality monitoring networks.

Our results indicate that, in agreement with expert estimates, NO\(_x\) emissions in Europe have been generally decreasing (with some exceptions) in Western and Central Europe. Stronger decreases are calculated for Great Britain, Germany and France, where we found the trends in NO\(_x\) emissions to be \(-4.7\pm0.6\), \(-3.7\pm0.7\), and \(-2.8\pm1.3\) percent per year, respectively. These results are also in qualitative agreement with independent studies (Jonson et al., 2006; Vautard et al., 2006), which conclude that NO\(_x\) and VOC emission reductions are not in contradiction with observed surface ozone (higher percentiles) over Western Europe in the nineties. Rather stable emissions are calculated for Mediterranean countries (Spain, Italy, Greece), and increasing emissions on Atlantic and Mediterranean ship tracks. Significant decreasing trends are also found for some of the biggest Eastern European and Middle East countries such as Poland (\(-2.7\pm1.5\)), Russia (\(-2.5\pm1.6\) ) and Turkey (\(-2.0\pm1.0\)). In Russia, the spatial structure of the measurement based trends demonstrates strong heterogeneity, with positive trends concentrating around the largest Russian megacities such as Moscow, St.-Petersburg and Nizhny Novgorod. Strong heterogeneity in the distribution of NO\(_x\) emissions trends is also found in Ukraine, where the eastern industrial regions show strong positive trends, whereas negative trends are dominating in western regions.

Our “top-down” estimates of emission trends were compared with trends calculated with “bottom-up” emission data based on the most recent EMEP inventory. The differences between the trends calculated with these two kinds of data are found to be within the range of uncertainties for most of the countries considered, but there are also several exceptions. In particular, our estimates suggest that the negative trend is much smaller than predicted by the experts in Italy. Negative trends instead of positive ones in the expert data are found for Balkan countries, Russia and Turkey. Additionally, we compared our results with those calculated using NO\(_x\) emissions from an older version of the EMEP data (obtained from the EMEP website before 1 December 2006). We found that our estimates better agree with the more recent EMEP data than with older ones for the biggest Western European countries, as well as Greece, Former Yugoslavia and Turkey, but no improvements are found for Russia and Ukraine.

Model runs using the obtained estimates of emission changes were found to demonstrate a satisfactory agreement with data of independent near-surface measurements of NO\(_x\) in Great Britain and ozone at stations of the European EMEP network. In case of NO\(_x\), we found the simulations performed with our estimates to be more consistent with the measurements than the simulations performed with the older version of the EMEP data (obtained before 1 December 2006), while no significant difference is found between simulations performed with the measurement-based and more recent EMEP emissions. In case of ozone, statistically significant improvements of the agreement between simulations and measurements are found when the simulations are performed with our emission estimates in comparison with simulations produced with both versions of the EMEP data. The demonstration of greater potential of our estimates in improving simulations of near surface concentrations is hampered by the fact that the long-term ground based measurements are available mostly for regions where the difference between “top-down” and “bottom-up” estimates of NO\(_x\) emissions trends is relatively small. Data from different national monitoring networks in EU countries may provide more useful information for validation of emission estimates.
derived from satellite measurements. Such work can be performed in the future.

Overall, this study demonstrated that available satellite data combined with modeling results can be of great value in obtaining realistic estimates of multi-annual NOx emission changes. We believe that the long-term satellite measurements of NO2 and other species together with modern inverse modeling methods open a promising perspective for global monitoring of emission changes and provide the basis for improving quality of data of traditional emission inventories.
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