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ABSTRACT
In wireless sensor networks, bandwidth is one of precious resources to multimedia applications. To get more bandwidth, multipath routing is one appropriate solution provided that inter-path interferences are minimized. In this paper, we address the problem of interfering paths in the context of wireless multimedia sensor networks and consider both intra-session as well as inter-session interferences. Our main objective is to provide necessary bandwidth to multimedia applications through non-interfering paths while increasing the network lifetime. To do so, we adopt an incremental approach where for a given session, only one path is built at once. Additional paths are built when required, typically in case of congestion or bandwidth shortage. Interference awareness and energy saving are achieved by switching a subset of sensor nodes in a passive state in which they do not take part in the routing process. Despite the routing overhead introduced by the incremental approach we adopt, our simulations show that this can be compensated by the overall achieved throughput and the amount of consumed energy per correctly received packet especially for relatively long sessions such as multimedia ones. This is mainly due to the fact that a small number of non-interfering paths allows for better performances than a large number of interfering ones.

Categories and Subject Descriptors
C.2 [Computer-Communication Networks]: Network Protocols
General Terms: Algorithms, Design, Performance

1. INTRODUCTION
Recent advances in micro-electronics and wireless communications in addition to the availability of inexpensive CMOS cameras and microphones, allowed for the emergence of wireless multimedia sensor networks (WMSN) [1]. These latter can significantly enhance a wide range of applications like object detection, surveillance, recognition, localization, and tracking. Such applications require a significant effort in developing new approaches well adapted to both wireless sensor networks and multimedia transport specific characteristics. On the one hand, sensor networks are very constrained in terms of energy, processing power and bandwidth. On the other hand, multimedia applications are resource hungry and are very demanding of bandwidth.

One solution to provide sufficient bandwidth to multimedia applications in WSN and hence improve their quality, is multipath routing that has been a hot research area for years. Most of multipath routing protocols in wireless sensor [2][3] and generally in ad hoc networks [10][12] were targeted to failure tolerance. Additional paths are maintained to serve as backup on primary path failure. Few of them like SMR [4] consider the use of multiple paths concurrently. Disjointness [2][3] allows for a more balanced traffic in the network however, it does not deal with interferences. The selected paths may be highly interfering if their respective links are too close. Consequently, the overall achieved throughput is far from being the summation of the bandwidth offered independently by the different paths [2][3].

Because of the shared nature of the medium and the non centralized random access protocols in ad hoc wireless network, interferences are likely to appear when two active (transmitting/receiving) nodes are in the radio range of each other. One approach to reduce interferences is the design of routing protocols with new metrics that integrate interferences in their paths cost. Some of these metrics are ETX (the expected transmission count metric) [5] and ETT (the expected transmission time metric) [6]. Extensions of these metrics have recently been proposed considering the availability of a multi-channel facility in mesh networks [7][8]. More recently [9] proposed WIM (Weighted Interference Multipath metric) that allows for considering spatial diversity through introducing the number of neighbors in the estimation of interferences.

All the previously cited works on interference-aware routing, rely on metric estimations that require frequent periodic probing messages exchange. This is not suitable to WSN characterized by their scarce energy and limited processing capabilities. In fact, most of these metrics are targeted to mesh networks where these limitations do not hold. Moreover, they adopt a source-routing approach which is, once again, not suitable to WSN because of RREQ packets size requiring more energy to be transmitted/received. Finally, proposals relying on a multi-channel facility are bet-
ter suitable to mesh networks while they are not adapted to WSN due to the overhead and energy consumption needed for channel switching.

In this paper, we consider the problem of interfering paths in WMSN. We assume that only one channel is available and thus we do not address intra-path interferences. Instead, we focus on inter-path interferences and consider both intra-session (for one source) and inter-session (typically, multiple sources) interferences. Our main objective is to provide necessary bandwidth to multimedia applications through non-interfering (radio disjoint) paths while increasing the network lifetime. To achieve our twofold goal, we chose to adopt an incremental approach where only one path is built at once for a given session. Additional paths are built when required, typically in case of path congestion or lack of bandwidth. When a given path is selected to be used, all nodes interfering with it are put in a passive state. Passive nodes do not further take part in the routing process so they could not be used to form a new path that consequently, will not interfere with previously built ones. Moreover, passive nodes can be put in sleep or idle modes, thus allowing for energy saving and hence increasing the network lifetime.

Despite the routing overhead introduced by the incremental approach we adopted, our simulations showed that this can be compensated by the overall achieved throughput and the amount of consumed energy per correctly received packet especially for relatively long sessions such as multimedia ones compared to traditional scalar data ones. This is mainly due to the fact that a small number of non-interfering paths allows for better performances than a large number of interfering ones. The paper is organized as follows. Our incremental non-interfering multipath protocol is described in section 2. Some simulation results are shown in section 4. Section 4 concludes and summarizes some of our future work.

2. MAXIMALLY RADIO-DISJOINT MULTIPATH ROUTING (MR2)

Our proposal is an incremental on-demand reactive multipath routing protocol that makes use of path tables at the sensor nodes. Each sensor is able to create, maintain and update a path table that records the different paths to the sink. It contains an entry for each path with the following fields:

- **pathId**, the path id, corresponds to the last crossed sensor in this path from the source to the sink.
- **nextNode**, the next hop toward the sink on this path,
- **metric**, an estimation of the associated quality metric for this path (hop count, available energy, an estimation of path lifetime or any other metric depending on the application requirements).
- **inUse**, a flag when set, it indicates that the corresponding path is currently in use.

A sensor node with respect to the routing process can be either in active or passive state. In a passive state, as opposed to an active one, a sensor does not take part in the routing process. From an energy point of view, a passive node can be put in an idle or even a sleep mode to save energy and hence increasing the network lifetime. This depends on the network density and if concurrent sessions with critical information have to be handled. Clearly, a tradeoff is to be made between energy saving and serving other sessions mainly critical ones. We argue that putting some nodes in a sleep mode is well justified in the case of dense networks as it is the case of WSN.

2.1 Route discovery

In order to build paths, MR2 follows main ideas behind existing routing algorithms in ad-hoc and sensor networks. The sink floods the network with a request until the sensor, referred to as the source, having the requested data is reached. A request contains the following fields:

- a request sequence number that gives the rank of the currently built path for this session,
- a path id that corresponds to the first crossed sensor from the sink by this request,
- the last crossed node id,
- till this node path quality metric
- a flag called isRepair set when a path has to be repaired (the currently built path is to replace a broken one)

Initially, all sensor nodes are in the active state and route discovery is initiated by the sink sending a request using its address as the path id. Upon the reception of a request, a sensor node creates a new path entry if the reported path id does not appear in its table. If the request originator is the sink, then the path id of the entry is this node id ; otherwise, it uses the path id reported by the current request. The **nextNode** field is simply the last crossed sensor by the request and the **inUse** flag is set to zero. The **metric** field is also updated depending on its nature. If for instance, we choose to use hop count as our metric, then the reported metric is incremented by one before it is recorded. If the reported path id is already stored in the path table, then the corresponding entry is replaced if the current request provides a better quality metric ; otherwise, the request is simply ignored. A request needs to be rebroadcast only if it induces path table update.

Every time, the source receives a request, it records it in its path table. When all routes from all of its active neighbors are received, the source proceeds for the selection of one path with the best metric value. Immediately, it begins transmitting data on this chosen path. When a sensor node receives a data packet to be forwarded on a given path P, it sets the inUse flag and sends (only once per session) a bePassive message to its neighbors excepting its next and previous nodes in P. On the reception of a bePassive, a node changes its state to passive. When an additional path has to be built, passive nodes do not react to requests and hence will not take part in the formation of an additional path. In this way, we ensure a maximum radio disjointness among built paths, thus improving the application overall throughput.

As described, MR2 is designed in the context of a request-driven sensor network model where the sink is the originator of a request. However, it can be easily extended to the event-driven model where a sensor detecting a target decide to transmit sensed data to the sink. In fact, paths can be
built using the flooding of the first data packet transmitted by the source toward the source for instance.

2.2 Data transmission

An application data packet header mainly contains a sequence number, the identity of the source in addition to the path id on which this packet has to be forwarded. Depending on the application, the construction of an additional path can be initiated by the sink immediately after receiving the first data packet or when a given condition occurs. In the case of video transport for instance, the sink may require building an additional path when the video quality is poor. An additional path discovery can also be requested when the sink detects congestion when it experiences larger inter-packet delays than expected.

When multiple paths are available, the source has to be able to partition its traffic on the available paths following a given strategy depending on the application nature and requirements. If reliability is of a prime importance, one can choose to transmit redundantly the same flow on more than one path. In contrary, when the application is semi-reliable where some losses are tolerated as it is the case of multimedia and in particular image/video delivery, the traffic can be divided into multiple flows using layered or multiple description coding. In the former, there is one base layer and several enhancement layers and in the latter, flows are of equal importance.

2.3 Route maintenance

Route maintenance is the role of the sink. A broken path is detected by the sink if it does not receive further data on this path for a given period of time or when it receives a RERR (route Error) message. This latter is sent by a sensor when its energy level is under a given threshold. When a path is reputed to be broken, the sink initiates a new route discovery phase with the isRepair field set. The request, in this case, contains an additional field that records the id of the broken path. In this way, the source is able to know which entry it has to remove from its path table.

3. SIMULATION RESULTS

Our interference-aware routing protocol (MR2) is implemented using TOSSIM, a bit level simulator for TinyOS platform. We also implemented the single path approach in addition to a multipath routing protocol without interference awareness. In all of the implemented schemes, the quality metric used is path length given as the number of hops from the source to the sink. In what follows, we will use terms Single and HC to refer to the single path approach and the multipath scheme without interference awareness.

In our simulations, we considered a square sensor field of size 1000 × 1000m² where a given number N² of static sensor nodes ranging from 49 to 625 are deployed in a randomized grid. The sink is located at the upper right corner (coordinates 1000,1000) and a given number of transmitting sources are selected randomly. Experiments were performed and averaged over 100 simulations with different topologies and two different densities corresponding to what we refer to as sparse and dense modes. In the former, the transmission radio range for all nodes is set to 1500/N and in the latter to 2000/N giving a mean node degree of 8 and 12 respectively.

All the sensors have same processing capability and the energy dissipation due to processing was neglected in our simulations. For communication, we adopted the energy model of [3]. To transmit a k-bit message a distance d, the consumed energy is given by $E_{Tx}(k, d) = E_{elec} k + \epsilon_{amp} k d^2$. To receive a k-bit message, a sensor consumes $E_{Rx}(k) = E_{elec} k$ where $E_{elec}$ is the dissipated energy by the radio to run the transmitter or the receiver circuitry and $\epsilon_{amp}$ is the required energy by the transmit amplifier. The passive nodes are put in the sleep state and assumed to consume 1/100 the reception power.

Firstly, we looked at the characteristics of built paths in the different implemented schemes. Figure 1 plots the mean path length (hops number) ratio of built paths in MR2 and HC with respect to the case of a single path scheme. One fundamental observation is that MR2 paths are closer to the best path length (single path scheme) especially when increasing the network size/density. Figure 2 gives the mean number of built paths as a function of the number of nodes. We see that in MR2, we are able to only build a restricted number of paths (about 2, due to interference-awareness) compared to HC where more than 4 or 8 paths are built depending on the network density. Despite that, MR2 achieves better performances in terms of overall achieved throughput, energy saving and end-to-end delay even with a few number of paths as will be shown in what follows.
Figure 3: Success ratio with respect to a single path approach

Table 1: Number of involved nodes in the delivery process

<table>
<thead>
<tr>
<th>Mode</th>
<th>Sparse</th>
<th>Dense</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Scheme</td>
<td>HC</td>
</tr>
<tr>
<td>49 nodes</td>
<td>24.54</td>
<td>12.75</td>
</tr>
<tr>
<td>100 nodes</td>
<td>35.69</td>
<td>16.85</td>
</tr>
<tr>
<td>225 nodes</td>
<td>88.02</td>
<td>42.6</td>
</tr>
<tr>
<td>400 nodes</td>
<td>130.02</td>
<td>49.35</td>
</tr>
<tr>
<td>625 nodes</td>
<td>164.49</td>
<td>58.41</td>
</tr>
</tbody>
</table>

Figure 4 plots the overall success ratio of the two multipath approaches with respect to the single path delivery strategy as a function of the number of nodes. We can see that MR2 achieves better success ratio that increases with the network size especially for highly interfering networks (dense mode). For instance, MR2 improves the success ratio by more than 70% (with only two paths) compared to a single path approach instead of only 30% for HC (with more than 8 paths). Figure 4 shows the mean throughput improvement for the different sources as a function of time and confirms the previous observations. Mainly, we observe that in the dense mode, MR2 clearly shows better performances. However, in the sparse mode, achieved throughput is almost the same. Despite that, MR2 still performs better in terms of resources utilization (number of involved sensors in the delivery process) due to its restricted number of paths. Table 1 reports the number of involved nodes in the routing process in the two multipath schemes in both sparse and dense modes for different network sizes. We can see that in MR2, a small number of nodes contribute to achieve at least the same level of performances as HC.

Achieved improvements in MR2 are the result of the absence of interferences thanks to our incremental approach in building paths. Figure 5 shows how much each built path contributes in the delivery success. We see that one path in MR2 gets more than 50% of success which allows for achieving more throughput with only two paths than the single path approach. However the contribution of one path when
interferences are frequent (HC) is about 20%. This observation shows how it is important to build non-interfering paths.

In terms of the end-to-end delay, figure 6 shows that once again, MR2 performs better since paths length is smaller than those built by the non-interference aware approach (HC). As already shown (figure 6), MR2 paths length are closer to the smallest path built in the single path routing. This behavior is more noticeable when the number of nodes increases. This is a nice feature for scalability and to avoid big variations in delay between different paths serving the same session.

In order to evaluate the routing overhead introduced by the incremental approach adopted in MR2, we performed simulations for one session per source of 15 seconds and others for 5 minutes to see the energy saving that we can achieve when a session delay increases. We evaluate routing overhead using the consumed energy by mainly the request messages. Figures 7 and 8 plot energy consumption of the routing process as a function of the network size with respect to single path routing. As expected, MR2 as shown in figure 7 introduces about 30% of additional overhead compared to HC. However, when we look to the experienced overhead per correctly received packet (figure 8), we see that the difference is less pronounced even if HC introduces less routing overhead.

Let us now look to the overall energy consumption per message including routing overhead. Figure 8 shows this amount of energy for the case of short sessions (15 seconds) and long ones (5 minutes). We can see that for both cases, MR2 consumes less energy especially for highly interfering and large networks. It is clear that energy saving will be better if we increase the simulation time as shown in figure 8 (b). This is mainly due to the fact that a given number of nodes (passive ones) are put in the sleep mode.

We finally looked at the load fairness among the sensors involved in the delivery process in terms of the number of processed messages. We used $\left(\sum_{i=1}^{N_a} M_i\right)^2/(N_a \sum_{i=1}^{N_a} M_i^2)$ where $M_i$ is the number of processed messages by node $i$ and $N_a$ is the number of the involved nodes in delivering data. Figure 10 shows that a better distribution of energy consumption is achieved in MR2. This allows for avoiding nodes to be more loaded than others. This decreases the probability that a given node consumes all of its energy before other ones and consequently, the network lifetime will be improved.

4. CONCLUSION

In this paper, we addressed the problem of interfering paths in the context of WMSN and considered both intra-session as well as inter-session interferences. We adopted an incremental approach where for a given session, only one path is built at once and additional paths are built when required. Interference awareness and energy saving are achieved through putting some nodes in a passive state. Simulation results showed that despite the routing overhead introduced by the incremental approach we adopted, this was compensated by the overall achieved throughput and the amount of consumed energy per correctly received packet especially for relatively long sessions such as multimedia ones. This is mainly, as shown, due to the fact that a small number of non-interfering paths allows for better performances than a large number of interfering ones. As a future work, we expect to implement both ETX and ETT metrics in order to compare our approach to those based on these two metrics. One application to congestion control and image transport
Figure 9: Overall consumed Energy per message (including routing overhead) in a session of (a) 15 seconds, (b) 5 minutes

Figure 10: Load fairness among involved sensors

is under development. We also plan to perform experiments in a real WSN test-bed where our approach will be applied to image/video transport in order to get more insight into the real benefit we could obtain.
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