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Abstract. The method of characteristics for obtaining spatial distributions of ionospheric electrodynamic parameters from ground-based spatial observations of the ground magnetic disturbance and the ionospheric electric field is presented in spherical geometry. The method includes tools for separation of the external magnetic disturbance, its continuation to the ionosphere, and calculation of ionospheric equivalent currents. Based on these and the measured electric field distribution, the ionospheric Hall conductance is calculated as the primary output of the method. By estimating the Hall- to-Pedersen conductance ratio distribution, the remaining ionospheric electrodynamic parameters are inferred. The method does not assume ~E to allow to study time-dependent situations. The application of this method to a Harang discontinuity (HD) situation on 27 October 1977, 17:39 UT, reveals the following: (1) The conductances at and north of the HD are clearly reduced as compared to the eastern electrojet region. (2) Plasma flow across the HD is observed, but almost all horizontal current is diverted into upward-flowing field-aligned currents (FACs) there. (3) The FACs connected to the Hall currents form a latitudinally aligned sheet with a magnitude peak between the electrically and magnetically defined HD, where break-up arcs are often observed. Their magnitude is larger than that of the more uniformly distributed FACs connected to the Pedersen currents. They also cause the southward shift of the magnetically defined HD with respect to the electrically defined one. (4) A tilt of the HD with respect to geomagnetic latitude as proposed by an earlier study on the same event, which used composite vector plot technique, and by statistical studies, is not observed in our single time-step analysis.
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1 Introduction

During and after the International Magnetospheric Study (IMS, 1976–1979), several methods have been developed to obtain instantaneous spatial distributions of the ionospheric electrodynamic parameters from ground-based measurements of the ground magnetic disturbance field together with the ionospheric electric field. A detailed review of these efforts is given by Untiedt and Baumjohann (1993). The two main approaches have been the “trial and error” or three-dimensional modeling method and the method of characteristics.

In the “trial and error” approach (e.g., Baumjohann et al., 1981; Oppegard et al., 1983), measurement-based models of the ground magnetic and ionospheric electric field distributions are used together with models of the unknown Hall and Pedersen conductances to vary the latter until the calculated ground magnetic disturbance sufficiently fits the measured one. An advantage of this method is that it can be led through with virtually any data coverage. However, especially (though not only) in case of sparse data, due to the nonunique relation between a certain ground-magnetic field and the ionospheric electrodynamic quantities that produce it, the range of possible models that fit the observations to a specified degree may be quite large, and no error estimation can be provided for the final results. Another disadvantage of the “trial and error” method is that to reproduce the ground magnetic disturbance on a certain model area, the ionospheric quantities have to be modeled on a considerably larger area. Since for that larger area often not enough data of a single time-step are available, it becomes necessary to produce the input...
data by the “composite vector plot” approach which translates temporal changes of the observed quantities into spatial distributions by assuming a stationary structure moving with a certain velocity over the field of view of the measurements (e.g., Kunkel et al., 1986). These assumptions limit the ability of the method to obtain instantaneous output distributions since the stationarity assumption may not hold, and for the uncertainties in the velocity estimation.

The method of characteristics (Inhester et al., 1992; Amm, 1995), on the contrary, is a forward method in which the ionospheric electric and ground magnetic field measurements are used to solve a first-order differential equation for the Hall conductance first. Using the measured electric field and a modeled Hall-to-Pedersen conductance ratio distribution, the remaining electro-dynamical quantities are then inferred from it. The typical range of the conductance ratio is relatively narrow, between 1 and 2 for quiet periods (e.g., Schlegel, 1988), increasing up to about 3 under disturbed conditions and about 5 for substorm situations associated with discrete aurora (e.g., Kirkwood et al., 1988; Olsson et al., 1996; Aikio and Kaila, 1996; Lester et al., 1996; however, some extreme values up to 10 directly inside an auroral break-up have been reported by Olsson et al., 1996), and the effect of its modeling on the final results has been shown to be small by Amm (1995). Moreover, additional optical or riometer data may be used for a rough estimate of this ratio. Usually, there are (mostly small) regions where the solution for the Hall conductance is nonunique. However, these regions are known, and an error estimation is available. No data are needed outside the actual area under study. Since divergence and curl of the input data have to be estimated, a reasonable data coverage inside that area is required.

Up to now, both methods have only been used in planar geometry, mostly in the “Kiruna coordinate system” defined by Küppers et al. (1979) which is a stereographic projection of the earth’s surface to a tangential plane that touches the earth near Kiruna, Sweden. Whereas neglecting the curvature of earth’s surface may be justified for small regions of interest, with the new possibility of obtaining electric field data over nearly half of the northern auroral zone with the SuperDARN radar (Greenwald et al., 1995), the methods should consequently be extended to spherical geometry.

An essential difference between the method of characteristics and the KRM (Kamide et al., 1981), AMIE (Richmond and Kamide, 1988), and IZMEM (Papitashvili et al., 1994) methods that are developed for spherical geometry, too, lies in their different primary input and output quantities: the latter methods use the ground magnetic field (KRM), interplanetary magnetic field (IZMEM), or variable sets of measurements (AMIE) to deduce the ionospheric electric potential, and the conductance distributions are input to them. Since no large-scale spatial conductance measurements are available, these distributions need to a large extent to be taken from statistical models. Whereas this does no harm when studying “typical” or averaged situations, it may restrict the ability of these methods to handle special, instantaneous events. Spatial measurements of the ionospheric electric field as needed as an input to the method of characteristics are available from coherent-scatter radars. However, the application of the method is limited to situations in which the radars receive enough backscatter to provide electric field data on a sufficiently large area.

In this paper, we will derive the method of characteristics for spherical geometry, including tools for extraction of the external part of the ground magnetic disturbance, its continuation to the ionosphere and calculation of the ionospheric equivalent currents.

We will then apply the method, using magnetic field data from the Scandinavian Magnetometer Array (SMA) (Küppers et al., 1979) and electric field data from the STARE coherent-scatter radar (Nielsen, 1982), on a Harang-discontinuity situation on 27 October 1977. We have selected this event for three different reasons: (1) Densely spaced ground magnetic field data from the SMA and STARE electric field data with good backscatter directly over that array are available. (2) This event was studied earlier by Lampen (1985) [main results shown in Untiedt and Baumjohann (1993)], so that we can compare our results using the method of characteristics with those gained by the “trial and error” method. (3) Finally, with the findings of this study we try to address some questions raised by Koskinen and Pulkkinen (1995) in their review on the physics of the Harang discontinuity.

2 Theory

2.1 General

The method of characteristics requires as input distributions of the ground magnetic field disturbance $\mathbf{B}_G$, the ionospheric electric field $\mathbf{E}$, and the ratio of the Hall to Pedersen conductance $z$. The first task is to extract the external part of $\mathbf{B}_G$, then continue it to the ionospheric height, and therefrom derive the ionospheric equivalent currents $J_{eq,lon}$ (Sect. 2.2). The ionosphere is treated as an infinitely thin conducting layer at radius $R_I = R_E + 100$ km, with $R_E$ being the earth’s radius. Next, we have to prove that $J_{eq,lon}$ is equal to the divergence-free part of the real horizontal ionospheric sheet currents, $J_{df}$ (Sect. 2.3). Then, the “core equations” of the method are discussed in Sect. 2.4. Finally, in Sect. 2.5, we take a closer look at time-dependent situations.

As in previous studies (e.g., Fukushima, 1976; Untiedt and Baumjohann, 1993), we assume that the earth’s main magnetic field is directed straight and perpendicular to the ionosphere. Moreover, we assume that there is no deviation between the magnetic field lines and the flow direction of the field-aligned currents $j_{df}$ (FACs). Consequently, in spherical geometry the FACs flow radially. Deviations of the real FAC flow from that direction are in our context only important
because of the ground magnetic field that this deviation causes (see Sect. 2.3), which has been shown to be small in polar latitudes (cf. Richmond, 1974; Fukushima, 1976; Tamao, 1986; Untiedt and Baumjohann, 1993, their Fig. 12; Amm, 1995). However, in mid- and especially equatorial latitudes the effect of that deviation becomes important, so that there we cannot use the method described in this paper (see also Sect. 2.4). A detailed discussion on the ground magnetic effect of straight but tilted FACs in planar geometry, including analytical expressions, and on the possible, but small errors in the output quantities of the method of characteristics related to that can be found in Amm (1995).

2.2 Separation of the external magnetic disturbance field, continuation to the ionosphere and calculation of ionospheric equivalent currents: spherical cap harmonic analysis

Decomposition of the magnetic field disturbance \( \vec{B}_G \) into its parts due to internal and external sources, and its height continuation by means of a spherical harmonic analysis (SHA) goes back to Gauss and is fully elaborated as early as in the classical book of Chapman and Bartels (1940). However, since the basis functions of SHA extend over the whole earth, problems appear if the area of interest and of measurements is confined to a part of the earth’s surface only; the SHA coefficients will then be poorly defined, or “virtual” data points have to be added. Moreover, since the maximum wavelength resolution of an SHA analysis is \( \lambda_{\text{min}} = (2\pi R_E)/n_{\text{max}} \) where \( n_{\text{max}}\) is the maximum degree used in the analysis, for a desired resolution of \( \lambda_{\text{min}} = 400 \text{ km} \), \( n_{\text{max}} = 100 \), i.e., a total number of 10201 coefficients would be required.

A way out of these problems is provided by spherical cap harmonic analysis (SCHA) (Haines, 1985). Let us assume that a given data set can be covered by a spherical cap with midpoint \((\theta_p, \varphi_p)\) (in geographical coordinates) and a half-angle \( \vartheta_0 \) of the cap. The SCHA expansion of the magnetic potential \( \Phi \) in the current-free region between \( r = R_E \) and \( r = R_I \) in the spherical coordinate system with the midpoint of the cap as the northern pole is (Haines, 1985)

\[
\Phi(r, \theta, \varphi) = R_E \left\{ \sum_{k=0}^{n} \sum_{m=0}^{k} \frac{(R_E/r)^{n+1}}{P_{n+1}^{m}(\cos \theta)} \left\{ \hat{g}_k^{m,i}(\cos \varphi) + \hat{h}_k^{m,i}(\sin \varphi) \right\} \right. \\
+ \left. \sum_{k=0}^{n} \sum_{m=0}^{k} \frac{(R_E/r)^n}{P_n^{m}(\cos \theta)} \left\{ \hat{g}_k^{m,e}(\cos \varphi) + \hat{h}_k^{m,e}(\sin \varphi) \right\} \right\}.
\]

The first term of this equation gives the internal, the second sum the external part of the magnetic potential. Both of them can independently be calculated at different radii by inserting respective values for \( r \). The structure of Eq. (1) is similar to the corresponding one of SHA, but to yield appropriate basis functions on the spherical cap, the SHA integral degree \( n \) has to be replaced by a SCHA nonintegral degree \( n_k(m) \) where \( k = 0, \ldots, K \), for the sum of internal coefficients (index ‘\( i \)’) and \( k = 0, \ldots, K_e \) for external coefficients (index ‘\( e \)’) is an integer, with \( K_i \) and \( K_e \) determining the number of internal and external coefficients to be taken into account for the expansion of the potential. The \( n_k(m) \) are determined by the boundary conditions for the associated Legendre functions \( P_{n_k(m)}(\cos \vartheta) \) at \( \vartheta = \vartheta_0 \)

\[
\frac{dP_{n_k(m)}^{m}(\cos \vartheta_0)}{d \vartheta} = 0 \quad \text{for } k - m \text{ even,} \\
P_{n_k(m)}^{m}(\cos \vartheta_0) = 0 \quad \text{for } k - m \text{ odd,}
\]

The spherical cap harmonic coefficient \( n_k(m) \) for cap half angle \( \vartheta_0 = 20^\circ \) is tabulated in Table 1.

Table 1. Spherical cap noninteger degrees \( n_k(m) \) for cap half angle \( \vartheta_0 = 20^\circ \)

<table>
<thead>
<tr>
<th>( k )</th>
<th>( n_k(0) )</th>
<th>( n_k(1) )</th>
<th>( n_k(2) )</th>
<th>( n_k(3) )</th>
<th>( n_k(4) )</th>
<th>( n_k(5) )</th>
<th>( n_k(6) )</th>
<th>( n_k(7) )</th>
<th>( n_k(8) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>6.38</td>
<td>4.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>10.49</td>
<td>10.49</td>
<td>8.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>15.31</td>
<td>14.79</td>
<td>14.26</td>
<td>11.69</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>19.60</td>
<td>19.60</td>
<td>18.75</td>
<td>17.86</td>
<td>14.93</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>24.29</td>
<td>23.97</td>
<td>23.64</td>
<td>22.53</td>
<td>21.36</td>
<td>18.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>28.65</td>
<td>28.65</td>
<td>28.09</td>
<td>27.52</td>
<td>26.20</td>
<td>24.79</td>
<td>21.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>33.28</td>
<td>33.04</td>
<td>32.81</td>
<td>32.05</td>
<td>31.28</td>
<td>29.78</td>
<td>28.18</td>
<td>24.43</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>37.67</td>
<td>37.67</td>
<td>37.25</td>
<td>36.83</td>
<td>35.91</td>
<td>34.97</td>
<td>33.30</td>
<td>31.52</td>
<td>27.55</td>
</tr>
</tbody>
</table>

\( \hat{g}_k^{m,i} \) and \( \hat{h}_k^{m,i} \) are normalization factors [in geophysics usually Schmidt normalization, e.g., Chapman and Bartels (1940)].

One important fact to note is that \( n_k(m) \geq k \) (see Table 1 for an example with \( \vartheta_0 = 20^\circ \) and \( k = 0, \ldots, 8 \)).
The minimum wavelength resolution of SCHA is similar to that already given for SHA, but with \( n_{\text{max}} \) substituted by \( n_k(m)_{\text{max}} \). For the example as given in Table 1, an SHA analysis with the same number of coefficients would have \( n_{\text{max}} = 8 \). As seen from the table, for SCHA \( n_k(m)_{\text{max}} = 37.67 \) holds. Hence, for our example we see that with the same number of coefficients, SCHA yields an about 4.7 times higher spatial resolution than SHA, in addition to the already-stated advantage that no unsampled data outside the spherical cap is needed.

The coefficients \( g_k \) and \( h_k \) are determined by fitting \( B_{G} = -\nabla \Phi \) to the given observations. Then, the external part of the magnetic disturbance is extracted and the height continuation is performed by taking only the second sum and setting \( r = R_I \) in Eq. (1). Computer programs for these purposes were given by Haines (1988).

Two notes of caution should be given: (1) As noted by Haines (1985), errors can occur at the boundary \( \vartheta = \vartheta_0 \) during the upward continuation and spread inward with increasing continuation height. Haines attributed these errors to the missing independent control of the second and higher derivatives at that boundary. From our experience with the continuation from the earth’s surface to the ionosphere, it is enough to select \( \vartheta_0 \) 1–2° larger than demanded by the data points or the region of interest to prevent this effect from influencing that region. (2) Torta and de Santis (1996) found that SCHA may encounter numerical problems in the process of field separation when long wavelengths are modeled over small caps (similar to problems that occur in Fourier transforms when wavelengths longer than the transformation area are present). Their and our own experiences agree in that these errors can become critical for the small and often quite homogeneous internal part, but are not remarkable for the larger, usually more structured external part which is solely of interest for this study.

In planar geometry, the relation between the magnetic field disturbance immediately below or above a plane and the related equivalent currents in that plane is local \( (J_{eq}(\vec{r}) = 2/\mu_0 (\vec{z} \times \vec{B}(\vec{r})) \), where \( \vec{z} \) is a unit vector perpendicular to the plane and \( \vec{B} \) the magnetic field in the immediate vicinity of the plane, if it is left in \( \vec{z} \) direction) since any segment of \( J_{eq} \) causes a horizontal magnetic disturbance directly below and above its position only, and elsewhere in the plane a purely vertical one. In spherical geometry, this relation becomes nonlocal. Expressed in spherical (cap) harmonics, where \( \Phi_k \) denotes the \( k \)-th harmonic of the external magnetic potential [i.e., the external part of Eq. (1) inside the \( k \) sum] immediately below the ionosphere, and \( \Psi_k \) the corresponding \( k \)-th harmonic of the ionospheric equivalent current function as defined by \( J_{eq, \text{ion}} = \nabla \Psi \), we get [cf. Richmond, 1974; Haines and Torta, 1994; the factor 10/4\( \pi \) that appears in Chapman and Bartels (1940) and Kamide et al. (1976)] is related to cgs units

\[
\Psi_k = \frac{1}{\mu_0} \left( 2 - \frac{1}{n - 1} \right) \Phi_k. \tag{4}
\]

Note that Eq. (4) can be inserted into Eq. (1) to calculate \( \Psi \) from the SCHA coefficients in a one-step procedure. The constant factor \( 2/\mu_0 \) is the same as in planar geometry and represents the local part of the relation between \( \Psi \) and \( \Phi \), whereas the second term in brackets is responsible for the nonlocal part. The latter disappears for \( n \to \infty \), corresponding to \( \lambda \to 0 \) when the curvature of the sphere becomes negligible. To show this nonlocality, Fig. 1 displays the horizontal magnetic field of a constant sheet current of 1000 mA/m, flowing eastward with its center at constant latitude of 70° (the sheet current has 1° of width and extends over 180° longitude), as calculated by direct Biot-Savart integration. To make the small vectors due to the nonlocal part of Eq. (4) visible, we deleted the 637-nT vectors produced by the local part at the center latitude of the current flow. In the case shown, the nonlocal vectors have a magnitude of about 0.6% of the local ones at 1° latitudinal distance of the current, and decrease to 0.18% at 5° latitudinal distance.

In some studies, the three steps presented in this section [i.e., extraction of the external part of the magnetic potential, its continuation to the ionosphere, and calculation of equivalent currents considering spherical geometry] are completely skipped (e.g., Lühr and Schlegel, 1994; Stauning, 1995), and the ionospheric equivalent currents are approximated as \( J_{eq, \text{ion}} \approx 2/\mu_0 (\vec{B}_G \times \vec{r}) \), i.e., as equal to the total equivalent currents on the ground. However, we feel that although depending on the type and purpose of the study, considerable errors can be introduced; especially if the upward continuation is skipped. Typically, the ionospheric equivalent currents are not only larger than those on the ground, but may also have a somewhat different structure, since high wave numbers are amplified in the process of upward continuation [cf. Eq. (1), compare Sect. 3].
2.3 Ionospheric equivalent currents and divergence-free part of real ionospheric currents

As with any vector field, we can decompose the real ionospheric sheet current density $\mathbf{J}$ into a curl-free and a divergence-free part uniquely:

$$\mathbf{J} = \mathbf{J}_{ef} + \mathbf{J}_{df}. \quad (5)$$

For $\mathbf{J}_{eq,Ion}$ to be equal to $\mathbf{J}_{df}$ it is thus required that $\mathbf{J}_{ef}$ together with its accompanying FACs

$$\mathbf{J}_1 = \nabla_h \cdot \mathbf{J} = \nabla_h \cdot \mathbf{J}_{eq}$$

causes no magnetic field below the ionosphere (the subscript $h$ denotes the horizontal part of the divergence vector operator). This can be most easily proved by decomposing $\mathbf{J}$ into spherical curl-free and divergence-free elementary current system (Amm, 1997; note that this can be done regardless of any considerations on conductances or the electric field), and then proving that the curl-free elementary system together with its FACs has the desired property. The curl-free elementary system is

$$\mathbf{J}_{eq,el} = \frac{4\rho_{eq}}{4\pi R_0} \cot(\vartheta/2) \hat{\mathbf{e}}_r,$$  \quad (7)

where $\vartheta = 0$ is called the pole of the elementary system. Equation (7) is similar to a system that was attributed to Pedersen currents in an earlier study by Fukushima (1976). There and in Amm (1997) proofs are given that the magnetic effect of the this system together with its radially flowing FACs is zero below the ionosphere. Hence, we have

$$\mathbf{J}_{eq,Ion} = \mathbf{J}_{df} \quad (8)$$

2.4 Core equations of the method of characteristics

To summarize shortly our start equation, we have $\mathbf{J}_{eq,Ion} = \text{Fct.}(B_0)$ from Sect. 2.2, and Eq. (5) together with Eq. (8) as the link between $\mathbf{J}_{eq,Ion}$ and $\mathbf{J}$ from Sect. 2.3. Also noted in that section is Eq. (6) as the relation between $\mathbf{J}$ and its FACs that comes from the divergence-freeness of the total current system. In its given form, it is valid for the earth’s main magnetic field being perpendicular to the ionosphere, as assumed. Finally, we need Ohm’s law which, under the same assumption, has the form

$$\begin{pmatrix} J_0 \\ J_\vartheta \end{pmatrix} = \begin{pmatrix} \Sigma_p & -\Sigma_H \\ \Sigma_H & \Sigma_p \end{pmatrix} \begin{pmatrix} E_0 \\ E_\vartheta \end{pmatrix}. \quad (9)$$

However, in the real case the preceding assumption is not fulfilled and the tensor $\Sigma$ in Eq. (9), including polarization effects, should read (e.g., Amm, 1996)

$$\Sigma = \begin{pmatrix} \Sigma_0 & \Sigma_0 \cos(\vartheta - \vartheta_0) \\ \Sigma_0 \cos(\vartheta - \vartheta_0) & \Sigma_0 + \frac{\Sigma_0 \cos^2 \vartheta_0}{\sigma} \end{pmatrix}.$$  \quad (10)

where $\Sigma_0$ is the conductance parallel to the magnetic field, $\vartheta$ the angle between the magnetic field lines and the normal on the ionosphere, and $C = \Sigma_0 \cos^2 \vartheta + \Sigma_p \sin^2 \vartheta$.

The question arises, what errors are introduced for $\Sigma$ by the assumption of a radial main magnetic field. Figure 2 shows the tensor elements of Eq. (10) for a dipole main magnetic field, with $\Sigma_p \equiv 1$ and $\Sigma_H \equiv 2$ (in relative units) which are also indicated in Fig. 2 by horizontal dotted lines. The deviation between the tensor elements of Eqs. (9) and (10) is nearly unnoticeable for $\vartheta \leq 30^\circ$, i.e., polar latitudes, still acceptable for $\vartheta \leq 45^\circ$, but then increases dramatically toward the equator. Thus, in addition to the considerations of Sect. 2.1, this is another reason why the method presented cannot be used in low latitudes.

After the start equations are verified, the remaining considerations are completely similar to those for planar geometry given by Inhester et al. (1992) and Amm (1995). This is because the remaining “core equations” of the method of characteristics are local and can thus be used in any geometry as long as the start equations hold (of course, the differential operators must be expanded according to the respective geometry). For completeness, we give a short summary of those equations and refer to the already cited for more detail.

We define a vector field

$$\mathbf{V} = \mathbf{E} - \mathbf{x}^{-1} \nabla \times \mathbf{e}_r,$$ \quad (11)

and two scalar fields

$$C = \nabla_h \cdot \mathbf{V},$$ \quad (12)

$$D = -[\nabla \times \mathbf{J}_{eq,Ion}].$$ \quad (13)

By combining Eqs. (9) and (8) we obtain

$$\frac{1}{R_1} \frac{\partial \Sigma_H}{\partial \vartheta} V_\vartheta + \frac{1}{R_1 \sin \vartheta} \frac{\partial \Sigma_H}{\partial \varphi} V_\varphi = D - C \Sigma_H.$$ \quad (14)

This first-order partial differential equation can be split up into many first-order ordinary differential equations.
\[
\frac{d\Sigma_H(\vec{r}(\ell))}{d\ell} + \frac{C(\vec{r}(\ell))}{|V(\vec{r}(\ell))|} \cdot \Sigma_H(\vec{r}(\ell)) = \frac{D(\vec{r}(\ell))}{|V(\vec{r}(\ell))|}
\]
(15)

where \( \vec{r}(\ell) \) are the characteristics of Eq. (14) with the geometric path length \( \ell \) defined by

\[
\frac{d}{d\ell} \vec{r}(\ell) = \frac{1}{|V(\vec{r}(\ell))|} \left( \frac{V_\theta(\vec{r}(\ell))/R_I}{V_\phi(\vec{r}(\ell))/R_I \sin \varphi} \right).
\]
(16)

i.e., they are everywhere tangential to \( \vec{V} \). Equation (15) can be solved straightforwardly to

\[
\Sigma_H(\vec{r}(\ell)) = \Sigma_H(\vec{r}_0)e^{-I(0,\ell)} + \int_0^\ell \frac{D(\vec{r}(\ell'))}{|V(\vec{r}(\ell'))|} e^{-I(\ell',\ell')} d\ell'
\]
(17)

with

\[
I(\ell', \ell) = \int_{\ell'}^{\ell} \frac{C(\vec{r}(\ell''))}{|V(\vec{r}(\ell''))|} d\ell''
\]
(18)

The solution provided by Eq. (17) consists of a term dependent on the unknown initial value \( \Sigma_H(\vec{r}_0) \) (often, but not necessarily, given on a boundary point of the region of interest) and another part solely determined by the input quantities. The influence of \( \Sigma_H(\vec{r}_0) \), however, will decrease exponentially with (positive) \( I(0, \ell) \) and will therefore usually be marginal for most part of a characteristic. If \( I(0, \ell) \) is mainly negative along a characteristic, the direction of integration is changed from \(+\vec{V}\) to \(-\vec{V}\) direction, causing the sign of \( I \) to switch, too. Since characteristics intersect the boundary of the region under study twice (except for when they reach a “singular point”, see below), and the direction of integration is chosen as already described such that the characteristics spread up in that direction, boundary values have to be given on at most 50% of the boundary, often much less (see Sect. 3). That part of the boundary is called “influencing”.

An error estimation for regions where the solution of \( \Sigma_H \) is nonunique since the influence of the unknown \( \Sigma_H(\vec{r}_0) \) persists, can be obtained by selecting an upper and lower physically reasonable \( \Sigma_H(\vec{r}_0) \) and integrating Eq. (17) with both along the respective characteristic.

Two situations can occur for which \( \Sigma_H(\vec{r}_0) \) is known.
First, there may be a direct pointwise conductance measurement available, or, second, an isolated point with \( \vec{E} = 0 \) and \( \vec{V} \cdot \vec{E} \neq 0 \) [called “singular point”, see Amm (1995)] is present at which \( \Sigma_H = D/C \) is known from the input directly. From the singular points, characteristics emerge in all directions, and they are the only points where characteristics can meet (not intersect). In both cases, the points where \( \Sigma_H(\vec{r}_0) \) is known will be selected as starting points for the integration along the characteristic(s) passing through it and make the solution of \( \Sigma_H \) unique along them.

### 2.5 Time-dependent situations

It should be explicitly stated that the method of characteristics does not require \( \nabla \times \vec{E} = 0 \). Thus, it is able to handle nonstationary situations when large time derivations of \( \vec{B} \) cause a considerable amount of \( \nabla \times \vec{E} \), as it may happen when large-magnitude plasma waves are incident to the ionosphere (e.g., Glaßmeier, 1988).

However, for the field separation and upward continuation in Sect. 2.2 we assumed that a magnetic potential exists, i.e., \( \nabla \times \vec{B} = 0 \) holds. This neglects the displacement currents caused by \( \partial \vec{E}/\partial t \) in nonstationary situations. For purity, one could treat the upward continuation in such a case as an inverse wave propagation problem and use methods similar to seismic migration to solve it. However, for several reasons we feel that this effort would be inadequate and unnecessary: (1) Between the ionosphere and the earth the waves travel as electromagnetic waves with phase and group velocity \( c \), and need only 0.3 ms to reach the earth’s surface. The typical sampling interval of magnetometers is 10 s (that of radars mostly longer). Thus, according to Nyquist’s theorem the minimum cycle length of a wave resolvable is 20 s. These waves can therefore complete only \( 1.5 \times 10^5 \) wave cycles. (2) On the spatial scale, magnetometer stations are typically not less than 100 km apart, so the minimum wavelength they can resolve is 200 km. Thus, on a distance of 100 km between the ionosphere and the earth’s surface, only half of a wavelength of the waves of interest can evolve. (1) and (2) together result in wave fronts that are quite exactly planar in the range of interest. (3) With approximate values of \( \vec{E} = 50 \text{ mV/m} \), \( \vec{B} = 100 \text{ nT} \), \( \partial \vec{E}/\partial t = 10 \text{ mV/m s}^{-1} \), and \( \partial \vec{B}/\partial t = 10 \text{ nT/s} \), we get \( \nabla \times \vec{B}/|\vec{B}| \approx 10^{-5} \nabla \times \vec{E}/|\vec{E}| \). Therefore neglecting \( \nabla \times \vec{B} \) can be justified.

### 3 Data analysis on a Harang-discontinuity situation

In this section, we will apply the method of characteristics in spherical geometry as introduced in the previous section to a Harang-discontinuity (HD) situation on 27 October 1977. This event is particularly suitable to evaluate the results of our method since it was studied earlier by Lampen (1985) by means of a “trial and error” analysis. He composed observations between 16:50 and 18:10 UT to a single distribution using the “composite vector plot technique” [e.g.,Untiedt and Baumjohann (1993), where the main results of Lampen’s work are also shown]. To avoid uncertainties that are inherent to this technique even if most carefully done, i.e., the need of a stationarity assumption and the velocity estimation of the stationary structure, and to exploit the capabilities of our method, which does not rely on the reproduction of the ground magnetic field and thus does not need to estimate the ionospheric currents on a much larger area than that of actual interest, in this study we will perform a single time-step analysis. The need for such an analysis was also emphasized by Koskinen and Pulkinen (1995) when they pointed out that the HD may move rapidly in latitude even within a few minutes. We will discuss some similarities and differences between the study of Lampen (1985) and ours further on in this section, and give a more general discussion of
our results in the context of previous works on the HD in the next.

We use magnetic field data of the former Scandinavian Magnetometer Array (SMA) (Küpfers et al., 1979) and electric field data of the STARE coherent-scatter radar (Nielsen, 1982). No all-sky camera data are available. The Kp index for the time under study is 5 (15–18 UT), followed by 7 for 18–24 UT. The magnetograms available suggest that our event takes place during the expansion phase of a substorm, and an average equatorward motion of the HD is expected. For our single time-step analysis, we choose the time 17:39 UT. At that time, the HD is located immediately above the densest area of the SMA, and STARE receives a good backscatter there. The latter fact is of special importance, since a single time-step analysis is mainly restricted to the immediate field of view of the measurement devices. In our case, the STARE field of view is much smaller than that of the SMA. Figure 3 shows the SMA ground magnetic, Fig. 4 the STARE electric field measurements. For the latter, we took only into account vectors with at least 6 dB of backscatter intensity for both STARE radars to exclude possible erratic vectors. The SMA data are shown in Fig. 3 as 90° clockwise-rotated magnetic field vectors (cf. discussion in Sect. 2.2). An eastward electrojet can be seen over Scandinavia between about 62° and 66° latitude, with an increasing northward component towards north. Its maximum magnitude is about 250 nT at 64° latitude. Northward of that jet, the vectors turn to purely northern direction, indicative for the magnetic HD, near 67.8° latitude, with magnetic field disturbances near 70 nT. Further northward, a westward electrojet with a large northward deflection is observed with a slightly larger magnetic disturbance than at the HD reaching 100 nT.

The STARE radar provides good backscatter between 67.6° and about 71° latitude (Fig. 4). The electric HD can be located quite precisely at 68.6° latitude, where vectors are present which point nearly directly westward with about 25 mV/m of magnitude. The vectors south of the HD, pointing northward with slight westward deviation, have magnitudes of about 30 mV/m, whereas the vector population north of the HD between 69° and 70° latitude reaches up to 50 mV/m and points southward, with mostly small westward deviations, but also some eastward deflected vectors east of 19° longitude.

We carry out our analysis in the area between 65° and 71° latitude and 15° and 24° longitude. This involves some southward extrapolation of the electric field in the eastward electrojet region, as was also applied by Lampen (1985). An inverse distance method was used for this extrapolation. This approach is justified since the electric field inside the eastward electrojet region has been reported as quite homogeneous (e.g., Baumjohann et al., 1980; Lühr et al., 1994). The final electric field distribution used as an input to our analysis is shown in Fig. 5b. Figure 5a shows the ionospheric equivalent currents $\mathbf{J}_\text{eq,lon}$ as they result from the separation of the external part of the magnetic disturbance field, upward continuation of that part to the ionosphere and calculation of the equivalent currents as discussed in Sect. 2.2. In addition to the general increase in magnitude, a comparison with Fig. 3 indicates that the basic structure of the rotated ground magnetic vectors is preserved, but slight changes can be seen, e.g., in the northwest of the analysis area where the northern deflection of the westward pointing vectors is reduced. As a final input quantity, the modeled Hall-to-Pedersen conductance ratio $\alpha$ is displayed in Fig. 5c. A
minimum of $a$ of about 1.2 is modeled between the electric and magnetic HD at about 68.2° latitude, with respect to the results of Lampen (1985) and Kunkel et al. (1986). From there, $a$ increases to the south up to 2 in the eastward electrojet region. The smaller increase to the north was modeled with respect to the smaller increase in $j_{\text{eq,ion}}$; Ion in that direction. No longitudinal variation is included. Note that this distribution is in fact the only modeled input to our analysis, and none of the later conclusions relies on this special distribution. It would be equally possible just to set a uniform median value of $a$ (compare Amm, 1995), but we followed the previous studies, which both used a similar distribution with a minimum at and gradients perpendicular to the HD.

Two obvious differences to the study of Lampen (1985) are readily visible from the input distributions in Fig. 5a, (as well as from the data in Figs. 3 and 4): whereas in the earlier study the HD is northwest-southeast aligned [as in the work of Kunkel et al. (1986) and also the statistical model of Heppner and Maynard (1987)], Figs. 4 and 5b show the HD to be almost aligned with geographical latitude, with even a slight northward tilt at the eastern side which results in an good alignment with geomagnetic latitude, too. Our observations agree with STARE data observations of Koskinen and Pulkkinen (1985, their Fig. 4), who found reasonable alignment of the HD with geomagnetic latitude for all six events that they studied. Next, in our single time-step observations the electric HD is found about 0.8° (±0.2°) northward of the magnetic one as reported with similar values by Kamide and Vickrey (1983) and Kunkel et al. (1986), whereas in the composite vector plots of Lampen (1985) the two almost coincide (cf. Untiedt and Baumjohann, 1993).

The output distributions of the method of characteristics are shown in Fig. 6. Figure 6a displays selected characteristics as defined in Eq. (16). As in previous studies in which this method was applied in planar geometry to an HD (Inhester et al., 1992; Amm, 1995), a strip of characteristics runs along the electric HD from which characteristics spread out to the north and south. Points of influencing boundary are marked as hatched squares. The influencing boundary takes up only about 25% of the whole boundary. The resulting $\Sigma_H$ is shown in Fig. 6b. For that figure, in regions where an uncertainty in $\Sigma_H$ persists due to the influence of unknown boundary values, we took the average of the upper and lower conductance estimate (see Sect. 2.4). Such regions are present in the southwest and in the outer northeast. The difference between the two estimates has a maximum value of about 5 S there. In Fig. 6b, a strong north-south gradient of $\Sigma_H$ is seen, with very low $\Sigma_H$ values mostly below 2 S in the region north of the electric HD. South of the magnetic HD, $\Sigma_H$ increases considerably to reach values between 10 and 20 S at the southern boundary of our analysis region (i.e., still north of the center of the eastward jet, compare Fig. 3). The east-west gradient in $\Sigma_H$ in the eastward electrojet region is related to an opposite gradient in $|\vec{E}|$ (see Fig. 5b) and does not lead to a discontinuity in the resulting distribution of $\vec{J}$, as indicated by Fig. 6c. It is instructive to compare $\vec{J}$ with $\vec{J}_{\text{eq,ion}}$ (Fig. 5a). The nearly symmetric distribution of $\vec{J}_{\text{eq,ion}}$ with respect to the magnetic HD turns out to correspond to a highly assymetric distribution of $\vec{J}$ with large northeastward pointing current vectors up to

---

**Fig. 5a-c.** Input data for the method of characteristics. a Ionospheric equivalent currents, as resulted from separation of the external part of the magnetic disturbance field, its continuation to the ionospheric height, and transformation to equivalent currents. b Gridded electric field. c Modeled distribution of Hall-to-Pedersen conductance ratio [modeled with respect to results of Lampen (1985) and Kunkel et al. (1986)].
450 mA/m in the eastward electrojet region, but only very weak west-to-southwest-directed current vectors in the region north of the electric HD. Hence, the apparent westward electrojet in \( J_{eq, ion} \) is caused by the effect of a sheet of large upward-flowing FACs up to 2 A/km\(^2\) as shown in Fig. 6d. That sheet appears to have its center between the electric and the magnetic HD, but closer to the magnetic one. Upward FACs are visible in nearly the whole analysis area, but decrease strongly north of the electric HD. Slight downward FACs are also seen in between, but they are clearly weaker than the upward ones. The general picture of the FACs is quite patchy, but this is in fact what has been detected by satellite measurements above the HD, too (cf. Koskinen and Pulkkinen, 1995, and references therein). It would be interesting to compare our results with such measurements, but unfortunately none are available for this event.

Fig. 6a–f. Results of the method of characteristics. a Characteristics; squares mark points of influencing boundary. b Hall conductance. c Ionospheric currents. d Total field-aligned currents. e Field-aligned currents connected with Pedersen currents. f Field-aligned currents connected with Hall currents. Crosses mark downward, squares upward field-aligned currents.
However, the patchy structure at least partly resolves when looking at the FACs which are connected to the Pedersen (Fig. 6e) and Hall (Fig. 6f) currents. Whereas the former are distributed relatively homogeneously south of the electric HD with magnitudes of 1 A/km² or less and disappear nearly completely north of it, the latter exhibit a more patchy behavior and have their highest intensities up to 1.5 A/km² near the latitude of the magnetic HD.

It is not surprising that our result distributions are not as even as those Lampen (1985) obtained with the “trial and error” method, or as any results of this method, because in “trial and error” one starts to model smooth and symmetric conductance distributions first and departs from them only if absolutely necessary. In contrast, we start out with plain data distributions except the one for $z$ that has no decisive influence at all.

Still, in a broad view our results agree with that of Lampen (1985) in that a sheet of upward FACs is present along the HD and that the conductances are clearly larger in the eastward electrojet region than in the HD and north of it. On the other hand, in Lampen’s study the strong decrease in $\Sigma_H$ is located considerably further south of the HD, which results in two distinctly separated sheets of upward FACs, one at the HD and one several degrees south of it, from which the latter is even the stronger. This feature is not supported by our results, nor by those of Kunkel et al. (1986), in another HD situation. In general, we feel that our output distributions show somewhat more detail than those provided by the “trial and error” method, and that the amount of assumptions and modeled input used is clearly reduced. Therefore, we feel encouraged to try to address some general questions on the HD in the next section.

4 Discussion

Only few previous single-event studies of the HD are available that involve two-dimensional analysis of all ionospheric electrodynamics parameters. The most extensive are those by Kunkel et al. (1986), later refined by Inhester et al. (1992) and Amm (1995), and that of Lampen (1985), shown also in Untiedt and Baumjohann (1993), on the same event as studied in the present paper. We will concentrate on these studies in our discussion. On the other hand, many works of different type (e.g., based on magnetometer or electric field measurements only, or using optical or satellite-based data, as well as statistical studies) have been carried out. These are summarized in the review of Koskinen and Pulkkinen (1995). We will use the questions raised in that paper as a starting point of our discussion.

One question already mentioned in the previous section is whether the HD is tilted against latitude in northwest-southeast direction as indicated by the composite vector plot results of Lampen (1985) and Kunkel et al. (1986), as well as by the statistical results of Heppner and Maynard (1987), or if it is mainly aligned with geomagnetic latitudes, as it was proposed by Koskinen and Pulkkinen (1995) who studied STARE single time-step data of a number of HD events. Our data set clearly supports the latter point of view. We have already discussed the possible shortcomings of the composite vector plot technique. Marklund (1993) pointed out that statistical pictures may be quite different from single-event results.

Another question is whether or not there is plasma flow across the HD. The STARE data of our event (Fig. 4) shows some nearly purely westward directed electric field vectors in the center of the electric HD, clearly indicating a southward plasma flow across the HD.

However, in the context of currents, parts c and d of Fig. 6 indicate that, at least in the situation studied here, almost all of the eastward electrojet current, both regarding the Hall and Pedersen parts is diverted into FACs at or south of the electric HD. This agrees with the conclusions of Lampen (1985) and Kunkel et al. (1986), but is in contrast to the proposal raised by Kamide (1978) of current continuity without FACs at the HD.

When comparing our results to the sketch of the large-scale electrodynamics of the HD presented by Koskinen and Pulkkinen (1995; their Fig. 7), a general agreement with our results can be stated, except for two points: (1) The FACs connected with the Pedersen currents are shown in their sketch as being restricted to the immediate environment of the HD and spatially separated from the FACs connected with the Hall currents. Our results indicate that due to the conductance gradient perpendicular to the HD, the FACs connected with the Pedersen currents are fairly evenly distributed over a broad area south of the electric HD, overlapping with the location of the maximum Hall current FACs. The latter are located south of the electric HD (regarding the Hall currents of the eastward electrojet), in agreement with the picture of Koskinen and Pulkkinen (1995). (2) Since the westward electrojet is very weak in the situation we studied, its contribution to FACs is negligible. This is in contrast to the symmetric picture of Koskinen and Pulkkinen (1995) regarding the position and strength of the jets and its FACs to both sides of the HD. However, we admit that these results may be a feature of the special situation under study, and it is not clear whether they can be generalized. It may well be that a stronger westward electrojet exists north of our analysis region, in accordance with the results of Lampen (1985).

Another question raised by Koskinen and Pulkkinen (1995) is why the break-up arcs are often closer to the magnetically defined HD than to the electrically defined one. Although a complete answer to this question is not possible from ionospheric results only, it is interesting to note that the FACs connected to the Hall currents (Fig. 6f) peak exactly in the region between the electrically and the magnetically defined HD, closer to the latter. Since the substorm current wedge is believed to be mainly constituted by Hall currents (e.g., Kamide and Baumjohann, 1993), it seems reasonable that the break-up starts where they are fed from the magnetosphere.

Finally, another question is why the magnetic HD (as defined by ground magnetometers) is typically located
1–2° south of the electric one. By recalculating the ground magnetic field from our results by Biot-Savart integration, we found that if the effect of the horizontal ionospheric currents only is included, the magnetic HD would shift even north of the electric one, due to the much larger strength of the eastward electrojet compared to the westward one in our event. The picture changes when we include the magnetic effect of the FACs: although the calculation of \( \mathbf{B}_G \) from the currents inside our analysis region only cannot completely regenerate the true \( \mathbf{B}_G \), since the effect of the currents outside that region is missing, it became clear that the main effect in the southward shift of the magnetic HD comes from the east-west-aligned sheet of FACs connected to the Hall currents. This effect is most intense if there is a positive west-east gradient in absolute value of the magnitude of these FACs, as seen in Fig. 6f.

We would like to stress that we do not claim our results obtained from a single snapshot analysis to be necessarily general for the whole HD event on 27 October 1977, or for all HD events. However, concerning the orientation of the HD, all available snapshots of the electric field for our event show the same good alignment with geomagnetic latitude as described in the preceding.

From the data available for this event, it is difficult to build up a time-series of similar analyses as presented in Sect. 3, as this would require the study of the dynamic evolution of the HD. For later times than studied here, the HD soon moves out of the STARE field of view to the south, and for earlier times it is soon located north of the SMA network. Moreover, the amount of backscatter received by STARE varies. Such a time-series analysis could thus only be performed if electric field data would be available on approximately the same area as the magnetometer data. At the moment, efforts are made to use SuperDARN data in such a way, and results will be published in the near future. In that kind of analysis, the advantage of the use of spherical geometry will become more obvious, too. The event studied in this paper could still be handled in planar geometry, but it was chosen in order to compare our method with the earlier “trial and error” method, and because of the interesting physical situation. Moreover, with our study we have shown that the method of characteristics in spherical geometry can be regarded as a superset of the planar version in the sense that it can also be applied to smaller areas as earlier typically analyzed in planar geometry.

Future work will include the application of our method to different types of ionospheric electrodynamic situations and to larger regions of study.

5 Summary

Regarding the methodical aspects of this paper, we can summarize our results as follows:

1. The method of characteristics is available in spherical geometry for use on large analysis areas in the auroral zone, including tools for magnetic field separation, upward continuation, and calculation of ionospheric equivalent currents. The spherical version of the method can be used for smaller regions as previously studied by planar geometry methods as well.

2. The amount of assumptions and modeled input is clearly reduced as compared to the earlier “trial and error” method, and the output distributions reveal more details, thus allowing a more detailed physical interpretation. Since the method of characteristics is a forward method, it is also much faster than any fitting method. However, since divergence and curl of input quantities (or quantities derived from them) have to be estimated, good two-dimensional input data coverage of \( \mathbf{E} \) and \( \mathbf{B}_G \) is required for instantaneous time-step analyses.

The main results of the application of our method to a Harang discontinuity situation on 27 October 1977, 17:39, UT are:

1. In general, our study supports the results of earlier ones in that the conductances in the HD region and north of it are clearly reduced compared to the eastward electrojet region south of it, and that most of the current is diverted into FACs at the HD, although plasma flow is observed through it.

2. The FACs connected with the Pedersen currents show a nearly uniform distribution south of the electric HD with magnitudes around 1 A/km². In contrast, the FACs connected with the Hall currents peak in the region between the electric and magnetic HD, closer to the magnetic one, with magnitudes up to 1.5 A/km², in the same area where initial break-ups are often observed.

3. The FACs connected with the Hall currents form a latitudinally aligned sheet and are mainly responsible for the southward shift of the magnetically defined HD with respect to the electrically defined one by 1–2° of latitude. That shift is enhanced if a west-east gradient in absolute value of the magnitude of those FACs is present.

4. The HD shows no noticeable tilt against geomagnetic latitude.
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