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Abstract. The distributed synthesis problem [11] is known to be undecidable. Our purpose here is to study further this undecidability. For this, we consider distributed games [8], an infinite variant of Peterson and Reif multiplayer games with partial information [10], in which Pnueli and Rosner’s distributed synthesis problem can be encoded and, when decidable [11, 6, 7], uniformly solved [8]. We first prove that even the simple problem of solving 2-process distributed game with reachability conditions is undecidable ($\Sigma_1^0$-complete). This decision problem, equivalent to two process distributed synthesis with fairly restricted FO-specification was left open [8]. We prove then that the safety case is $\Pi_1^0$-complete. More generally, we establish a correspondence between 2-process distributed game with Mostowski’s weak parity conditions [9] and levels of the arithmetical hierarchy. Finally, distributed games with general $\omega$-regular infinitary conditions are shown to be highly undecidable ($\Sigma_1^1$-complete).

1 Introduction

In this paper, we study the undecidability of the distributed synthesis problem as introduced by Pnueli and Rosner [11]. This problem can be stated as follows:

Given a distributed architecture (finitely many sites interconnected through a given network with some specified global input channels and global output channels) and a global specification of expected correct architecture’s global behaviors (defining a set of mappings that map global input sequences to global output sequences say in First Order (FO) or even Monadic Second order (MSO) Logic), is there a distributed program (a set of mappings, one per site, that maps sequences of local inputs to sequences of local outputs) which resulting global behavior satisfies the global specification?

With a specification language as simple FO, on the architecture defined by two independent sites with independent (global) input channels and (global) output channels (see Figure 1), this problem is known to be undecidable [11].
Analyzing Pnueli and Rosner’s proof, one can observe that with reachability conditions (FO global specifications essentially stating that some properties eventually occur) the distributed synthesis problem is $\Sigma^0_1$-complete in the arithmetical hierarchy, i.e. inter-reducible to the halting problem of Turing Machine (TM).

![Diagram](image)

**Fig. 1.** An undecidable architecture

With safety conditions (FO global specification essentially stating that some bad properties never occur, allowing thus infinitary behaviors) one may conjecture (although the two kinds of problems are not dual) that the distributed synthesis problem is $\Pi^0_1$-complete in the arithmetical hierarchy.

More generally, one may ask what is the relationship between the expressiveness of the global specification language (say within FO logic or even within MSO logic with more advanced infinitary conditions) and the complexity of the resulting distributed synthesis problems. In this paper, we give an answer to this question.

**Main results**

We first prove the following refinement of Pnueli and Rosner’s result:

**Theorem 1.** The 2-process reachability distributed synthesis problem is $\Sigma^0_1$-complete even with fairly restricted global specification: universally quantified $k$-local FO-properties.

Next, we prove that:

**Theorem 2.** The 2-process safety distributed synthesis problem with FO specification is $\Pi^0_1$-complete.

Since the set of finite state (or even computable) distributed programs is $\Sigma^0_1$-definable, this result also implies that:

**Corollary 1.** There exist safety distributed synthesis problems with distributed solutions but no computable ones.

We study then relationships between more general infinitary conditions for distributed synthesis problems and levels of the arithmetical (or the analytical) hierarchy. More precisely, we show that:

**Theorem 3.** For every integer $n \geq 1$, solving distributed synthesis problem with two (or more) processes and weak parity conditions (in the sense of Mostowski [9]) of range $[0, n+1]$ (resp. $[1, n]$) is $\Pi^0_n$-complete (resp. $\Sigma^0_n$-complete).

With more complex infinitary conditions:

**Theorem 4.** The distributed synthesis problem with Büchi infinitary condition (or more general parity infinitary condition) is highly undecidable ($\Sigma^1_1$-complete).
Related works

These results are achieved by proving analogous statements for 2-process distributed games [8]. These games are a variant (with infinite behaviors) of Peterson and Reif’s multiplayer games with partial information [10] into which distributed synthesis problems can be encoded and, in most decidable cases [11, 6, 7], uniformly solved [8].

A 2-process distributed game is equivalent to a 2-site distributed synthesis problem with fairly restricted specification. In fact, the global specification in a distributed game is implicitly encoded into (1) the description of players possible moves and (2) an infinitary condition specifying the allowed infinite behaviors.

In logical terms, moves are specified by universally quantified $k$-local formulas. With reachability condition, i.e. when no infinite behavior is allowed, a 2-process distributed game is thus a fairly restricted 2-site distributed synthesis problem. General 2-site distributed synthesis problems with arbitrary LTL specification are not known to be reducible to 2-process distributed games [8]. The best known reduction is to add a third process that plays the role of (an automaton translation of) the external (LTL or even MSO) specification [2].

This makes our undecidability result in the reachability case stronger than Pnueli and Rosner’s result [11].

In Mohalik and Wahlukiewicz’s work [8], the decidability of 2-process distributed games was also left open. Our results show they are not decidable even with the simplest infinitary conditions.

2 Background

A word on an alphabet $A$ is a function $w : \omega \to A$ with prefix-closed domain. When $\text{dom}(w)$ is finite, we say $w$ is a finite word, otherwise, $w$ is an infinite word. The set of finite words (resp. finite non-empty words) on alphabet $A$ is written $A^*$ (resp. $A^+$), the set of infinite words is written $A^\omega$, the set of finite or infinite words is written $A^\infty$. The empty word is written $\epsilon$. The catenation of every word $u \in A^*$ and every word $v \in A^\omega$ is written $u.v$.

Given two sets $A$ and $B$, we write $\pi_A$ or $\pi_1$ (resp. $\pi_B$ or $\pi_2$) the projection from $A \times B$ onto $A$ (resp. from $A \times B$ onto $B$). These notations are extended to any subset of $A \times B$ and words on $A \times B$. Given $P \subseteq A \times B$ (resp. $w \in (A \times B)^\omega$), we also write $P[1] = \pi_A(P)$ and $P[2] = \pi_B(P)$ (resp. $w[1] = \pi_A(w)$ and $w[2] = \pi_B(w)$). Given $w \in (A + B)^\infty$, we also write $\pi_A(w)$ (resp. $\pi_B(w)$) the word obtained from $w$ by deleting all letters not in $A$ (resp. not in $B$).

In the sequel, we will use languages of infinite words as infinitary acceptance conditions. We first review here the definition we will use.

Definition 1 (Parity and weak parity condition [9]). Let $L \subseteq A^\omega$ be a language of infinite words. Language $L$ is called a parity condition when there are some integers $m$ and $n \in \mathbb{N}$ with $m \leq n$ and some priority mapping $\Omega : A \to [m, n]$ such that $L = \{ w \in A^\omega : \liminf \Omega(w) \equiv 0(2) \}$, i.e. $L$ is the set of infinite
sequences where the least priority that occurs infinitely often is even. Language $L$ is a weak parity condition when there is a priority mapping $\Omega : A \rightarrow [m, n]$ as above such that $L$ is moreover restricted to sequence $w \in A^\omega$ such that $\Omega(w)$ is an increasing sequence of priorities.

In both cases, interval $[m, n]$ is called the range of the parity condition.

A safety condition is a parity (or weak parity) condition with range $[0]$ (hence with $L = A^\omega$) and a reachability condition is a parity (or weak parity) condition with range $[1]$ (hence with $L = \emptyset$).

Distributed games [8] are special kind of multiplayer games with partial information [10] extended to infinite plays with a cooperating Process team playing against a unique Environment player.

Definition 2 (Distributed Game Arenas). A one-Process (two Players) game arena is a quadruple $\mathcal{G} = \langle P, E, T, e \rangle$ with set of Process positions $P$, set of Environment positions $E$, set of possible transition moves $T \subseteq P \times E \cup E \times P$ and initial position $e \in E$.

Given $n$ one-Process game arenas $\mathcal{G}_i = \langle P_i, E_i, T_i, e_i \rangle$ for $i \in [1, n]$, a synchronous distributed game arena $\mathcal{G}$ built from the local game arenas $\mathcal{G}_1, \ldots, \mathcal{G}_n$, is a game arena $\mathcal{G} = \langle P, E, T, e \rangle$ with $P = \prod_i P_i$, $E = \prod_i E_i$, $e = (e_1, \ldots, e_n)$ and such that the set of moves $T$ satisfies the following conditions: for every $u \in P$ and $v \in E$

- $P$-moves : $(u, v) \in T$ if and only if for every $i \in [1, n]$, $(u[i], v[i]) \in T_i$,
- $E$-moves : if $(v, u) \in T$ then for every $i \in [1, n]$, $(u[i], v[i]) \in T_i$.

Observe that there is a unique distributed game arena built from the local arenas $\mathcal{G}_1, \ldots, \mathcal{G}_n$ with maximal set of Environment moves. This arena, written $\mathcal{G}_1 \otimes \cdots \otimes \mathcal{G}_n$, is called the free synchronous product of the games $\mathcal{G}_1, \ldots, \mathcal{G}_n$. Observe that any other distributed arena $\mathcal{G}$ built from the same local games can just be seen as a subgame of the free product obtained by possibly disallowing some Environment moves. We simply write $\mathcal{G} \subseteq \mathcal{G}_1 \otimes \cdots \otimes \mathcal{G}_n$ to denote that.

In [8], a more general notion of distributed with asynchronous moves is defined. The additional expressiveness gained with asynchronism is not used in this paper. Since we are essentially establishing lower bounds result, this fact makes statements even stronger.

Definition 3 (Plays and strategies). Given a two player game arena $\mathcal{G} = \langle P, E, T, e \rangle$, a strategy for the Process player (resp. a strategy for the Environment player) is a mapping $\sigma : P^+ \rightarrow E$ (resp. a mapping $\tau : E^+ \rightarrow P$).

The play induced by strategies $\sigma$ and $\tau$, written $\sigma * \tau$, is defined to be the maximal word $w \in (P + E)^\omega$ such that $w(0) = e$ and, for every $i \in \text{dom}(w)$ with $i > 0$, $(w(i-1), w(i)) \in T$ and, given $w' = w(0) \cdots w(i-1)$, if $w(i-1) \in P$ then $w(i) = \sigma \circ \pi_P(w')$ and if $w(i-1) \in E$ then $w(i) = \tau \circ \pi_E(w')$.

A process strategy $\sigma$ is non blocking when, for every counter strategy $\tau$, $\sigma * \tau \in (P + E)^\omega \cup (P + E)^\omega$.
Given an n-process game arena $\mathcal{G} \subseteq \mathcal{G}_1 \otimes \cdots \otimes \mathcal{G}_n$, a Process strategy $\sigma : P_+ \rightarrow E$ is a distributed strategy where there is a set of local process strategies $\{\sigma_i : P_i^+ \rightarrow E\}_{i \in [1, n]}$ such that, for every word $w \in P^+$, $\sigma(w) = (\sigma_1 \circ \pi_{P_1}(w), \ldots, \sigma_n \circ \pi_{P_n}(w))$. In other words, a Process strategy is distributed when every local Process player only plays following its own local view of a global play.

**Definition 4 (Games and winning strategies).** A (weak or parity) game is an tuple $\mathcal{G} = (P, E, T, e, Acc)$ where $(P, E, T, e)$ is a game arena and $Acc \subseteq (P + E)^\omega$ is an additional (weak or parity) infinitary condition.

A game $\mathcal{G}$ (resp. a distributed game) is winning for player $P$ (resp. for the Process team) when there is a Process strategy (resp. a distributed Process strategy) $\sigma : P^+ \rightarrow E$ such that, for every counter strategy $\tau : E^+ \rightarrow P$, $\sigma * \tau \in (P + E)^* E \cup Acc$, i.e. every maximal play allowed by $\sigma$ is either finite and ends in a position of player $E$, or is infinite and belongs to $Acc$.

## 3 Tilings and quasi-tilings

In order to prove lower bounds results in next section, we review in this section the notions of finite and infinite tilings $[1, 5]$.

**Definition 5 (Tilings).** Let $\{n, s, w, e\}$ be the four cardinal directions of the plan. Given a finite set of colors $C$ with a distinguished color $\#$ called the border color, a tile is a mapping $t : \{n, s, w, e\} \rightarrow C$ that assigns to each cardinal direction a color of $C$ with the additional requirement that $t(s) \neq \#$ and $t(w) \neq \#$, i.e. color $\#$ will only be used to define East or North borders.

![Fig. 2. A finite set of tiles](image)

Given a finite set $S$ of tiles (see Figure 2), a tiling is a partial function $m : \omega \times \omega \rightarrow S$ such that $\text{dom}(m) = [0, M - 1] \times [0, N - 1]$ for some $(M, N) \in \omega \times \omega$ when $m$ is a finite tiling or $\text{dom}(m) = \omega \times \omega$ when $m$ is an infinite tiling, such that: for all $(i, j) \in \text{dom}(m)$, $N/S$-compatibility: if $(i, j + 1) \in \text{dom}(m)$ then $m(i, j)(n) = m(i, j + 1)(s)$, $E/W$-compatibility: if $(i + 1, j) \in \text{dom}(m)$ then $m(i, j)(w) = m(i + 1, j)(e)$, $E$-border condition: $(i + 1, j) \notin \text{dom}(m)$ if and only if $m(i, j)(e) = \#$, and $N$-border condition: $(i, j + 1) \notin \text{dom}(m)$ if and only if $m(i, j)(n) = \#$ (see Figure 3 with color black standing for the border color $\#$).

![Fig. 3. A tiling](image)
Theorem 5 (Berger [1], Harel [5]). Given a set of colors C and a set S of tiles with a distinguished tile $t_0 \in S$: (1) the problem of finding $M$ and $N$ and a finite $M \times N$-tiling $m$ such that $m(0, 0) = t_0$ is $\Sigma_0^0$-complete, (2) the problem of finding an infinite tiling $m$ such that $m(0, 0) = t_0$ is $\Pi_1^0$-complete, and (3) the problem of finding an infinite tiling $m$ such that $m(0, 0) = t_0$ and one given color, say red, occurs infinitely often is $\Sigma_1^1$-complete.

4 Towards the proofs: quasi-tilings

The notion of quasi-tiling defined below and encoded into one process game is essential for our encoding (in the remaining sections) of tilings into 2-process distributed games.

Definition 6 (Quasi-tilings). A function $m: \omega \times \omega \to S$ is a quasi-tiling (see Figure 4) when it satisfies $N/S$-compatibility and $N$-border condition on every column, $E$-border condition on every line, and $E/W$-compatibility on the first line.

![Fig. 4: A quasi-tiling](image)

It occurs that, for every finite set of tiles $S$ and initial tile $t_0 \in S$, there exists a one process (two player) game $G_{S, t_0}$ that encodes all quasi-tiling $m: \omega \times \omega \to S$ as non blocking strategies for player $E$.

Definition 7 (Quasi-tiling games). Given a finite set of color $C$, a finite set of $C$-colored tiles $S$ and an initial tile $t_0$, let $G_{S, t_0} = (P, E, T, i)$ be the two player game arena defined by:

- $P = (\{e, n\} \times S \times \{Proc\}) \cup \{\bot\}$, $E = (\{e, n\} \times S \times \{Env\}) \cup \{\ast\}$ and $i = \ast$,
- $T$ is the set of all pairs of the form $((d, t, Proc), (d', t', Env)) \in P \times Env$ such that, if $d = e$ then $t'(w) = t(e)$ and if $d = n$ then $t'(s) = t(n)$ and $t'(e) = \#$ if and only if $t(e) = \#$ (Process moves) plus the set of all pairs of the form $(\ast, (x, t_0, Proc))$ or $((x, t, Env), \bot)$ plus all pairs of the form $((d, t, Env), (d', t, Proc)) \in E \times P$ such that, if $d = e$ then $d' \in \{e, n\}$ and if $d = n$ or $t(e) = \#$ and then $d' = n$ (Environment moves).

The intuition behind this definition is that player $E$ chooses along a word of the form $e^i \cdot n^j$ and, for every prefix $e^i \cdot n^j$ of this word, player $P$ answers by choosing a tile for position $(i, j)$. Since player $E$ chooses where to turn the full set $\omega \times \omega$ is potentially covered. It turns out, as precisely stated in next Lemma, that player $P$ non blocking strategies just define all quasi-tilings.
Lemma 1 (Quasi-tilings and strategies). For every non blocking strategy \( \sigma : P^+ \rightarrow E \), in game \( G_{S,t_0} \), there is a unique quasi-tiling \( m_\sigma : \omega \times \omega \rightarrow S \) such that for all \((i,j) \in \omega \times \omega \), \((i,j) \in \text{dom}(m_\sigma)\) if and only if there is counter strategy \( \tau : E^+ \rightarrow P \) such that \( \pi_1 \circ \pi_P(\sigma \ast \tau) = e'.n^j \) and \( \pi_2(\pi_P(\sigma \ast \tau)(i+j)) = m_\sigma(i,j) \). (with in particular, \( m_\sigma(0,0) = t_0 \)).

Conversely, for every quasi-tiling \( m \) such that \( m(0,0) = t_0 \) there is a non blocking strategy \( \sigma_m \) in game \( G_{m,t_0} \) such that \( m_{\sigma_m} = m \).

Proof. By construction, in every play, player \( E \)'s task is to choose, at every step, a direction \( e \) or \( n \) and, when direction \( n \) has been chosen, or when the East border is reached, to choose repeatedly direction \( n \). It follows that every (blocking) strategy for player \( E \) that avoids position \( \bot \) can be described by (1) choosing some \((i,j) \in \omega \times \omega \) and (2) playing the successive directions described by the word \( e'.n^j \) - provided player \( P \) does not create the East border.

Against player \( E \), player \( P \)'s strategy just amounts to choose, for every \((i',j') \leq_F (i,j)\) a tile \( t_{i',j'} \). It should be clear that this choice is independent from \((i,j)\) (chosen but by player \( E \) but unknown to player \( P \)) so we can define \( m_\sigma(i',j') = t_{i',j'} \).

The fact that \( m_\sigma \) is a quasi-tiling immediately follows from game \( G_{S,t_0} \) definition. The converse property is also immediate. \( \square \)

Observe that, in game \( G_{S,t_0} \), player \( P \) chooses to define a tiling bounded in the East direction by choosing the first tile \( t \) such that \( t(e) = \# \).

5 Undecidability results: ground cases

Theorem 6 (Safety case). The problem of finding a winning distributed strategy in a 2-process distributed game with safety condition is \( \Pi^1_1 \)-complete.

Proof. Clearly, solving a safety distributed game is \( \Pi^1_1 \). It remains to prove that it is also \( \Pi^1_1 \)-hard. In order to do so, we encode the infinite tiling problem into a safety distributed game.

Let \( S \) be a finite set of tiles and let \( t_0 \in S \) be a given initial tile. The idea is to build a distributed game \( G \) from the free product \( G_{S,t_0} \otimes G_{S,t_0} \) with safety condition in such a way that player \( E \) checks that (1) if a distributed strategy \( \sigma_1 \otimes \sigma_2 \) is non blocking then \( \sigma_1 = \sigma_2 \) and (2) a distributed strategy of the form \( \sigma \otimes \sigma \) is winning if and only if the quasi-tiling \( m_\sigma : \omega \times \omega \rightarrow S \) is also a tiling of \( \omega \times \omega \), i.e. it satisfies the \( E/W \)-compatibility condition on all lines.

This is done as follows. We first assume, without loss of generality, that every position in game game \( G_{S,t_0} \) is (1) extended with a new bit value that is positioned by Environment player’s first move as explained below and (2) also extended in such a way the last two tiles \( t \) (current) and \( t' \) (previous) chosen by player Process are readable in Environment positions.

Environment moves in the product \( G_{S,t_0} \otimes G_{S,t_0} \) are then defined as follows. From the initial position \( (*,*) \) player \( E \) moves to a position with an arbitrary pair of bit values (one on every side), and, according to these values (that remained unchanged later on):
1. with bit values \((0, 0), (0, 1)\) or \((1, 0)\): player \(E\) plays the same directions in both local games and checks process strategy equality,

2. with bit values \((1, 1)\): player \(E\) delays by one step the North turn in the second local game and, after this turn, repeatedly check that \(t'_t(e) = t_2(w)\) where \(t'_t\) is the “previous” choice of tiles made by player \(P_1\) and \(t_2\) is the “current” choice of tiles made by player \(P_2\).

Player \(E\) moves to \((\perp, \perp)\) if any of these checks fails or if any of the Process players chooses a tile that contains the border color \#.

The winning condition for the Process team is to avoid position \((\perp, \perp)\). This is a safety condition.

Let then \(\sigma_1 \otimes \sigma_2\) be a distributed winning strategy on such a game. By checking equality with bit values \((0, 0), (0, 1)\) or \((1, 0)\) Environment makes sure that Process player does play the same strategy \(\sigma = \sigma_1 = \sigma_2\) regardless of the initial bit value that he has chosen. Given then the induced quasi-tiling \(m_n\) (see Lemma 1), one can check that when bit values are \((1, 1)\) Environment does indeed check E/W-compatibility. It follows that \(m_n\) is a tiling, infinite by the safety condition.

Conversely, for any infinite tiling \(m\) such that \(m(0, 0) = t_0\) one can check that \(\sigma_m \otimes \sigma_m\) is a winning distributed strategy.

We conclude applying Theorem 5.

\[\text{Theorem 7 (Reachability case). The problem of finding a winning distributed strategy in a 2-process distributed game with reachability condition is } \Sigma_1^0\text{-complete.}\]

\[\text{Proof. Again, clearly, this problem is } \Sigma_1^0\text{. It remains to prove that it is } \Sigma_1^0\text{-hard. In order to do so, we encode into reachability distributed games the finite tiling problem.}\]

The encoding is similar to the encoding in the proof of Theorem 6 except that \((1)\) player \(E\) now allows players \(P_1\) and \(P_2\) to play tiles that contains the border color \# and \((2)\) the winning condition for Process team is to reach, at the end of every local play, a tile \(t\) with \(t(n) = \#\).

Observing that player \(P\) will force the East-border by playing a tile \(t\) with \(t(e) = \#\) makes it clear that there is a winning distributed strategy in the new (reachability) distributed game \(G\) if and only if there is a finite tiling \(m\) such that \(m(0, 0) = t_0\). \(\square\)

\[\text{6 Within and above the arithmetical hierarchy}\]

The relationship with the arithmetical hierarchy is achieved through the observation that, by Post’s Theorem, every level of the arithmetical hierarchy has a computational interpretation by means of Alternating Turing Machines [3] extended with infinite runs and weak parity acceptance conditions.

\[\text{Theorem 8. For every integer } n > 0, \text{ a language } L \subseteq \Sigma^n \text{ is } \Pi^n_0\text{-definable (resp. } \Sigma^n_0\text{-definable) if and only if it is definable by an Alternating Turing Machine with infinitary weak parity condition with range } [0, n - 1] \text{ (resp. } [1, n]).\]
Proof. By ATM we mean here ATM with universal and existential states only (no negation states). ATM are extended with infinite runs (with infinitary conditions) in the following sense: a computation tree of an ATM is accepting if every finite branch ends in an accepting control state, and, for every infinite branches, the corresponding infinite sequence of control states satisfies the infinitary condition.

Applying [3], we know that standard ATM (with reachability conditions) capture the level $\Sigma^0_1$ of the arithmetical hierarchy. By duality, ATM with safety conditions (hence infinite runs) capture the level $\Pi^0_1$.

For higher levels, the proof is based on the observation that alternation allows a machine to (1) guess the answer of an oracle and, at the same time, to (2) start a computation of the oracle (or its complement) that checks the guessing is correct. By construction, since no acknowledgment is expected, the resulting infinitary conditions are weak in the sense of Mostowski [9]. Post’s Theorem ensures such a construction captures, level by level, the arithmetical hierarchy.

\[\square\]

**Theorem 9 (The weak case).** For every integer $n > 0$, the problem of solving 2-process distributed weak game with Mostowski range $[0, n-1]$ (resp. $[1, n]$) is $\Pi^0_n$-complete (resp. $\Sigma^0_n$-complete).

**Proof.** (sketch) Upper bounds should be clear. It remains to prove the lower bound. The main idea is to encode into (winning) distributed strategy the (accepting) runs of ATM. This can be achieved as follows.

At first sight, the tiling encoding defined in the previous section fails to apply here since a tiling only encode the run of a non alternating TM (say with TM configurations encoded by means of east colors of tiles in a line).

However, in this encoding, somehow as in a solitaire domino game, the process team defines (playing identically in copies of local game $G_{S,t_0}$) one tiling (equivalently one accepting TM run) while player $E$’s role is bound to check that all required space is covered and all tiling rules are satisfied (equivalently it checks that the process team defines indeed a TM run). The idea to encode the run of an ATM is thus to let player $E$ chooses some of the tiles, say one over two in a line, in a modified local game $G'_{S,t_0}$. In this shift from a solitaire to a two player domino like game, all branches of an ATM run are encoded by the many tilings that are produced following player $E$’s moves.

An analogous synchronization (restriction of player $E$’s global moves) in a distributed game $\mathcal{G} \subseteq G'_{S,t_0} \otimes G'_{S,t_0}$ can force both Environment and Process players to play only real tilings (and not quasi-tilings). As the infinitary condition of the ATM immediately transfers to an infinitary condition of the distributed game, this concludes the proof. \[\square\]

**Theorem 10 (The Büchi case).** The problem of solving a 2-process (or more) distributed game with Büchi condition (or higher parity condition) is $\Sigma^1_1$-complete.

**Proof.** It should be clear that solving an $n$-process distributed game with an arbitrary $\omega$-regular infinitary condition is $\Sigma^1_1$. Conversely, we encode the con-
struction of an infinite tiling with infinitely many occurrences of color red (see Theorem 5).

From the encoding of the infinite tiling problem in the proof of Theorem 6, the idea is to add in local game $G_{S,t_0}$ a non deterministic tree automaton [12, 4] that checks that, given a local strategy $\sigma$ followed by player $P$, the induced quasi-tiling $m_\sigma$ (seen as a a sub tree of the binary tree $t : (e + t)^* \rightarrow S$) uses infinitely many tiles with color red.

Such an automaton can be defined with Büchi acceptance criterion that, in turn, defines the winning condition for the Process team.

\[ \square \]

7 Conclusion

We have established a correspondence between infinitary conditions in distributed games and levels of the arithmetical (or analytical) hierarchy. These results already hold for the 2-process case (implying undecidability in this very restricted setting).

Strictly speaking, they have no application. However, a clear understanding of the source of undecidability may help, in future work, to extend the known decidable classes of distributed synthesis problem (or distributed games).
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