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Abstract. The capability of evaluating and managing rockfall related risks is largely based on numerical modelling. Nevertheless, the reliability and accuracy of rockfall models is greatly affected by the strong uncertainty and spatial variability which characterise all the relevant parameters. In particular, 3D effects related to the variability of slope geometry and micro-topography play a major role in controlling the dynamics of falling blocks. The most important 3D effect is the “lateral dispersion” of rockfall trajectories, largely affecting the way we model rockfall dynamics, design countermeasures and assess rockfall hazard. Nevertheless, the dependence of lateral dispersion on different controlling factors has been hardly ever systematically evaluated.

In this paper, the influence of different controlling factors on the dispersion of rockfall trajectories has been systematically evaluated by performing 3D parametric modelling. Numerical simulations have been performed through a new software code able to use both a lumped mass and an hybrid (kinematic-dynamic) approach. Parametric modelling has been performed at different spatial resolutions using sets of biplanar simplified slopes characterised by different mean inclination and roughness. Model results outlined a complex dependence of lateral dispersion phenomena on slope mean gradient (macro-topography), slope roughness (micro-topography) and the spatial resolution of the model (model-dependent topography). Furthermore, the sensitivity of model results in terms of kinematic variables of motion (i.e. velocity and height to the ground) to the factors controlling lateral dispersion has been evaluated, resulting in practical constraints on countermeasure design and hazard assessment.

1 Introduction

1.1 Rockfalls

Rockfalls are major hazards along natural and engineered slopes, and potentially threaten lives, settlements, facilities, lifelines and transportation corridors. Despite usually involving limited volumes (Varnes, 1978; Rochet, 1987; Hungr and Evans, 1988), rockfall phenomena are characterised by high energy and mobility. Thus, they are a major cause of landslide fatalities, even when exposure of elements at risk is limited (e.g. along highways, Bunce et al., 1997). Rockfalls can be triggered by a variety of factors including earthquakes (Kobayashi et al., 1990), rainfall, freeze-and-thaw cycles (Matsuoka and Sakai, 1999) or the progressive chemical weathering of rock and discontinuities. According to the dynamic interactivity of single rock fragments, Rochet (1987) classified rockfalls into four categories, namely: single block falls (involved volume ranging between $10^{-2}$ and $10^{2}$ m$^3$); mass falls ($10^{2}$–$10^{5}$ m$^3$); very large mass falls ($10^{5}$–$10^{7}$ m$^3$) and mass displacement (more than $10^{7}$ m$^3$). The first two types (involved volume less than $10^{5}$ m$^3$), also defined as “fragmental rock falls” (Hungr and Evans, 1988; Evans and Hungr, 1993), are characterised by null or negligible interaction among the falling blocks. Even when involving limited rock masses, fragmental rockfalls are extremely dangerous, because of their high spatial and temporal recurrence. Thus, rockfall hazard and risk assessment is required by safety and landplanning issues in developing mountain areas.

Rockfall modelling for practice requires assessing the envelope of trajectories, the maximum runout distance, the distribution of kinematic parameters along a fall path and the probability for a specified location to be reached by a specified “design block” (most probable or largest block). All this information results in the design of protective measures (Ritchie, 1963; Agliardi and Crosta, 2003) or in hazard assessment for land-planning and civil protection purposes (Crosta and Agliardi, 2003; Acosta et al., 2003).
The description of evolution of fragmental rockfalls in space and time relies on the laws of mechanics (Wu, 1985; Bozzolo and Pamini, 1986; Bozzolo et al., 1988; Agliardi, 2003) and can be performed with different complexity by means of empirical relations (Evans and Hungr, 1993), kinematic (Stevens, 1998; Guzzetti et al., 2002; Agliardi and Crosta, 2003) or dynamic models (Bozzolo and Pamini, 1986; Bozzolo et al., 1988; Azzoni et al., 1995). The reliability of mathematical rockfall models depends on their ability to account for the slope geometry and the energy loss at impact or by rolling. The task is difficult because of the dramatic uncertainty and spatial variability of the relevant parameters (size, shape and geomechanical properties of blocks, location of source areas, geometry and mechanical behaviour of surface material, etc.). Furthermore, energy loss is a complex function of a number of parameters (grain size distribution, void index and water content of surface material, block geometry and impact dynamics). Since the relationships controlling energy loss are not clearly stated, empirical “contact functions” (Pfeiffer and Bowen, 1989; Jones et al., 2000) are mostly used and expressed as restitution and friction coefficients, to be calibrated using different sources of information (literature datasets, experimental, geomorphological and historical data; Agliardi and Crosta, 2003).

1.2 Lateral dispersion

Reliable prediction of rockfalls is complicated by the three-dimensional nature of actual slope geometry, affecting both the trajectories and the partition of kinetic energy into translational and rotational contributions. The trajectory of a block moving downslope can be deflected from the maximum slope by rolling within concavities and by impacting obliquely on the surface. This introduces a disorder effect in the pattern of fall paths, which becomes more relevant as the length of the fall path increases, since the error arising from the variability of the controlling parameters propagates over the increasing number of impacts and the morphological changes the block encounters.

At the slope scale, the most evident 3D effect is the occurrence of “lateral dispersion” (Broili, 1973; Bozzolo et al., 1988; Azzoni et al., 1995; Agliardi and Crosta, 2003), i.e. the ratio of the lateral distance separating the extreme fall paths to the slope length (Azzoni et al., 1995), giving a normalized representation of the maximum deviation of trajectories from the steepest gradient direction. According to Azzoni et al. (1995), lateral dispersion usually amounts to 20% of slope length, decreasing for short and steep slopes, but can be much larger for irregular or channeled slopes, as suggested by the geometry of debris cones (Evans and Hungr, 1993; Crosta and Locatelli, 1999). Also, high resolution numerical models performed by Agliardi and Crosta (2003) on natural rough and geometrically complex slopes, produced lateral dispersions as large as 34%.

According to experimental and theoretical studies (Broili, 1973; Bozzolo et al., 1988; Azzoni et al., 1995), the factors controlling the onset of lateral dispersion phenomena can be classified in three groups, namely:

- macro-topographic factors, related to the overall slope morphology (maximum and average slope gradient, concavity and convexity, presence of chutes, channels, longitudinal and transversal ridges, see Fig. 1), directly affecting the trajectories of blocks, the motion type and the amount of translational and rotational kinetic energy;
- micro-topographic factors, related to the slope “roughness” (i.e. the local deviation from the average slope gradient), which is a function of the grain size distribution of slope debris, the strength of rock masses and the block size. Slope roughness affects both the energy loss by rolling or impact and the geometrical scattering of trajectories due to oblique rolls and bounces;
- dynamic factors, related to the interaction between slope features and block dynamics during bouncing and rolling. These factors include the inertial effects of block shape and size as well as the geometrical and dynamic configuration of impacts (impact angle and direction, translational and rotational velocity, torque generated at impact point, normal and tangential energy restitution, etc.).

In numerical simulations (Agliardi and Crosta, 2003), model-specific controlling factors of lateral dispersion also arise, related to the nature and accuracy of the topographic model (e.g. vector, raster, etc.) or to the modelling algorithm (e.g. kinematic, hybrid or dynamic).

Lateral dispersion of rockfall trajectories can be represented through a “shadow cone” with the apex placed at the rockfall source area (Evans and Hungr, 1993; Cancelli and Crosta, 1993; Wieczorek et al., 1999; Crosta and Locatelli, 1999; Jaboyedoff and Labiouse, 2003). The “shadow cone” represents the extension in three dimensions of the “shadow angle” concept (i.e. the slope of the “energy line”, according to Heim, 1932), allowing to include the influence of lateral dispersion in the evaluation of rockfall runout. Nevertheless, the angle of aperture of the shadow cone is usually evaluated on a largely subjective basis. Thus, a quantitative evaluation of lateral dispersion through experimental or numerical techniques is needed.

When performing numerical modelling of rockfalls for engineering purposes, lateral dispersion of trajectories often hampers the “a priori” choice of the rockfall path if a 2D modelling approach is adopted. Such a choice is largely subjective, possibly leading to unacceptable errors. From this perspective, lateral dispersion greatly affects our capability of designing effective countermeasures and assessing rockfall hazard at different scales. Thus, rockfall hazard zonation needs spatially distributed analyses (Acosta et al., 2003, Crosta and Agliardi, 2003) including a reliable modelling of lateral dispersion.

In this research, a modelling approach based on high resolution 3D numerical modelling (Agliardi and Crosta, 2002,
Fig. 1. Rocky cliff and talus cone near the Pordoi pass (Central-Eastern Alps, Italy). Picture shows the main topographic and morphological features controlling lateral dispersion of rockfall paths, e.g. chutes, channels, convex and rough talus cones etc. (photo courtesy T. Simonato).

2003; Crosta and Agliardi, 2003) has been employed to evaluate the dependence of lateral dispersion on different geometric and modelling parameters. Furthermore, this study faces the fundamental problem of evaluating the sensitivity of modelling results from local morphologies as well as from accuracy and resolution of the topographic description. In fact, the choice of the degree of accuracy in the topographic description of the study area is one of the major problems when planning and performing a site survey.

2 Modelling approach

The influence of macro-topographic, micro-topographic and model-specific factors on rockfall dynamics has been systematically evaluated by using an original rockfall 3D simulation program, developed starting from an old version of the software STONE (Guzzetti et al., 2002; Agliardi and Crosta, 2003), which is able to simulate a large number of 3D rockfall paths for fragmental rock falls (Hungr and Evans, 1988). At a first stage, a simple kinematic algorithm has been implemented in the code (Guzzetti et al., 2002), employing a high-resolution description of 3D slope geometry and introducing stochastic components. This kind of approach has been preferred to a more sophisticated dynamic one, in order to perform fast, accurate and easy-to-calibrate multiscale modelling. Moreover, we have presently developed a completely new release of the code (Crosta et al., 2004) implementing a hybrid (mixed kinematic-dynamic) modelling algorithm, with new capabilities added for probabilistic analyses, extended analysis tools and the possibility to introduce the effect of catch nets in the calculation.

The code has some specific features making it able to perform a large series of analyses both for landplanning and design purposes. It can use both a 3D kinematic and a hybrid algorithm allowing to model free fall, impact and
rolling motions according to different approaches and including some semi-empirical damping relationships (Pfeiffer and Bowen, 1989; Jones et al., 2000), and specific rules to control the transition between rolling and bouncing modes (Guzzetti et al., 2002; Agliardi and Crosta, 2003).

Topography is introduced as a raster Digital Elevation Model (DEM), without resolution restrictions except for those regarding the hardware. Since 3D simulation of block paths requires a continuous description of topography, the code generates a vector (continuous) topographic model in the form of a Triangulate Regular Network (Guzzetti et al., 2002; Agliardi and Crosta, 2003), consisting of a net of triangles whose vertex coordinates are sampled from the DEM matrix (Fig. 2). In this framework, two reference coordinate systems are used during computations: a global “inertial” Cartesian system (XYZ) and a second Cartesian system local (x,y,z) to each triangle.

Rockfall sources can be defined as points, polygons or lines, depending on the geomorphological pattern of rockfall sources and the type of available input data. In order to allow for probabilistic modelling, a different number of blocks can be thrown from each source cell, as a proxy of the different onset probability of rock falls from different sources.

All the input datasets (e.g. 3D topography, rockfall sources, normal and tangential restitution coefficients, \( e_n \) and \( e_t \), rolling friction coefficient, tan \( \phi_r \)) are provided in a spatially distributed form, without limitations to the number of slope units used to describe surface lithology and land use.

The code allows to perform stochastic modelling, by varying all the relevant parameters within specified ranges according to different probability distributions. The analysis can be repeated through a “pseudo-random” approach.

Program outputs include 2D-raster and vector as well as 3D-vector outputs, including minimum, mean and maximum values of velocity, bounce height and kinetic energy at each computed point along fall paths, as well as information about the type of motion, the location of impacts and the maximum runout.

The results presented in this paper have been obtained by using the kinematic module of the new code, improved in trajectory computation and tracking.

### 3 Parametric modelling

#### 3.1 Model set-up

Parametric numerical simulations have been performed to evaluate the sensitivity of modelling results to local morphology as well as to the accuracy of the adopted description of topography. We were particularly interested in separating the effects of macro- and micro-topography and understanding the sensitivity of the dispersion of rockfall trajectories and kinematic parameters to the spatial resolution of the topographic model.

In order to perform simulations, synthetic biplanar slopes have been numerically generated. Slopes are made up of two sectors: a sloping one with mean inclination (\( \beta \)) values of 25°, 30°, 37°, 45°, 52° and 60° (Fig. 3), covering the range of the most common talus and rocky slopes, and a bottom flat sector with mean slope equal to 0°. Furthermore, three different roughness conditions (Table 1) have been introduced to simulate micro-topography (e.g. small steps, presence of large boulders or of a blocky and rough surface, etc.). Synthetic slope sets have been created by generating grids of random elevation data, sampled from a normal probability distribution with a fixed mean value of 0.25 m and different standard deviation values (\( \sigma \): 0.1 m, 0.15 m and 0.2 m), simulating different roughness conditions. The rough sloping sector of the biplanar slopes has been obtained through geometrical transformation of parts of the generated grids.

Such a procedure allowed to generate different Digital Elevation Models in Esri GridAscii format, with a cell size of 1 m and extent in the x and y direction of 500 m and 1000 m, respectively (Fig. 4).

Furthermore, digital terrain models with resolutions (pixel size) of 2 m, 3 m and 5 m have been generated by resampling the original 1m-resolution datasets, in order to analyse the effects of resolution upsampling starting from the same basic topographic information. In engineering practice, this could be the result both of the particular technique adopted for slope topographic survey (ground based topographic survey, aero-photogrammetric survey, ground based laser scanning, aerial LIDAR, etc.) and the inherent logistic difficulties (small cliffs, vegetation, etc.).
Fig. 2. Sketched description of the TRN (Triangulate Regular Network) topographic model built by the computer code STONE starting from a raster square grid of elevation points.

Fig. 3. 3D views of the synthetic biplanar slopes, generated by geometrical transformation of normally-distributed sets of random elevation data. Slopes with average inclination ($\beta$) of 25°, 30°, 37°, 45°, 52° and 60° have been generated at different spatial resolution (1, 2, 3 and 5 m) and with different standard deviation values ($\sigma$=0.1, 0.15 and 0.2 m) reproducing micro-topographic features.
In order to analyse the specific effects of micro-topographic variability (Fig. 4), simulations have been performed under constant simulation conditions. These conditions include:

- fixed values for the normal and tangential restitution and friction coefficients (specifically: $e_n$: 0.35; $e_t$: 0.75; $\tan\phi_r$: 0.4), without any velocity damping introduced;

- fixed range of variability of the relevant parameters (starting angle on horizontal plane: ±1%; restitution coefficients: ±1%; friction coefficient: ±1%);

- fixed initial conditions (e.g. source area size and position, initial velocity);

- fixed simulation conditions (number of computed trajectories, minimum threshold velocity, bouncing-rolling transition threshold value)

The imposed stochastic variability of the parameters is very limited with respect to that normally adopted, in order to better outline the effects of slope morphology (mean inclination, $\beta$), micro-topography (roughness, $\sigma$) and resolution of the topographic model (DEM cell size).

Finally, a constant representative number of blocks (imposed equal to 1000) was launched from a cluster of cells forming a square source area of 100 m$^2$, to provide homogeneous cover and statistical significance. Since decreasing grid resolution results in a lower number of source cells in a given area, the number of blocks thrown from every source cell has been varied depending on model resolution.

3.2 Sensitivity analysis of lateral dispersion

A total number of 72 simulations (Table 1) have been performed at resolutions of 1, 2, 3 and 5 m, respectively (Fig. 5), with all the different combinations of mean slope inclination ($\beta$) and slope roughness ($\sigma$), see Fig. 6). Model results have been exported as vector files portraying, at each point along 3D trajectories, the computed values of velocity and height to the topography (Fig. 7).

The analysis of simulation results has been based on the evaluation of the W/L ratio (i.e. the ratio of the width, W, to the length, L, of the invasion area; see Fig. 7), which has been selected as the descriptor of the lateral dispersion occurring during the simulations.

Because of the adopted geometrical transformation procedure, the downslope length of the sloping sector is different for biplanar slopes with different mean inclination (Fig. 3). Nevertheless, the W/L ratio needs to be evaluated at a fixed travel distance from the source, in order to be compared over different simulations. Thus, the width of the invasion area, W, has been sampled at a variable horizontal distance from the source (Fig. 7), depending on the mean slope inclination and corresponding to a fixed downslope travel distance (L) of 580 m (i.e. the travel distance to the slope toe for the 30$^\circ$ slope).

Values of the W/L ratio obtained for each simulation are shown in Table 1 as percent values. In this research, we were more interested in evaluating the sensitivity of the W/L ratio to different controlling parameters than in obtaining absolute values of the descriptor. These can vary according to the adopted modelling algorithm (kinematic, hybrid, etc.) and to a variety of model-specific conditions.
3D plots shown in Fig. 8 outline the sensitivity of the W/L ratio to the selected controlling variables: cell size, slope roughness ($\sigma$) and mean slope inclination ($\beta$). In particular, the highest values of the W/L ratio, ranging from 20% and 36%, can be observed for very rough slopes and lower values of cell size (Table 1 and Fig. 8). This is in good agreement with the results of high resolution numerical simulation performed by Agliardi and Crosta (2003) for very rough natural slopes, giving W/L values up to the 34%.

The computed values of the W/L ratio show a complex dependence on the mean slope inclination. For a 1 m cell DEM and maximum roughness (Figs. 8 and 9a) we observed an increase in lateral dispersion with slope inclination up to an inclination of about 45°. Beyond this threshold value the W/L
The W/L ratio continuously decreases, since the gravitational component becomes dominant in controlling the pattern of rockfall trajectories. This behaviour is different for models with decreasing roughness and/or larger cell size (Figs. 8, 9 and 10). For the 2 m DEM the W/L ratio decreases for increasing slope inclination and decreasing roughness. Finally, for the 3 m and 5 m DEM, the general trend is maintained with low W/L values, especially for average roughness intervals (Figs. 8, 9 and 10).

For fixed values of mean slope inclination (Fig. 10a, b and c), the W/L ratio continuously increases with increasing roughness, at a higher rate for cell size of 1 m and mean slope inclination of 45°, with an exception for the 5 m DEM, showing a slightly different trend for smooth, gently dipping slopes. Nevertheless, such a deviation is very small in terms of W/L value, as clearly shown in Fig. 8. Furthermore, the W/L ratio shows an exponential decrease with increasing cell size (Figs. 10d, e, f). The maximum rate of decrease can be observed for a mean slope inclination of 45°, which can be regarded as a general threshold separating different trends of behaviour to be considered when dealing with real slopes (Fig. 10). This supports earlier observations by Agliardi and Crosta (2003), suggesting a systematic scale dependence of simulation results on the accuracy of the topographic model, introducing model-specific topographic effects.

3.3 Topographic control on kinematic variables

Model results in terms of kinematic variables (local instantaneous velocity and height to the topography) have been analysed through a “moving window” statistical technique, in order to evaluate the sensitivity of rockfall kinematics on different topography-related factors, namely: mean slope inclination, micro-topography (slope roughness) and the spatial resolution of topographic models.

Analyses have been performed by moving a counting circle with a radius of 10 m along regular grids and computing statistics on the trajectory points falling in the counting circle at each step. This procedure allowed maximum, mean and minimum values of the kinematic variables (i.e. velocity and height) to be obtained over the slope as continuously varying variables (Fig. 11).

For each simulation, the spatial frequency of computed trajectory points (Fig. 11a) has been normalised by the total number, allowing to find a “centreline” for the spatial frequency distribution (Fig. 11b). Then, velocity and height downslope profiles have been extracted by sampling the maximum, mean and minimum grid values along centrelines (Fig. 11c).

The comparative analysis of velocity and height profiles obtained for different values of slope mean inclination (β),
Fig. 8. 3D plots obtained by least square fit of measures W/L values (represented by dots). Plots show the sensitivity of the W/L ratio to slope roughness ($\sigma$) and mean inclination ($\beta$), for different values of DEM cell size (1 m, 2 m, 3 m, 5 m). Please note that plot scale is different for each plot, in order to outline small-scale trends occurring for lower DEM resolution.

slope roughness ($\sigma$) and DEM spatial resolution (pixel size) allow some important observations to be made. In particular:

- higher values of velocity (Fig. 12) can be observed for increasing mean slope inclination, also resulting in more scattered computed values. This is particularly evident for very rough slopes, where more abundant, higher and slightly longer ballistic parabolas or jumps occur. Nevertheless, for gently dipping slopes, mean and minimum values of velocity are less sensitive to slope roughness than to mean slope inclination;

- bounce height is extremely sensitive to increasing values of slope inclination and roughness (Fig. 13). We observed mean values of bounce height to increase significantly with increasing slope inclination (e.g. less than 1 m for a 30° slope up to 9.5 m for a 52° slope) and up to 10 times with increasing roughness for the same slope inclination. Maximum values follow a similar trend. This has relevant consequences on the modelling approach and on design procedures for passive countermeasures. For example, a different design approach, based on mean or maximum results, will have important consequences on the requested size (i.e. length and height) and absorbing capability of the countermeasures in order to reduce hazard or to reach a specific residual risk level;

- the spatial resolution of topographic models greatly affects model results. Higher and more scattered values of velocity can be observed for increasing DEM pixel size (decreasing model resolution), while bounce heights decrease with increasing pixel size (Fig. 14). These trends are similar to those reported by Azzoni et al. (1995) and Agliardi and Crosta (2003). Nevertheless, cited authors reported lower scattering of computed velocity and bounce height for decreasing resolution of the topographic model (2D slope profile or DEM), while in this research an opposite trend has been outlined for velocity values. This difference could be possibly accounted
Fig. 9. 2D plots showing the sensitivity of the W/L ratio to DEM spatial resolution (pixel size) and mean slope inclination ($\beta$), for different values of slope roughness ($\sigma$). Plots can be considered as cross sections of the 3D plots of Fig. 8.

The solution of rockfall problems in practice always requires evaluating the downslope distribution of kinematic variables, in order to optimise countermeasures design (Richards, 1986; Spang, 1987; Stevens, 1998) and hazard assessment (Crosta and Agliardi, 2003). From this perspective, parametric modelling allows to establish some reference point for engineering applications.

In particular, plots in Fig. 12 clearly put in evidence the onset of “steady-state” kinematic conditions for smooth and gently dipping slopes. This means that almost constant values for the rockfall velocity are reached faster in case of smoother slopes than for rougher ones. Furthermore, for a fixed value of slope mean inclination steady state is reached more easily with minimum slope roughness (0.1 m) and small DEM cell size (high resolution topographic model).

The possibility for block velocities to reach a steady state appear to be linked to the most probable type of motion occurring on specific slopes. According to experimental observations (Ritchie, 1963; Broili, 1973), rolling and short bounces dominate on gently dipping slopes, while higher mean inclinations are associated to bouncing motions. Nevertheless, the analysis of the computed velocity profiles show the major influence of slope roughness on the onset of different motions (Fig. 12). In particular, some typical situations can be recognised:

- for gently dipping slopes (e.g. $\beta=37^\circ$ in Fig. 12) slightly accelerating rolling motions alternate with regularly spaced short bounces. Under these conditions kinetic energy is continuously accumulated and lost, allowing for a sudden onset of “steady state” conditions for any roughness condition, especially for mean computed velocity values;

- for steeper smooth slopes (e.g. $\beta=52^\circ$ and $\sigma=0.1$ m in Fig. 12), short bounces dominate, allowing for mean velocity to reach steady-state condition, even though maximum values are more scattered and irregularly distributed;

- for steeper rough slopes (e.g. $\beta=52^\circ$ and $\sigma=0.2$ m in Fig. 12), dominant motions consist of continuously accelerating rolling or irregular, high and long ballistic jumps, with increasing and highly scattered velocity values, which hamper the reach of steady conditions.

4 Discussion and conclusions

Despite apparently simple and seldom spectacular, rockfalls are fairly complicated phenomena, since they involve complex physics and major stochastic components. Thus, performing reliable and consistent modelling in engineering practice is sometimes very difficult. In fact, rockfall trajectories are strongly influenced both by mechanical and geometrical conditions, and motion on a real three-dimensional slope is much more complex or irregular than in the two-dimensional world of the most successful rockfall models available for engineers. Thus, the results of numerical modelling of rockfalls are very sensitive to both the mechanical parameters and the morphological description, largely affecting the reliability of engineering evaluation of rockfalls, especially when geometrically complex slopes are involved.
In this research, the sensitivity of lateral dispersion of rockfall trajectories has been systematically evaluated as a function of macro-topographic, micro-topographic and model specific features. The analyses proved such a sensitivity to be very significant in affecting the practical zonation of rockfall runout areas and the capability of reliably assessing rockfall hazard. This supports the need for design and hazard assessment procedures to be based on the use of carefully calibrated 3D modelling. Furthermore, the major influence of 3D topographic features on rockfall dynamics, often under-estimated in the past, has been pointed out.

Both the lateral dispersion and the kinematic variables (velocity and the bounce height) of simulated rockfalls strongly depend on slope mean inclination and roughness. Also, the accuracy of the topographic description (DEM resolution in this study) and other model-specific parameters affect the value and the spatial distribution of the kinematic quantities, with evident consequences on passive countermeasure design procedures and on hazard zonation.

Modelling results allow to outline some typical conditions, useful to suggest some practical rules to engineers dealing with significantly three-dimensional slopes. In particular:

- for smooth and gently dipping slopes one can expect a moderate amount of lateral dispersion and kinematic conditions close to steady state. A combination of low and short jumps and a constant velocity seems to be typical of steady state conditions along slopes of medium to low inclination. This behaviour could be more evident on real natural slopes when the moving block becomes progressively more rounded (i.e. decreasing relative roughness, friction coefficient and out of centre forces);
Fig. 11. Moving window statistical analysis of simulation results (a), performed by moving a counting circle with 10 m radius over a regular grid. The spatial frequency of computed trajectory points has been normalised by the total, allowing to find the centreline of the spatial distribution of trajectories (b). Centrelines have then been used as profile traces to sample velocity and height values from the grids computed by moving window statistics (c, mean velocity).

Fig. 12. Velocity profiles sampled from the results of moving window statistics (see Fig. 11), showing the sensitivity of the computed velocities to slope mean inclination ($\beta$) and roughness ($\sigma$), for a fixed DEM resolution (1 m).
Fig. 13. Fly height profiles sampled from the results of moving window statistics (see Fig. 11), showing the sensitivity of the computed fly height to slope mean inclination ($\beta$) and roughness ($\sigma$), for a fixed DEM resolution (1 m).

- For very rough slopes, lateral dispersion is expected to increase with increasing mean slope inclination up to the threshold value of 45° (e.g. blocky talus slopes) for which W/L ratios up to 30–35% could be reached, with obvious consequence on countermeasure design. Moreover, under these conditions steady-state motion is hardly reached, and continuously accelerating rolling and bouncing motions should be expected;

- Lateral dispersion should be expected to be low (less than 15%) for short and very steep slopes (e.g. rocky slopes). In this case, the use of 2D models can be acceptable and more attention should be paid to the careful evaluation of the kinematic variables, since unsteady and highly scattered values of velocity and bounce height should be expected.

Furthermore, when performing numerical modelling in engineering practice, the quality of elevation data available for the generation of the topographic model (contour lines, raster DEMs, vector triangulate networks, etc.) strongly affects the reliability of simulation results. This could have some important effects on the modelling strategy and in extreme cases could favour the use of 2D simulation tools with respect to 3D ones. For example, 2D modelling and a subjective choice of the most probable rockfall path can be considered reasonable when a low detail topographic description is available, and/or in presence of low micro-topographic relief (smooth slopes), and absence of channels and concavities, on steep slopes (>40°). In other cases, all the micro- and macro-topographical features will interact controlling velocity, height and lateral dispersion of the trajectories. In particular, the design choice of the maximum height and energy absorption capability of barriers, as well as their length (transversal to the rockfall path), can be strongly influenced. In fact, neglecting the lateral dispersion of the trajectories will induce an underestimation of the barrier length needed to ensure protection to a specific design area. Open channels and feeble longitudinal concavities could also suggest a containing effect on rockfall trajectories resulting in a reduced extension of hazardous areas. This assumption could be verified through an accurate 3D modelling approach including both 3D morphologies and dispersion effects.
Fig. 14. Velocity and height profiles sampled from the results of moving window statistics (see Fig. 11), showing the sensitivity of the rockfall kinematic quantities (velocity and height) to the spatial resolution of the topographic model, for fixed values of slope mean inclination ($\beta=45^\circ$) and roughness ($\sigma=0.2$ m).

The reliability of modelling results is also strongly influenced by the value of model specific simulation parameters, which must be evaluated through accurate sensitivity analyses before any reliable modelling could be performed. For example, Fig. 15 shows the influence of the threshold value controlling the transition from bouncing to rolling simulation algorithm in the simulation program. The threshold value, expressed in terms of bounce length (Guzzetti et al., 2002; Agliardi and Crosta, 2003), clearly affects the mode of motion along the slope profile and, as consequences, the distribution of the kinematic variables and the possibility for blocks to reach steady-state motion conditions. Figures 14 and 15 show that a superficial use of modelling tools could easily cause misinterpretation of the processes and of the results with relevant consequences on hazard zonation and design of passive countermeasures.

Finally, it can be stressed that the values usually assumed for the coefficients of restitution and the friction coefficient contain implicit information about local micro-topographic conditions (slope roughness, vegetation, etc.) and/or block geometry (angularity, roundness, etc.). As a consequence, different values could be chosen to perform numerical simulations and to calibrate models when topographic descriptions of different detail and scale are available. This also suggests that a detailed description of the slope surface should be given when values of the coefficients are obtained from in situ tests. For example, a talus slope could be covered with small or large blocks with respect to the falling block size and this will control the final restitution and friction coefficients. The same problem can arise when different types of description (kinematic or dynamic) of motion are adopted. In this last case a careful choice of the coefficients must be done.

We are presently running more simulations to consider the effects on the numerical results of different restitution and friction coefficients as well as those due to the introduction of the dynamic components of motion. This will help in the evaluation of the sensitivity of the numerical approach and of
its results to the adopted values of the physical-mechanical parameters and to the level of detail of morphological slope description.
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