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Abstract. The low-resolution (T31) version of the Com-
munity Climate System Model CCSM2.0.1 is revisited and
adjusted by deepening the Greenland-Scotland ridge, chang-
ing oceanic mixing parameters, and applying a regional
freshwater flux adjustment at high northern latitudes. The
main purpose of these adjustments is to maintain a robust
Atlantic meridional overturning circulation which collapses
in the original model release. The paper describes the
present-day control run of the adjusted model (referred to
as “CCSM2/T31x3a”) which is brought into climatic equi-
librium by applying a deep-ocean acceleration technique.
The accelerated integration is extended by a 100-year syn-
chronous phase. The simulated meridional overturning cir-
culation has a maximum of 14×106 m3 s−1 in the North At-
lantic. The CCSM2/T31x3a control run is evaluated against
observations and simulations with other climate models.
Most shortcomings found in the CCSM2/T31x3a control
run are identified as “typical problems” in global climate
modelling. Finally, examples (simulation of North Atlantic
hydrography, West African monsoon) are shown in which
CCSM2/T31x3a has a better simulation skill than the latest
low-resolution Community Climate System Model release,
CCSM3/T31.

1 Introduction

Transporting cold deepwater from the North Atlantic to the
Southern Ocean and warm water masses in the upper lay-
ers in opposite direction, the present-day Atlantic merid-
ional overturning circulation (AMOC) is associated with a
substantial northward heat transport of order 1015 W (e.g.
Ganachaud and Wunsch, 2000). During the past two decades
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of paleoceanographic and paleoclimatic research the role of
the AMOC in driving or amplifying global climatic changes
came more and more into focus. Strong variations in the
AMOC might have induced changes in the global temper-
ature distribution, wind fields and the hydrologic cycle. The
possibility that the AMOC could change in the future (Meehl
et al., 2007) motivates paleoceanographers to understand
how it may have differed in the past.

For instance, it has been proposed that a strengthening of
the AMOC during the early Pliocene led to an intensifica-
tion of the hydrologic cycle at high northern latitudes (i.e.
more snowfall) and, hence, was a necessary precondition for
the onset of Northern Hemisphere glaciation around 3 mil-
lion years ago (Haug and Tiedemann, 1998; Driscoll and
Haug, 1998). It has also been suggested that AMOC changes
played an important role in amplifying glacial-interglacial
and interglacial-glacial transitions during the Quaternary
(e.g. Piotrowski et al., 2005). Probably the most established
example for AMOC-induced global climatic changes are the
millennial-scale Dansgaard-Oeschger and Heinrich events of
the last glacial. Dansgaard-Oeschger events (transitions be-
tween cold stadials and warm interstadials) took place within
some decades and were accompanied by warmings of about
10◦C over the Greenland ice sheet (Severinghaus and Brook,
1999). The significance of these warming events is corrob-
orated by climate variations on a global scale, which can be
correlated to the Dansgaard-Oeschger cycles (Voelker et al.,
2002). Benthic isotope records from South Atlantic deep-sea
cores suggest that these events were triggered by changes
in the AMOC (Piotrowski et al., 2005). Heinrich events
were associated with the coldest periods in the North At-
lantic realm, but – like Dansgaard-Oeschger events – also
had a global impact on the glacial climate featuring a hemi-
spheric seesaw pattern (e.g. Prange et al., 2004, and refer-
ences therein). Heinrich events were characterized by ex-
tremely high inputs of ice-rafted debris to the North Atlantic
(Broecker et al., 1992), and it is generally accepted that
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Fig. 1. Atlantic meridional overturning circulation (Sv) obtained
with the Eulerian-mean velocity from the standard CCSM2/T31
control run with default settings and parameters. A 10-yr average
is shown calculated from years 278–287 (the control run has started
from observational data).

their climatic effect relied on the perturbation of North At-
lantic Deep Water (NADW) formation by melting icebergs
(e.g. Rahmstorf, 2002, and references therein). Freshwater
perturbations in the North Atlantic were also likely to be
responsible for the last two pronounced cold intervals, the
Younger Dryas (ca. 13 000 years ago) and the “8 k event”
about 8200 years ago (Alley and Agustsdottir, 2005, and ref-
erences therein). Less pronounced Holocene climatic shifts
in the North Atlantic realm have recently been associated
with moderate AMOC variations (Oppo et al., 2003; Schulz
et al., 2007; Jongma et al., 2007). These few examples
demonstrate that the AMOC is crucial for the understanding
of past – and probably future – climate change. A climate
model without representation of the AMOC is virtually use-
less for most paleo-relevant scientific questions.

Paleoclimatic model experiments usually require long in-
tegration times either to reach climatic equilibria which differ
from the present-day situation or to simulate long-term (e.g.
millennial) climatic trends and changes. To reduce computa-
tion time, numerical models used in paleoceanographic and
paleoclimatic research are therefore often reduced in com-
plexity (cf. Claussen et al., 2002) and/or employ relatively
coarse grid resolutions. Low-resolution configurations of
the fully-coupled NCAR (National Center for Atmospheric
Research) Community Climate System Model CCSM have
been released both for version 2.0.1 (“CCSM2/T31”) and
for version 3.0 (“CCSM3/T31”). In these so-called “paleo
versions”, the horizontal resolution of the atmospheric com-
ponent is given by T31 spectral truncation (3.75◦ by 3.75◦

transform grid), whereas the ocean has a nominal resolu-
tion of 3.6◦ by 1.6◦ with 25 levels. While the present-day
control run of CCSM3/T31 exhibits a robust thermohaline
circulation in the Atlantic Ocean (Yeager et al., 2006), the
AMOC spins down in CCSM2/T31 such that the net vol-

ume export of NADW to the Southern Ocean drops below
2 Sv (1 Sv=106 m3 s−1; Fig. 1). Associated with the weak
overturning circulation is a strong cold bias in the North At-
lantic realm (not shown) and the formation of a distinct halo-
cline in the northwestern Atlantic where sea surface salini-
ties are several psu below observational values (Fig. 2). This
renders CCSM2/T31 unsuitable for paleoclimate studies in
which changes of the AMOC play a crucial role.

It is basically unclear why CCSM3/T31 simulates a robust
AMOC, and why CCSM2/T31 does not. The application of
a different model grid in the ocean component might play
a role (cf. Yeager et al., 2006), but any change in the other
model components of CCSM (atmosphere, land or sea ice)
could contribute to the improvement of the AMOC simula-
tion as well (albeit more indirectly). Either way, there seems
to be no obvious reason why CCSM2/T31 should not be
consigned to history in view of the release of CCSM3/T31.
In the present paper, however, it is shown that the perfor-
mance of CCSM2/T31 can substantially be improved by ap-
plying some modifications to the original model. The low-
resolution version of CCSM2.0.1 with these adjustments in-
cluded is referred to as CCSM2/T31x3a to reflect the at-
mospheric resolution (“T31”), the average resolution of the
ocean grid (“x3”) as well as the implementation of ad-
justments (“a”). We shall see that CCSM2/T31x3a simu-
lates a robust AMOC that is similar to the ocean circula-
tion in CCSM3/T31. Even more interesting, there are sev-
eral applications where CCSM2/T31x3a performs better than
CCSM3/T31, depending on the phenomenon under investi-
gation and its geographical location.

The present paper is devoted to the description of
the present-day control run of CCSM2/T31x3a. Even
though a detailed model intercomparison is far beyond
the scope of this paper, examples shall be shown in
which CCSM2/T31x3a provides a better simulation than
CCSM3/T31. The following section describes the tuning of
CCSM2/T31x3a. Section 3 describes and discusses the asyn-
chronous integration technique which is used to achieve a
statistical equilibrium climate state. The present-day climate
from the CCSM2/T31x3a control run is presented in Sect. 4.
The focus is placed on oceanic and atmospheric climatolog-
ical means. The simulation skill for interannual variability
in the tropical Pacific and North Atlantic regions is briefly
discussed. CCSM2/T31x3a’s control run is compared with
other models – particularly with CCSM3/T31 – in Sect. 5.
Conclusions are drawn in Sect. 6.

2 CCSM2/T31x3a: components and adjustments

The NCAR Community Climate System Model CCSM2.0.1
is composed of four separate model components: atmo-
sphere, ocean, land and sea ice (Kiehl and Gent, 2004). In
a parallel computing environment, these components run si-
multaneously and communicate information back and forth
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Fig. 2. Annual-mean sea surface salinity (psu) in the standard CCSM2/T31 control run with default settings and parameters. A 10-yr average
is shown calculated from years 278–287 of the simulation. The model output can be compared with observations shown in Fig. 14.

via a central coupler. The atmosphere component is the Com-
munity Atmosphere Model CAM2, a global general circula-
tion model developed from NCAR’s CCM3 (Collins et al.,
2003). CAM2 employs a spectral dynamical core (i.e. the
numerical solutions of the partial differential equations are
approximated using harmonics and involve the use of the
Fast Fourier Transform; e.g. Canuto et al., 1988) and hy-
brid vertical coordinates with 26 levels, combining terrain-
following sigma coordinates (which are defined by the ratio
of the pressure at a given point in the atmosphere to the pres-
sure on the surface of the earth underneath it) at the bottom
with pressure-level coordinates at the top of the model. The
ocean is represented by the z-coordinate, Bryan-Cox type
(cf. Kantha and Clayson, 2000) Parallel Ocean Program POP
1.4 (Smith and Gent, 2002). The model employs an implicit
free surface (Dukowicz and Smith, 1994), an anisotropic vis-
cosity parameterization (Smith and McWilliams, 2003) and
Gent and McWilliams’ (1990) isopycnal mixing for tracers
using the skew-flux form (Griffies, 1998). A non-local KPP
(K-profile parameterization) scheme is applied for vertical
mixing (Large et al., 1994). The sea-ice component is the
Community Sea-Ice Model CSIM4 (Briegleb et al., 2002)
with elastic-viscous-plastic dynamics scheme (Hunke and
Dukowicz, 1997), an explicit brine-pocket parameterization
(Bitz and Lipscomb, 1999) and an ice thickness distribution
module that accounts for five ice thickness categories (Bitz et
al., 2001). The land component of CCSM2.0.1 is the Com-
munity Land Model CLM2 (Vertenstein et al., 2002). It in-
cludes complex biogeophysics and hydrology along with a
state-of-the-art river runoff module (Branstetter and Erick-
son, 2003). Detailed documentations of all model compo-
nents and parameters can be found at www.ccsm.ucar.edu/
models/ccsm2.0.1.

In the framework of CCSM, atmosphere and land models
share an identical horizontal grid. Likewise, ocean and sea
ice use one and the same horizontal grid. In CCSM2/T31x3a,
the ocean/sea-ice component is formulated on an orthogonal
grid which shifts the north pole singularity into Greenland
to avoid time-step constraints due to grid convergence. This
grid is referred to as “gx3v4” (Fig. 3). It has a longitudinal
resolution of 3.6◦. The latitudinal resolution of “gx3v4” is
variable, with finer resolution (approximately 0.9◦) near the
equator.

In CCSM2/T31x3a, several adjustments to the standard
CCSM2.0.1 release are applied. The overall goal is to am-
plify the meridional overturning circulation in the Atlantic
Ocean. Due to the computational expense of performing
fully-coupled experiments systematic sensitivity studies, elu-
cidating the effects of each modification separately, are not
feasible for the time being. The tuning of CCSM2.0.1 is
based on experience with other models. CCSM2/T31x3a in-
cludes the following adjustments:

– The Greenland-Scotland ridge is slightly deepened such
that the sill depths are∼590 m and∼900 m in the Den-
mark Strait and in the Iceland-Scotland passage, respec-
tively (Fig. 4). Given the rather coarse resolution of the
“gx3v4” ocean grid, the new bathymetry is still appro-
priate. A deeper Greenland-Scotland ridge facilitates
the exchange of dense water masses between the North
Atlantic and the Nordic Seas where deep winter convec-
tion takes place (cf. Koesters et al., 2004).

– Background vertical mixing in the ocean is set to a con-
stant value of 0.3 cm2/s. In the default model set-up
vertical background mixing increases from 0.1 cm2/s at
the surface to 1.0 cm2/s at 5000 m depth (a value of
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Fig. 3. Horizontal cell distribution of the ocean/sea-ice grid
“gx3v4”. Note the displaced north pole and the enhanced resolu-
tion at low latitudes.

0.3 cm2/s is reached at about 2300 m depth). Thus, com-
pared to the default setting, vertical mixing is slightly
increased in the upper ocean below the surface bound-
ary layer (alternatively, one could have applied geo-
graphically varying upper-ocean parameters with lower
vertical diffusivity in the tropics and much higher values
in the Southern Ocean where internal wave activity is
known to be enhanced, see Gnanadesikan et al., 2006).
Vertical mixing provides a mechanism for the conver-
sion of cold deep waters into warm water of the upper
layers. The crucial role of vertical mixing in driving the
thermohaline circulation has been demonstrated in nu-
merous studies (e.g. Bryan, 1987; Wright and Stocker,
1992; Marotzke, 1997; Prange et al., 2003).

– For the Redi and bolus parts of the Gent-McWilliams
parameterization diffusivities are set to 1.2×107 cm2/s.
This represents a 50% increase compared to the default.
It is expected that higher horizontal mixing counter-
acts halocline formation in the northern North Atlantic,
thereby favouring convective activity and NADW for-
mation (cf. Schmittner and Weaver, 2001).

– The coefficient used in the quadratic ocean bottom drag
formula is increased from 10−3 to 10−2. The most im-
portant effect of this change is a substantial retardation
of the flow through the shallow Bering Strait. This
throughflow is associated with an import of relatively
fresh water from the North Pacific to the Arctic Ocean

and the Nordic Seas, where it is likely to affect con-
vective activity. It has been shown in several model
studies that a reduction of the Bering Strait throughflow
strengthens the AMOC (e.g. Hasumi, 2002; Wadley and
Bigg, 2002; Prange, 2003).

– At each ocean model time step, freshwater fluxes (pre-
cipitation plus river runoff) into the surface grid cells
of the Arctic Mediterranean, Labrador Sea/Baffin Bay
and Hudson Bay are reduced by 50%. The correspond-
ing amount of freshwater is homogeneously distributed
over the entire Pacific Ocean (Fig. 5). This leads to
an effective sea surface salinity increase in regions that
are potentially important for NADW formation. Be-
yond these regions, the hydrological cycle is simulated
without unphysical adjustments. This is a main advan-
tage over the more common application of global flux-
correction fields. The freshwater flux redistribution re-
quires modifications in the POP Fortran code and it is
presumably the most substantial change to the standard
model set-up. Note that neither heat nor momentum flux
corrections are implemented in CCSM2/T31x3a.

In addition to the model tuning which aims at boosting the
AMOC, optimized sea-ice/snow albedos are applied based
on results from stand-alone sea-ice model experiments: Max-
imum albedos for thick, dry sea ice are set to 0.82 and 0.38
for the visible and near-infrared spectral band, respectively.
The near-infrared albedo for dry snow is set to 0.74. No dis-
tinction is made between the hemispheres.

3 Accelerated integration

Accelerated integration techniques are often applied to cli-
mate models to reduce the computational expense. In or-
der to obtain a present-day climatic equilibrium, a deep-
ocean acceleration technique – which is highly efficient in the
framework of CCSM2/T31x3a – is employed here. This ap-
proach allows for increasing tracer time steps with depth, ex-
ploiting the relaxation of the Courant-Friedrichs-Lewy con-
straint due to diminishing current speeds in the deep ocean
(Bryan and Lewis, 1979; Bryan, 1988). Such an asyn-
chronous integration technique has proven useful for search-
ing equilibrium solutions without any interest in the transient
behaviour of the model: Once an equilibrium is reached (i.e.
vanishing time-derivates in the model equations), the solu-
tion is independent of the time-stepping.

However, numerical acceleration techniques can severely
distort the model physics. Two major concerns have been
raised regarding asynchronous deep-ocean time-stepping.
Firstly, this approach does not ensure tracer conservation.
Conservation of heat and salt is violated whenever vertical
fluxes occur between neighbouring grid boxes that solve the
prognostic tracer equations with different time steps (Dan-
abasoglu et al., 1996). Secondly, time-derivates never vanish

Ocean Sci., 4, 151–181, 2008 www.ocean-sci.net/4/151/2008/



M. Prange: The low-resolution CCSM2 155

Fig. 4. Bathymetry around the Greenland-Scotland ridge:(a) Ocean depths (m) at tracer grid points in the original low-resolution
CCSM2.0.1 release plotted in raster-mode to display the “gx3v4” ocean-grid structure;(b) same as (a) but for the new bathymetry used
in CCSM2/T31x3a;(c) difference between CCSM2/T31x3a and original bathymetry;(d) real bathymetry (ETOPO60) for comparison.

in a realistically forced ocean model due to intra- and inter-
annual variability. In order to quantify these errors, Danaba-
soglu (2004) recently applied accelerated integration meth-
ods to POP 1.4 subject to realistic forcing. Comparing equi-
librium temperatures and salinities obtained by deep-ocean
acceleration with those from a 10 000-year synchronous con-
trol run, he found that errors are of order 0.1 K and 0.1 psu,
respectively, provided that two conditions are met: (i) verti-
cal variations in time step are restricted to depths where ver-
tical tracer fluxes (i.e. vertical gradients) are small enough
that tracers are conserved well enough (in particular below
the pycnocline); (ii) the accelerated integration is extended
by a synchronous phase of – at least – several decades (Dan-
abasoglu et al., 1996; Wang, 2001; Danabasoglu, 2004). The
synchronous extension is important not only to correctly cap-
ture oceanic variability, but also to test the stability and re-
liability of the accelerated equilibrium solution (cf. Bryan,
1984; see also Sect. 4.1). Previous modelling studies have
demonstrated the ability of acceleration techniques to reach
an equilibrium paleoclimatic solution (e.g. see Huber and
Sloan, 2001; Huber and Nof, 2006).

The acceleration-induced small errors found by Danaba-
soglu (2004) are tolerable for most paleoclimatic applica-
tions. In particular, errors in large-scale oceanic mass and
heat transports turned out to be negligible (for instance, the

error in maximum Atlantic northward heat transport was
about 0.01 PW or 1–2%). Using the same oceanic model grid
as in the study by Danabasoglu (2004), a similar deep-ocean
acceleration scheme is used here. The surface time step in
the ocean model is set to 1 h (time-step restriction due to nu-
merical instability) and does not change down to a depth of
1300 m. Below 2500 m, the tracer time step is increased by a
factor 50. Between 1300 m and 2500 m, the tracer time step
has a linear variation.

4 Present-day control run

4.1 Experimental design and spin-up

For the present-day control run of CCSM2/T31x3a, the at-
mospheric composition of 1990 AD is adopted. Volume mix-
ing ratios of greenhouse gases are listed in Table 1. The
total aerosol visible optical depth is set to 0.14, while a
value of 1365 W/m2 is used for the solar constant. The
model is initialized with observational data sets provided at
www.ccsm.ucar.edu/models/ccsm2.0.1.

Using the deep-ocean acceleration technique described in
the previous section, a climatic equilibrium can be achieved
within a few centuries of integration. After a short (7 years)

www.ocean-sci.net/4/151/2008/ Ocean Sci., 4, 151–181, 2008
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Fig. 5. Sketch of the regional freshwater flux adjustment used
in CCSM2/T31x3a. Surface freshwater fluxes by precipitation and
river runoff into the ocean are reduced over the red area. The corre-
sponding amount of freshwater is distributed over the Pacific Ocean
(blue area). All other parts of the world ocean (yellow area) are not
affected by the flux adjustment.

Table 1. Volume mixing ratios of greenhouse gases used in the
present-day control run.

Trace gas Volume mixing ratio

CO2 3.530×10−4

CH4 1.676×10−6

N2O 0.309×10−6

CFC11 0.263×10−9

CFC12 0.479×10−9

synchronous spin-up phase, depth-accelerated integration is
applied for 293 years, followed by a centennial synchronous
extension. This gives a total integration time of 400 surface
years for the coupled climate model corresponding to 14,757
deep-ocean years. Only the third stage of the integration pro-
cedure (i.e. the centennial synchronous phase) shall serve for
an evaluation of the simulated present-day climate.

Figure 6 shows the time series of global ocean tempera-
ture over the accelerated spin-up phase and the synchronous
extension. Initialized with climatological data (Steele et al.,
2001) the ocean cools by about 0.6 K until reaching a near-
equilibrium state. During the same time, global average
salinity increases by about 0.01 psu (not shown). This salin-

Fig. 6. Globally averaged potential temperature of the ocean dur-
ing spin-up, plotted as deviation from the mean value of year 400.
Note that deep-ocean acceleration is applied from (surface) year 8
to (surface) year 300.

Table 2. Average maximum overturning strength (AMOC) and
peak northward heat transport (NAHT) in the North Atlantic, vol-
ume transport through Drake Passage (ACC), Indonesian Through-
flow (ITF), and Bering Strait throughflow (BS) in CCSM2/T31x3a.
For comparison, estimates given by Ganachaud and Wunsch (G&W,
2000) and Stammer et al. (2003) are listed.

Transport CCSM2/T31x3a G&W Stammer

AMOC (Sv) 14 13–17 –
NAHT (PW) 0.6 1.15–1.45 0.6
ACC (Sv) 92 134–146 124
ITF (Sv) 10.5 11–21 11.5
BS (Sv) 1.3 0.8 –

ity drift is mainly attributable to the non-conservative char-
acter of deep-ocean acceleration.

The Hovm̈oller diagrams in Fig. 7 display the time evolu-
tion of zonally and meridionally averaged potential tempera-
ture and salinity for the Atlantic, Pacific, and Indian oceans.
It is clearly visible that the global oceanic cooling (Fig. 6) can
be ascribed to a decrease in deep and bottom water tempera-
tures, while the upper layers gradually warm during the spin-
up. The abyssal potential temperature drift during the last
century of accelerated integration (i.e. between surface year
200 and 300) is below 0.1 K, i.e. smaller than 2×10−5 K per
deep-water year. For the same time interval, abyssal salin-
ity changes are about 0.03 psu or 6×10−6 psu per deep-water
year. These rates are sufficiently small, confirming that the
climatic state is at equilibrium for practical purposes at the
end of the accelerated spin-up phase.

Ocean Sci., 4, 151–181, 2008 www.ocean-sci.net/4/151/2008/
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Fig. 7. Time versus depth (m) plots of horizontally averaged potential temperatures (left) and salinities (right) for the Atlantic, Pacific, and
Indian Ocean basins, plotted as deviations from the mean value of year 400 (smoothed by 7-yr averaging). Contour intervals are 0.1 K and
0.01 psu, respectively. Note that deep-ocean acceleration is applied from (surface) year 8 to (surface) year 300.

Starting from an ocean at rest, most mass (or volume)
transports obtain quasi-equilibrium within 50 surface years.
Figure 8 shows the temporal evolution of the Atlantic merid-
ional overturning streamfunction at 25◦ S. At equilibrium, al-
most 12 Sv of deep water are exported to the Southern Ocean
between 1000 and 3000 m depth; below 3000 m, 2–3 Sv of
Antarctic Bottom Water (AABW) enter the Atlantic Ocean.
The major goal of model tuning is achieved: CCSM2/T31x3a
produces a robust AMOC which induces a substantial north-
ward heat transport (cf. Sect. 4.2.1). In this stable climatic
mode, the northern high-latitude freshwater flux correction
totals 0.107 Sv (averaged over the last 100 years of the inte-
gration period); 69% (i.e. 0.074 Sv) of this amount is due to
river runoff, while 31% (i.e. 0.034 Sv) is due to precipitation

over the ocean. For comparison: Actual climatological river
discharge into the Arctic Ocean is about 0.1 Sv (e.g. Prange
and Gerdes, 2006).

The largest transport of water in the world ocean occurs
within the Antarctic Circumpolar Current (ACC). The vol-
ume transport through Drake Passage rapidly equilibrates
during model spin-up approaching 90 Sv (Fig. 9). It is impor-
tant to note that the time series of oceanic volume transports
provide a hint on the stability and reliability of the accel-
erated equilibrium solution (cf. Peltier and Solheim, 2004).
Large-scale volume transports (like the meridional overturn-
ing circulation or the ACC) quickly respond to changes in
the forcing, generally adjusting within a few decades (e.g.
Gerdes and Koeberle, 1995; Danabasoglu et al., 1996). If the

www.ocean-sci.net/4/151/2008/ Ocean Sci., 4, 151–181, 2008
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Fig. 8. Time versus depth plot of the meridional overturning
streamfunction in the South Atlantic during spin-up (smoothed by
7-yr averaging). Note that deep-ocean acceleration is applied from
(surface) year 8 to (surface) year 300.

accelerated integration led to a “false equilibrium”, a rapid
reorganisation of the oceanic volume transports would be ex-
pected after switching from accelerated to synchronous inte-
gration at year 300 (which is obviously not the case).

4.2 Equilibrium climatology

4.2.1 Ocean

For the following evaluation of the CCSM2/T31x3a present-
day climatic equilibrium, the last 90 years of the synchronous
integration phase are considered; that is, averages from sur-
face years 311–400 are calculated and compared to observa-
tional climatologies or observation-based estimates.

Some important integrated measures for the world ocean
circulation are listed in Table 2 and compared with esti-
mates from inverse (Ganachaud and Wunsch, 2000) and data-
constrained (Stammer et al., 2003) modelling. While the In-
donesian Througflow (ITF) and the transport of Pacific Wa-
ter into the Arctic Ocean through Bering Strait (cf. Sect. 2)
are well captured by the model, the simulated mass trans-
port of the ACC is 25–30% smaller than observation-based
estimates. Without further sensitivity studies one can only
speculate on the reasons for this bias. The transport of the
ACC is usually dominated by the baroclinic flow field (e.g.
Webb and de Cuevas, 2007). Thus, the undersimulated ACC
transport is probably a result of an incorrect baroclinic field
in the Southern Ocean that may result from too weak zonal
wind forcing at ACC latitudes (cf. Sect. 4.2.3).

The maximum meridional overturning strength in the
North Atlantic appears to be in line with observation-based
estimates. Note, however, that only 60% of deep-water
formed in the North Atlantic is exported to the Southern
Ocean (Fig. 10). Accordingly, the Atlantic Ocean northward
heat transport simulated by CCSM2/T31x3a is at the lower
end of the range suggested by observations. In addition, the

Fig. 9. Monthly (blue) and annual-mean (red) transport time series
for the Antarctic Circumpolar Current at Drake Passage. Note that
deep-ocean acceleration is applied from (surface) year 8 to (surface)
year 300.

flow of NADW is relatively shallow and the total formation
of AABW is weak (Fig. 10). For comparison: Ganachaud
and Wunsch (2000) estimate a northward AABW flow of 5–
7 Sv into the Atlantic, 4–12 Sv into the Indian, and 5–9 Sv
into the Pacific Ocean.

A rather unusual feature of CCSM2/T31x3a’s NADW
overturning cell is the strong sinking around 40◦ N in addi-
tion to the common sinking branch around 60◦ N (cf. Stouf-
fer et al., 2006). A quite similar pattern is produced by
CCSM3/T31 (cf. Yeager et al., 2006). Showing vertical ve-
locities at 750 m depth in the North Atlantic, Fig. 11 provides
some insight into the three-dimensional structure of the over-
turning circulation. It is clearly visible that the mid-latitude
sinking branch of the AMOC is associated with a wide area
of downward motion along the path of the North Atlantic
Current. It is unclear why other models show this behaviour
only to a lesser extent or not at all. Surface heat fluxes and
oceanic mixing processes are likely to play a role. However,
extensive sensitivity studies were required to better define
and resolve this problem.

The horizontal distribution of ocean mean currents is dis-
played in Fig. 12. In the surface layer, the equatorial Pa-
cific is dominated by Ekman-driven divergent flow. At 100 m
depth, swift equatorial undercurrents, flowing eastward, are
visible in all three oceans. In the Pacific Ocean, the Equato-
rial Undercurrent is supplied by meridional geostrophic in-
flow that compensates the Ekman transports, including in-
flows at the western boundary. In the Indian Ocean, the east-
ward current is mainly fed by the South Equatorial Current
which, in turn, is supplied by the subtropical gyre circula-
tion and the ITF. In accordance with observations, the ITF
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receives water basically from the Pacific North Equatorial
Current (cf. Gordon, 2001). The Atlantic Equatorial Under-
current is mainly fed from the South Atlantic (South Equato-
rial Current).

The Benguela Current, appearing below the Ekman layer,
separates from the African coast far too south. Similar prob-
lems arise with other eastern boundary currents (e.g. the
Humboldt Current). Given the rather coarse resolution of the
model grid, subtropical western boundary currents – includ-
ing Kuroshio, Gulf Stream, East Australian Current, Mozam-
bique Current, and Brazil Current – are simulated satisfacto-
rily. As in reality, the Brazil Current is conspicuously weak
as compared with the other western boundary currents (cf.
Peterson and Stramma, 1991).

At high southern latitudes, the flow field is dominated by
the ACC. South of the ACC, the westward flowing Antarc-
tic Coastal Current is simulated. Around the southern tip
of Africa, the model version of the Agulhas Current/leakage
transports water from the Indian Ocean to the South Atlantic.
This transport may be an integral part of the global conveyor
belt circulation (Gordon, 1986). In the North Atlantic, a
strong North Atlantic Current marks the boundary between
the subtropical gyre and the cyclonic subpolar gyre. Pro-
viding the convective regions south of Greenland and in the
Nordic Seas with warm and salty water, the simulation of the
North Atlantic Current is of utmost importance for the ther-
mohaline circulation.

The flow field at 2000 m depth is characterized by a vigor-
ous circulation around Antarctica. In the Atlantic Ocean, the
southward movement of NADW constitutes the lower limb
of the thermohaline overturning circulation. The NADW
flow path forms an anticyclonic loop in the North Atlantic,
which has no counterpart in observations. South of 30◦ N,
the southward flow of NADW is confined to the Deep West-
ern Boundary Current.

Potential temperatures simulated by CCSM2/T31x3a are
shown in Fig. 13 along with observational data. Modelled sea
surface temperatures (SST) in the tropical Indian and Pacific
oceans are lower than observed. This cold bias is up to 2 K in
the equatorial central Pacific (see also Fig. 28). The cold sur-
face temperatures are associated with a larger than observed
low-level cloud cover over the equatorial Pacific (not shown).
In the tropical Atlantic, the western warm pool is too cold and
the zonal SST gradient has the wrong sign. The tropical cold
temperature bias is also visible at 100 m depth. The most
pronounced deficiencies at subtropical latitudes are found
in the eastern boundary currents and major upwelling re-
gions (along the west coasts of North America, South Amer-
ica, northwest Africa, and southwest Africa), where surface
and subsurface temperatures are too warm. In northern high
latitudes, the North Atlantic Current provides for moderate
water temperatures south of Iceland and in the Norwegian
Sea. Compared to the standard CCSM2/T31 control run (not
shown), the model adjustments result in upper-ocean temper-
atures in the northern North Atlantic that are much more in

Fig. 10. Mean Atlantic (top) and global (bottom) Eulerian merid-
ional overturning circulation (Sv). Positive values indicate clock-
wise circulation. Since only the Eulerian portion of the circulation
is shown, a spurious wind-driven overturning cell (so-called Dea-
con cell) appears in the ACC region (Southern Ocean). As doc-
umented by Danabasoglu et al. (1994), there is a substantial can-
cellation between the Eulerian and bolus velocity terms in the La-
grangian tracer velocity for the ACC region when using the Gent-
McWilliams isopycnal scheme as in CCSM2/T31x3a (not shown
here).

line with observations. At 500 m depth, the modelled Pacific,
Indian and North Atlantic subtropical gyres exhibit higher
temperatures compared to observations, whereas the subtrop-
ical South Atlantic is slightly too cold in CCSM2/T31x3a.
At 2000 m in the North Atlantic, simulated NADW has a po-
tential temperature of about 4.5◦C. Deep temperatures in the
Pacific and Indian oceans are∼1 K colder than in observa-
tions, pointing to a cold bias in AABW. A similar deep-ocean
cold bias has been found in a higher resolution version of the
model (Kiehl and Gent, 2004).

Figure 14 shows global salinity fields. The success of the
CCSM2/T31x3a model adjustments is most evident when
comparing the field of annual-mean sea surface salinity with
that from the standard CCSM2/T31 control run (Fig. 2).
The entire North Atlantic, including subtropical and subpo-
lar regions as well as the Nordic Seas and the Arctic Ocean,
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Fig. 11. Annual-mean ocean vertical velocities (m/day) at 750 m depth in the North Atlantic (positive values indicate upward flow).

exhibits surface salinities which are now much closer to ob-
servations. However, low-salinity water still caps off the
Labrador Sea (cf. Fig. 28), forcing convection to occur fur-
ther to the east. The reason for this shortcoming is unclear.
Deficiencies in the wind stress curl, however, are likely to
play a crucial role in the formation of the Labrador low-
salinity cap (Gnanadesikan et al., 2006). In the Nordic Seas
and northern North Atlantic, winter convection and, hence,
deep-water formation takes place where upper-ocean salini-
ties are around or above 35 psu.

In the South Atlantic, the model exhibits an upper-ocean
fresh bias. The subtropical front is marked by the 34.9 psu
isohaline at 100 m depth. In observations, the front resides
well to the south of the Cape of Good Hope and the Aus-
tralian continent. In CCSM2/T31x3a, the subtropical front is
shifted far to the north (cf. Fig. 14). Part of this fresh bias can
be attributed to excessive rainfall between 35◦ S and 60◦ S
(see Fig. 21). In the southeastern Atlantic, a possible source
of error is the lack of Agulhas eddies that transport salty wa-
ter into the Atlantic. A much finer grid resolution would be
required to simulate the formation of these eddies.

Relatively high salinities are found in the North Pacific,
whereas the upper Indian Ocean is overly fresh. In particular,
the salinity of Australasian Mediterranean Water (AAMW)
at the surface (at 100 m depth) is about 1 psu (0.5 psu) be-
low observational values. At 500 m depth, the signature of
AAMW is well captured by the model, still the region around
Madagascar is too fresh. The salinity field at 2000 m reveals
somewhat saltier NADW in the model compared to observa-
tions. Traces of Eurafrican Mediterranean Water are absent
at 2000 m depth in both the temperature (Fig. 13) and salinity
(Fig. 14) fields of the model.

4.2.2 Sea ice

Maximum and minimum sea-ice conditions in the Northern
and Southern Hemispheres simulated by CCSM2/T31x3a are
displayed in Fig. 15. The use of optimized sea-ice/snow

albedos in CCSM2/T31x3a leads to an ice thickness of 2.5–
3.5 m over the central Arctic Ocean. North of Greenland
the sea-ice thickness increases to about 5 m. These num-
bers are in good agreement with upward-looking sonar ob-
servations (e.g. Bourke and Garrett, 1987; Rothrock et al.,
2003) and satellite altimeter measurements (Laxon et al.,
2003). In the Arctic Ocean proper, the largest discrepancy
between model and data is found along the East Siberian
coast, where the model predicts ice thicknesses similar to
those north of Greenland, while observations suggest thin ice
(<1 m) or even ice-free conditions during specific summer
months. The overly thick ice cover along the East Siberian
coast can mainly be attributed to a deficient wind-stress forc-
ing. A negative sea-level pressure (SLP) bias over Alaska
and northwestern Canada (cf. Fig. 18) forces sea ice to drift
from the North American coast towards East Siberia, thus
maintaining an unusually thick ice-cover in that region. In
the North Atlantic and the Nordic Seas, the model produces
too much ice area. Most severly affected in winter are the
Labrador Sea, the regions east and northeast of Iceland, the
sector south of Svalbard as well as the western Barents Sea.
The model reproduces year-round ice-free conditions over al-
most the entire Norwegian Sea. During the summer months,
CCSM2/T31x3a simulates too much sea ice south of Green-
land, around Svalbard, and in Baffin Bay. In the Southern
Ocean, the overall pattern of sea-ice cover is simulated satis-
factorily. Apart from an excessively thick ice cover along the
eastern coast of the Antarctic Peninsula, simulated ice thick-
nesses are rather close to (the few available) observations,
especially during the cold season (cf. Strass and Fahrbach,
1998; Harms et al., 2001). As in the Northern Hemisphere,
however, CCSM2/T31x3a exhibits a bias towards extensive
sea-ice cover in the Atlantic sector. This is particularly true
for the Scotia Sea. A closer inspection of the annual cycle
reveals that – in both hemispheres – the simulation skill of
sea-ice thickness is higher during the respective winters than
during the summer periods which are characterized by larger-
than-observed ice thicknesses (cf. Fig. 15).
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4.2.3 Atmosphere

The overall performance of CCSM2/T31x3a with respect
to the climatology of atmospheric basic surface variables
(SLP, reference height air temperature, precipitation) is de-
scribed in the following. Figure 16 displays the geograph-
ical mean pattern of December–February (DJF) SLP simu-
lated by the model against NCEP reanalysis data. The core
positions of subpolar lows and subtropical highs are gener-
ally well captured in CCSM2/T31x3a, although the centers
of the Icelandic Low and Azores High are slightly displaced
eastward relative to observations. The strengths of the sub-
tropical highs are overestimated in the Northern Hemisphere,
and underestimated in the Southern Hemisphere. Anoma-
lously high pressure is found in Arctic and sub-Arctic re-
gions, where the model produces too much sea ice and too
cold surface air temperatures (Labrador Sea, Greenland Sea,
Barents Sea). Over Canada, the simulated winter pressure is
lower than observed by up to 9 hPa. In high southern lati-
tudes, the model exhibits a low pressure-bias over the sub-
polar seas, and a high-pressure bias over the Antarctic conti-
nent.

During June–August (JJA) the simulated strengths of sub-
tropical highs are close to reanalysis data in the South-
ern Hemisphere (Fig. 17). In the Northern Hemisphere,
CCSM2/T31x3a exhibits a pronounced high-pressure bias
over the mid-latitude oceans. In the Arctic realm, the sim-
ulated SLP is more than 6 hPa larger than in NCEP data with
a maximum deviation over Greenland. Antarctic and sub-
Antarctic regions in the model climate are characterized by a
strong low-pressure bias relative to reanalysis data. A similar
seasonality of the Antarctic SLP bias (high pressure during
DJF, low pressure during JJA) has been found in other cli-
mate models (e.g. Min et al., 2004). It should be noted, how-
ever, that errors in the reanalysis data cannot be excluded for
these extreme regions.

The deviation in simulated annual-mean SLP (Fig. 18) is
associated with anomalously weak westerlies at the latitude
of Drake Passage relative to NCEP data. The poor simula-
tion of Southern Ocean wind forcing may partly be respon-
sible for the low volume transport in the ACC (see above).
Moreover, it may partly account for the model’s bias towards
a weak AMOC (cf. McDermott, 1996; Gnanadesikan, 1999).

The geographical pattern of DJF 2-meter air temperature
over land is shown in Fig. 19. The winter surface climate
of CCSM2/T31x3a is too warm over Greenland, northeast-
ern Asia, and northern North America. The North American
warm bias is associated with a low SLP anomaly (Fig. 16).
During the summer season, simulated air temperatures are
in better agreement with observations (Fig. 20). An overall
cold bias for African and South American climates, however,
is visible in both seasons. The same holds true for a pro-
nounced warm bias over Antarctica.

A comparison of the simulated geographical distribution
of annual-mean precipitation rate with CMAP observations

Fig. 12. Annual-mean ocean velocities at the surface (top), at 100 m
depth (middle), and at 2000 m depth (bottom).

is displayed in Fig. 21. The warm-biased region of north-
western North America receives excessive precipitation in
CCSM2/T31x3a. The same holds for northeastern Siberia,
albeit with a smaller magnitude of the error. Pronounced
wet biases are also visible over the central and southern
parts of Africa, northern China, southern India, and east-
ern Indonesia, while Mainland Southeast Asia is too dry
in the model. On the eastern side of the tropical Pacific,
the model underestimates precipitation over central America
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Fig. 13. Annual-mean ocean temperature (◦C) at different depths simulated by CCSM2/T31x3a (left) and from Levitus data (right).

and northern South America, while the coastal areas of Peru
and Ecuador are too wet. Over the tropical ocean, the dif-
ference plot between model and data reveals several short-
comings in the simulation: an east-west dipole over the In-
dian Ocean, a north-south dipole over the equatorial Atlantic
owing to a rather diffuse Atlantic Intertropical Convergence
Zone (ITCZ) in the model annual average, and a “double

ITCZ” in the eastern Pacific. The “double ITCZ” emerges
from a spurious zonal band of excess rainfall just south of the
equator, whereas the observations reveal a maximum extend-
ing from the west Pacific warm pool south-eastwards towards
French Polynesia (the South Pacific Convergence Zone).

Figure 22 shows the mean annual cycle of zonally aver-
aged precipitation as derived from the model and CMAP
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Fig. 14. Annual-mean ocean salinity (psu) at different depths simulated by CCSM2/T31x3a (left) and from Levitus data (right).

data. While the major meridional shift in observed tropi-
cal precipitation from the southern to the Northern Hemi-
sphere takes place from March to April, it occurs between
May and July in the model. During that time, zonal-average
CCSM2/T31x3a precipitation shows a false double structure
of the ITCZ. In observations, the zonally averaged precipita-
tion rate has a Northern Hemisphere maximum from June to
August. In the model, the Northern Hemisphere maximum

occurs in September and is somewhat smaller than observed.
In Northern Hemisphere mid-latitudes, the seasonal variation
of precipitation is overestimated by the model. In the South-
ern Hemisphere, CCSM2/T31x3a has a year-round dry bias
around 30◦ S, and a wet bias around 50◦ S (see also Fig. 21).
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Fig. 15. Sea-ice thickness during months of maximum (top) and minimum (bottom) ice cover for the Arctic (left) and Antarctic (right).
Numbers mark ice thicknesses based on observations (Strass and Fahrbach, 1998; Harms et al., 2001; Rothrock et al., 2003).

4.2.4 Total heat transport

Annual averaged meridional heat transports by the ocean,
the atmosphere, and the coupled system are displayed in
Fig. 23 and compared with NCEP-derived values. In
CCSM2/T31x3a, the maximum meridional ocean heat trans-
port is 1.3 PW in the Northern Hemisphere, and 1.2 PW in
the Southern Hemisphere. These transports are about 0.5 PW

smaller than NCEP-derived values. Maximum meridional
heat transports in the atmosphere model are 4.9 PW and
5.4 PW in the Northern and Southern Hemisphere, respec-
tively. While the Northern-Hemisphere value is in good
agreement with reanalysis, the Southern Hemisphere atmo-
spheric transport is about 0.5 PW larger than the NCEP-
derived value.
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Fig. 16. December–February (DJF) mean sea-level pressure: CCSM2/T31x3a control run versus NCEP 1979–1998 reanalysis data (rmse =
root-mean-square error).
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Fig. 17. June–August (JJA) mean sea-level pressure: CCSM2/T31x3a control run versus NCEP 1979–1998 reanalysis data (rmse = root-
mean-square error).
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Fig. 18. Difference in annual-mean sea-level pressure between CCSM2/T31x3a and NCEP 1979–1998 reanalysis data (rmse = root-mean-
square error).

4.3 Climate variability

4.3.1 Tropical Pacific

Tropical climate variability on the short-range timescale
from a few months to several years is dominated by the
El Niño/Southern Oscillation (ENSO). Figure 24 shows the
wavelet power spectrum of the Niño-3.4 index (SST 5◦ S–
5◦ N, 170◦ W–120◦ W) calculated from the synchronous inte-
gration phase of the CCSM2/T31x3a control run. The global
wavelet power spectrum exhibits a maximum around 2 years,
while the ENSO period deduced from observational data has
a broader spectral peak near 3–7 years.

For a closer inspection of tropical Pacific variability,
Fig. 25 displays Hovm̈oller plots of equatorial SST and 850-
hPa zonal-wind anomalies. A 20-year interval has been cho-
sen which includes two very strong El Niño events (years
366/367 and 368/369) and a phase of reduced ENSO fre-
quency (years 370–378). Comparing the SST anomalies
with the 850-hPa zonal-wind anomalies reveals a strong
atmosphere-ocean coupling in the model tropics. Wind
anomalies are particularly pronounced during the two strong
El Niño events as well as during the two strong cold La Niña
events in years 365/366 and 370. Compared to observations,
the amplitude of SST variations is too small in the model
tropical Pacific. Moreover, CCSM2/T31x3a simulates the
strongest SST fluctuations in the central part of the basin,
while SST variability in the eastern Pacific is substantially
underestimated. Likewise, maximum zonal-wind anomalies
are situated too far in the west compared to observations.

It has been shown by Latif et al. (2001) and AchutaRao
and Sperber (2002) that many climate models are not capable
of simulating ENSO’s phase locking to the annual cycle. To
test the skill of CCSM2/T31x3a in simulating the seasonal

cycle phase-locking, the interannual standard deviations of
the Niño-3.4 SST anomalies are calculated as a function of
calendar month (Fig. 26). Although CCSM2/T31x3a sim-
ulates a secondary maximum in August, the strongest vari-
ability occurs during boreal winter. It is therefore concluded
that, compared to other models, CCSM2/T31x3a shows rea-
sonably good skill in simulating the seasonal cycle phase-
locking.

4.3.2 North Atlantic

Climate variability in the North Atlantic and European realm
is strongly linked to the North Atlantic Oscillation (NAO),
the most prominent mode of variability in Northern Hemi-
sphere winter climate. Here, the leading large-scale pattern
associated with the NAO is extracted by principal compo-
nent analysis on the winter 500-hPa geopotential height field,
considering a limited spatial domain (90◦ W–30◦ E, 20◦ N–
80◦ N). Figure 27 shows the leading empirical orthogonal
function (EOF) obtained from the synchronous integration
phase of the CCSM2/T31x3a control run. The first EOF ac-
counts for 58.5% of the total 500-hPa geopotential height
variance over the spatial domain. This number is somewhat
higher than the value calculated from NCEP reanalysis data
(49.4%). The 500-hPa height pattern consists of two centers-
of-action. The northern center-of-action is captured well by
the model. The southern center is less well simulated, be-
ing displaced too far west and too far south over the Atlantic
Ocean.
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Fig. 19. December–February (DJF) reference height (2 m) air temperature: CCSM2/T31x3a control run versus Willmott/Matsuura 1950–
1999 observations (rmse = root-mean-square error).
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Fig. 20. June–August (JJA) reference height (2 m) air temperature: CCSM2/T31x3a control run versus Willmott/Matsuura 1950–1999
observations (rmse = root-mean-square error).
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Fig. 21. Annual-mean precipitation rate: CCSM2/T31x3a control run versus Xie/Arkin (CMAP) 1979–1998 observations (rmse = root-
mean-square error).
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Fig. 22. Mean annual cycle of zonally averaged precipitation: CCSM2/T31x3a control run versus Xie/Arkin (CMAP) 1979–1998 observa-
tions.

5 Discussion

5.1 Common biases

CCSM2/T31x3a produces an overall reasonable present-day
global climate. Nevertheless, the evaluation of the control
run has revealed several shortcomings. Most of these short-
comings are well known as “typical problems” (i.e. com-
mon biases) in global, non-flux-corrected climate models. A
strong surface cold bias in the equatorial Pacific, a wrong

sign of the tropical Atlantic zonal SST gradient, and posi-
tive SST biases at the eastern boundaries of the subtropical
Pacific and Atlantic ocean basins (coastal upwelling regions
of North/South America, northwestern/southwestern Africa)
were to be expected from the history of ocean climate mod-
elling (Mechoso et al., 1995; Latif et al., 2001; AchutaRao
and Sperber, 2002; Davey et al., 2002; Wittenberg et al.,
2006).

Sensitivity experiments suggest that errors in both sur-
face solar radiation (through an under-prediction of stratus

www.ocean-sci.net/4/151/2008/ Ocean Sci., 4, 151–181, 2008



172 M. Prange: The low-resolution CCSM2

Fig. 23. Mean northward heat transports as derived from the CCSM2/T31x3a control run (left) and NCEP 1979–1998 reanalysis data (right)
for ocean, atmosphere, and the coupled system (TOA = Top of atmosphere). The heat transports are total and thus include all eddy transports.

Fig. 24. Wavelet (Morlet) power spectrum (Torrence and Compo, 1998) of the Niño-3.4 index calculated from the CCSM2/T31x3a control
run (monthly values from the 100-yr synchronous integration phase): Temporal evolution (left), where the contour levels are chosen so
that 75%, 50%, 25%, and 5% of the wavelet power (K2) is above each level (black contour is the 5% significance level, using a red-noise,
autoregressive lag 1 background spectrum), and global wavelet power spectrum (right). The dotted curve marks the significance for the
global wavelet spectrum.

clouds in the atmosphere model) and wind stress ocean forc-
ing (driving the coastal upwelling of cold thermocline wa-
ter through surface Ekman divergence) each contribute about
one-half to the common eastern boundary SST bias in global
climate models (Kiehl and Gent, 2004; Large and Danaba-
soglu, 2006). The representation of narrow coastal upwelling
is also strongly dependent on the spatial resolution of the
oceanic model grid. However, increasing the resolution of
the ocean model does not necessarily reduce the SST bi-

ases in coastal upwelling regions (Yeager et al., 2006), unless
oceanic mesoscale features are properly resolved (Seo et al.,
2006). It is important to note that eastern boundary surface
biases are probably not confined locally. They can rather be
advected over large distances and, hence, may exert large-
scale, remote influences over the coupled solution, even con-
tributing to the double ITCZ problem (Li et al., 2004; Kiehl
and Gent, 2004; Large and Danabasoglu, 2006).
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Fig. 25. Equatorial Pacific (5◦ S–5◦ N) monthly anomaly Hovm̈oller plots for SST (left) and 850-hPa zonal wind (right). A 20-yr interval
from the synchronous CCSM2/T31x3a integration phase is shown (top) along with NCEP 1981–2000 data (bottom).

The rainfall double ITCZ is a common problem in coupled
non-flux-corrected climate models (Mechoso et al., 1995;
Lambert and Boer, 2001; Harvey, 2003; Covey et al., 2003;
Li et al., 2004; Dai, 2006). A better simulation of the sur-
face hydrography in the east Pacific coastal upwelling re-
gions might improve the spatial structure of tropical rain-
fall. Recently, Zhang and Wang (2006) demonstrated that the
use of a modified Zhang-McFarlane convection scheme sig-

nificantly mitigates the double ITCZ problem in CCSM3.0,
also resulting in an improvement of the Pacific SST simu-
lation. The annual-mean dry/wet bias over eastern/western
equatorial Indian Ocean and a Northern Hemisphere mid-
latitude wet bias in winter are other typical precipitation er-
rors present in many coupled models (Lambert and Boer,
2001; Covey et al., 2003). Likewise, annual warm biases
over Antarctica and Greenland as well as winter (DJF) warm
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Fig. 26. Monthly standard deviations of the Niño-3.4 SST index
calculated from the 100-yr synchronous CCSM2/T31x3a integra-
tion phase (blue) and from 1950–2004 NCEP data (red).

biases over northeastern Asia and northern North America
are often found in climate models (Lambert and Boer, 2001;
Covey et al., 2003).

The movement and distribution of sea ice is strongly de-
termined by the high-latitude wind field. Excessive ice build-
up along the Siberian coast is mainly attributable to an erro-
neous Arctic wind field and has been identified to be another
common problem in many climate models (Bitz et al., 2002;
DeWeaver and Bitz, 2006). Chapman and Walsh (2007)
showed that, in the Barents Sea, nearly all state-of-the-art
global climate models reveal a substantial oversimulation of
sea ice associated with a strong cold bias in surface air tem-
perature. Moreover, Chapman and Walsh (2007) pointed out
that most models produce a positive SLP bias in the Eurasian
sector of the Arctic Ocean.

The skill of models to simulate interannual variability in
the tropical Pacific has been analysed in various studies.
It has been found that most global climate models tend to
produce ENSO-like variability that occurs at a higher-than-
observed frequency (periodicity of 2–3 years instead of 3–7
years), and that most models are placing the maximum SST
variability in the equatorial Pacific too far to the west (Latif et
al., 2001; Davey et al., 2002; AchutaRao and Sperber, 2002).
Although the latest climate models tend to be more realistic
in representing the frequency with which ENSO occurs, and
they are better at locating enhanced SST variability over the
eastern Pacific (van Oldenborgh et al., 2005; AchutaRao and
Sperber, 2006), CCSM2/T31x3a’s skill to simulate interan-
nual variability in the tropical Pacific is well within the range
of other models.

None of the above mentioned problems disappears in
the higher-resolution (T42) version of CCSM2.0.1 or in

Fig. 27. Standard deviation of monthly mean 500-hPa geopo-
tential height associated with the leading EOF corresponding to
the NAO-like pattern in the North Atlantic region during four
winter months (December–March) and percent variance explained:
CCSM2/T31x3a synchronous integration phase (top) and NCEP re-
analysis data (bottom).

the latest model release, CCSM3.0. Basically, control
runs of CCSM2/T42, CCSM3/T31, CCSM3/T42 (and even
CCSM3/T85) still suffer from the same shortcomings with
respect to precipitation, sea/land surface temperatures, sea-
ice distribution (in both hemispheres) and tropical climate
variability (see Kiehl and Gent, 2004; Yeager et al., 2006;
Holland et al., 2006; Deser et al., 2006; DeWeaver and
Bitz, 2006). Even though the winter surface warm bias over
northeastern Asia and northern North America is reduced in
CCSM3/T31 compared to CCSM2/T31x3a, the errors are
similar in the higher resolution versions CCSM3/T42 and
CCSM3/T85 (see www.ccsm.ucar.edu/experiments). Table 3
summarizes errors of some globally averaged climatologi-
cal quantities for different versions of the Community Cli-
mate System Model. Different climate variables are simu-
lated with different levels of success by the different models
and no one model is best for all variables.
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Fig. 28. Annual-mean SST (top) and surface salinity (bottom) differences between CCSM control runs (CCSM2/T31x3a, left; CCSM3/T31,
right) and observations.

Table 3. Errors of mean values (first number) and root-mean-square errors (second number) with respect to global climatologies for different
versions of the Community Climate System Model (T31: low resolution; T42: medium resolution; T2m: 2-meter air temperature over land).
The values for CCSM2/T42, CCSM3/T31 and CCSM3/T42 were taken from www.ccsm.ucar.edu/experiments and refer to the 1990 AD
control runs b20.007 (average over years 561–580), b30.031 (average over years 801–820), and b30.004 (average over years 801–820),
respectively.

Data set CCSM2/ CCSM2/ CCSM3/ CCSM3/ Units
T31x3a T42 T31 T42

NCEP SLP (DJF) +0.34, 3.84 +0.21, 3.62 −0.21, 3.91 −0.30, 3.17 hPa
NCEP SLP (JJA) −0.38, 4.97 −0.47, 5.72 −0.97, 5.69 −1.00, 6.67 hPa
Willmott T2m (DJF) +0.28, 4.12 +1.57, 4.70 −0.24, 3.70 +1.02, 3.93 K
Willmott T2m (JJA) +0.16, 3.42 +1.11, 3.36 −1.04, 3.69 −0.26, 3.32 K
CMAP Prec. (Ann.) +0.08, 1.19 +0.16, 1.24 +0.03, 1.28 +0.10, 1.38 mm/day

5.2 Potential side-effects of AMOC tuning

The tuning applied to CCSM2/T31x3a primarily aims at
amplifying the AMOC. However, parameter changes might
have substantial negative side-effects. In particular, Meehl
et al. (2001) showed that larger values of vertical diffusiv-
ity may reduce ENSO variance due to a lower sharpness
of the tropical thermocline. Based on the results of uncou-
pled ocean-only sensitivity experiments, it has also been sug-
gested that the ACC volume transport through Drake Passage

decreases with increasing horizontal or isopycnal diffusivi-
ties (Danabasoglu and McWilliams, 1995).

Indeed, CCSM2/T31x3a has a relatively anemic ENSO
and the volume transport through Drake Passage is signifi-
cantly smaller than observation-based estimates (see above).
In order to assess the influence of enhanced mixing coeffi-
cients on ENSO and the ACC in CCSM2/T31x3a it is in-
structive to look at these metrics in the standard CCSM2/T31
control run. This control run was initialized with observa-
tional data and has been integrated (synchronously) for 287
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Fig. 29. Annual-mean salinity differences (psu) between CCSM control runs (CCSM2/T31x3a, left; CCSM3/T31, right) and observations
at 100 m depth in the North Atlantic.

years. Although the deep ocean has not reached equilibrium
after this relatively short integration time, one can expect that
both the volume transport of the ACC and the hydrography
of the uppermost layers in the equatorial Pacific Ocean have
largely been spun up.

Despite smaller horizontal mixing coefficients in the stan-
dard CCSM2/T31 (cf. Sect. 2), the 10-year (years 278–287
of the control run) averaged ACC transport through Drake
Passage is only 80.3 Sv, i.e. more than 10 Sv smaller than in
CCSM3/T31x3a. Obviously, other (unknown) effects over-
compensate for the influence of horizontal mixing on the
ACC transport in the complex coupled system. Likewise,
the effect of enhanced vertical mixing in CCSM2/T31x3a on
ENSO variability is elusive. The standard deviation of an-
nual mean Nĩno-3.4 SST in the CCSM2/T31x3a control run
is 0.36◦C, which is substantially smaller than the observa-
tional value (ca. 0.64◦C for the period 1950–2005 AD). In
the standard CCSM2/T31 control run, the standard deviation
of annual mean Niño-3.4 SST is 0.42◦C for the 10-year inter-
val 278–287. Although the ENSO variance in CCSM2/T31 is
slightly larger than in CCSM2/T31x3a (which was to be ex-
pected as the background vertical mixing in the upper ocean
is enhanced in CCSM2/T31x3a), this difference is not signif-
icant at the 0.05 significance level according to an F-test. In
summary, the negative side-effects of enhanced vertical mix-
ing coefficients in CCSM2/T31x3a prove to be small or even
negligible with respect to ACC and ENSO dynamics.

5.3 Comparisons with CCSM3/T31

Even though a detailed model intercomparison is far be-
yond the scope of this paper, some examples shall be shown
in which CCSM2/T31x3a provides a better simulation than
CCSM3/T31. For this purpose, a present-day (1990 AD)
control run with the standard CCSM3/T31 serves as a ref-
erence (experiment b30.031; output data downloaded from

www.earthsystemgrid.org). Starting from observational data,
CCSM3/T31 was synchronously integrated for 879 years.
For the following comparisons with CCSM2/T31x3a, 80-
year averages (years 800–879) from the CCSM3/T31 control
run are used.

Figure 28 shows the global fields of SST and surface salin-
ity errors from the CCSM2/T31x3a and CCSM3/T31 control
runs. Both models are unable to produce the cold tempera-
tures observed in coastal upwelling regions. In CCSM3/T31,
a cold bias is particularly pronounced (>7◦C) in the North
Pacific and North Atlantic oceans, where the SSTs in
CCSM2/T31x3a are much closer to observations. As to
surface salinity biases in CCSM3/T31 and CCSM2/T31x3a,
the errors are quite comparable. The most obvious differ-
ences are visible at high northern latitudes. In the northern
North Pacific, CCSM2/T31x3a overestimates surface salin-
ity, while CCSM3/T31 is too fresh. CCSM2/T31x3a’s sur-
face salinities are also too high in the Arctic Ocean, where
CCSM3/T31 tends to produce extremely fresh water masses.
Both models simulate too fresh water in the northern North
Atlantic. A zonal low-salinity tongue at around 40◦ N, how-
ever, is particularly troublesome in CCSM3/T31. This fresh
bias is not restricted to the surface; it spoils the simulation
also at subsurface levels (Fig. 29).

SST errors can have a direct effect on atmospheric circula-
tion and precipitation patterns. For instance, it is well known
that the strength of the West African monsoon is largely con-
trolled by the large-scale SST distribution (e.g. Lamb, 1978;
Folland et al., 1986; Giannini et al., 2003). One can there-
fore expect that the SST biases found in the CCSM2/T31x3a
and CCSM3/T31 control runs (Fig. 28) affect the simulation
skills of African rainfall. Observed mean summer (July–
September) precipitation and reanalyzed near-surface winds
over West Africa are displayed in Fig. 30 along with the
simulated fields from the CCSM2/T31x3a and CCSM3/T31
control runs. The reanalyzed northward low-level monsoon
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Fig. 30. Mean precipitation (m/yr) and near-surface winds (m/s) over West Africa for July–September as calculated from observa-
tional/NCEP reanalysis data (top) and CCSM control runs (bottom). The land data for the precipitation climatology are based on histor-
ical rain gauge measurements (Legates and Willmott, 1990), while oceanic precipitation is estimated from the Microwave Sounding Unit
(Spencer, 1993).

flow penetrates as far north as 20◦ N, where it converges
with dry northerly winds at the monsoon trough. Both
the wind and precipitation patterns are rather well captured
by CCSM2/T31x3a. Most importantly, summer precipita-
tion maxima reside on the African continent. By contrast,
CCSM3/T31’s simulation of the summer low-level wind and
precipitation fields over North Africa reveals several critical
shortcomings. The northerly winds penetrate too far south,
while the southerly monsoon flow is too weak (cf. Fig. 31).
The most crucial problem in the CCSM3/T31 control run is
the location of the tropical precipitation band. The model
does not adequately simulate the summer migration of the
rain belt onto the African continent. Instead, tropical precipi-
tation maxima reside over the Guinea coast and over the Gulf
of Guinea. It has been hypothesized that simulated warmer-
than-observed SSTs in the Gulf of Guinea are responsible
for excessive rainfall south of the Guinea coast (Meehl et
al., 2006). The comparison between CCSM2/T31x3a and
CCSM3/T31 corroborates this hypothesis, since the Gulf of

Guinea warm bias is much more pronounced in CCSM3/T31
than in CCSM2/T31x3a (cf. Fig. 28).

6 Conclusions

The low-resolution version (“paleo version”) of CCSM2.0.1
has been revisited. The original release has been adjusted by
deepening the Greenland-Scotland ridge, changing oceanic
mixing parameters, and applying a regional freshwater flux
adjustment at high northern latitudes. The overall goal of
these model adjustments, i.e. the improvement of the AMOC,
has been achieved. Even though the flow of NADW is rela-
tively shallow and the total formation of AABW is weaker
than observation-based estimates suggest, CCSM2/T31x3a
appears to be a suitable tool for (paleoclimatic) studies
concerning the role of AMOC variations in global climate
change. It is worth noting that CCSM2/T31x3a does not
rely on wind-stress correction to produce ENSO variability,
unlike other coarse-resolution coupled climate models (e.g.
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Fig. 31. Difference in July–September near-surface winds (m/s)
between CCSM3/T31 and CCSM2/T31x3a over West Africa.

Mikolajewicz et al., 2007). Heat flux adjustment is not im-
plemented either. The absence of air-sea heat flux adjustment
avoids distortion in the non-linear dependence of heat fluxes
on SST and sea ice.

In the present paper, important aspects of the present-day
control run of CCSM2/T31x3a have been analysed, and ma-
jor shortcomings have been exposed. Most biases found in
the CCSM2/T31x3a control run have been identified as “typ-
ical problems” in global climate modelling. Examples have
been shown in which CCSM2/T31x3a has a better simu-
lation skill than CCSM3/T31 (North Atlantic hydrography,
West African monsoon). On the other hand, CCSM3/T31
has a stronger and more realistic ENSO SST variability in
the tropical Pacific (cf. Yeager et al., 2006). There is also
no doubt that for applications in which variations of the Arc-
tic Ocean freshwater budget play a crucial role, special care
should be taken with CCSM2/T31x3a due to the implemen-
tation of the arctic/subarctic flux adjustment. Nevertheless,
depending on the phenomenon under investigation and its
geographical location, CCSM2/T31x3a is a useful alterna-
tive to CCSM3/T31. Given its good simulation skills and
its relatively low resource demands, CCSM2/T31x3a shows
promise for studies of paleoclimate and other applications
requiring long integrations and equilibrated solutions.
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