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Abstract. A global 40-year simulation from 1980 to 2019 was performed with the FinROSE chemistry-transport model based on the use of coupled chemistry GCM-data. The main focus of our analysis is on climatological-scale processes in high latitudes. The resulting trend estimates for the past period (1980–1999) agree well with observation-based trend estimates. The results for the future period (2000–2019) suggest that the extent of seasonal ozone depletion over both northern and southern high-latitudes has likely reached its maximum. Furthermore, while climate change is expected to cool the stratosphere, this cooling is unlikely to accelerate significantly high latitude ozone depletion. However, the recovery of seasonal high latitude ozone losses will not take place during the next 15 years.

1 Introduction

Long term stratospheric ozone change is a problem of great uncertainty and importance and is by no means solved. The interactions between climate change and stratospheric ozone depletion have already been recognised for a decade or so (see e.g. WMO, 2003). The link between climate change and stratospheric ozone depletion is usually studied using models. For studies of the past ozone behaviour, off-line chemistry-transport models (CTMs) using observed meteorological forcing can be used. In order to study the future ozone behaviour, coupled chemistry climate models (CCMs) are typically required. Since the physical and chemical interactions are very complex, studies using models that are sophisticated enough have only been developed relatively recently. Several off-line chemistry-transport-type simulations using observed meteorological fields have been published in the field of stratospheric ozone depletion in recent years (e.g. Chipperfield, 1999; Rummukainen et al., 1999; Egorova et al., 2001; Hadjinicolaou et al., 2002; Chipperfield, 2003). A number of coupled chemistry-climate-model simulations have also recently been published. These include the works by e.g. Austin (2002); Austin and Butchart (2003); Austin et al. (2003a,b); Manzini et al. (2003); Nagashima et al. (2002); Steil et al. (2003); Tian and Chipperfield (2005); Austin and Wilson (2006); Eyring et al. (2006); Garcia et al. (2007). However, studies where the off-line CTM-approach has been used with meteorological forcings from coupled chemistry climate model integrations are uncommon. Such a study is e.g. the work by Brasseur et al. (1997). In this work this off-line CTM-approach combined with CCM data will be utilized for the study of both the past and future behaviour of the stratospheric ozone layer. The aim of this work is to drive an off-line chemistry-transport model with relatively detailed chemistry scheme using CCM output as a driver, and to address questions concerning the near past and near future stratospheric ozone concentration changes.

Recently there has been an active debate on the trends in stratospheric ozone and the possible signs of recovery of the ozone layer (Reinsel et al., 2005; Hadjinicolaou et al., 2005; Weatherhead and Andersen, 2006; Yang et al., 2006; Dhomse et al., 2006; Steinbrecht et al., 2006). The decrease in equivalent effective stratospheric chlorine (EESC) has led to expectations of a stabilisation in ozone or even signs of recovery of stratospheric ozone. A positive trend has been

Correspondence to: J. Damski (juhani.damski@fmi.fi)
Table 1. Long-lived tracer amounts in the simulation (Austin and Butchart, 2003).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Cl₂ (ppb)</td>
<td>1.64</td>
<td>2.21</td>
<td>2.72</td>
<td>3.25</td>
<td>3.50</td>
<td>3.49</td>
<td>3.48</td>
<td>3.47</td>
<td>3.38</td>
</tr>
<tr>
<td>Br₂ (ppt)</td>
<td>8.8</td>
<td>9.7</td>
<td>11.3</td>
<td>14.1</td>
<td>16.9</td>
<td>18.7</td>
<td>18.6</td>
<td>18.0</td>
<td>17.4</td>
</tr>
<tr>
<td>NO₂ (ppb)</td>
<td>18.4</td>
<td>18.6</td>
<td>18.8</td>
<td>19.1</td>
<td>19.4</td>
<td>19.7</td>
<td>20.0</td>
<td>20.3</td>
<td>20.7</td>
</tr>
<tr>
<td>N₂O (ppb)</td>
<td>302</td>
<td>306</td>
<td>310</td>
<td>314</td>
<td>319</td>
<td>323</td>
<td>328</td>
<td>333</td>
<td>339</td>
</tr>
<tr>
<td>CH₄ (ppb)</td>
<td>1603</td>
<td>1651</td>
<td>1700</td>
<td>1749</td>
<td>1810</td>
<td>1882</td>
<td>1964</td>
<td>2052</td>
<td>2145</td>
</tr>
<tr>
<td>CO₂ (ppm)</td>
<td>337</td>
<td>346</td>
<td>355</td>
<td>365</td>
<td>375</td>
<td>385</td>
<td>395</td>
<td>406</td>
<td>417</td>
</tr>
</tbody>
</table>

observed in mid latitude NH ozone since the mid-1990s, which has been attributed both to changes in atmospheric dynamics (increased planetary wave driving) as well as decreasing EESC. The reason for the change in dynamics is not fully understood, and could be either natural variability or driven by the climate change. The future evolution of the stratospheric ozone is therefore still uncertain.

The focus of this study is on climatological scale features such as regionally averaged seasonal ozone variations or year-to-year ozone variations in the high-latitude stratosphere. We will present the results of a global 40-year middle atmospheric simulation from 1980 until the end of 2019. We will show how the average high-latitude concentrations of stratospheric ozone, and ozone destruction have evolved during the past period (1980–1999), and how ozone is expected to evolve in the near future (2000–2019). The stratospheric processes affecting high latitude stratospheric ozone will also be analysed, and the trend analysis of the past and future periods will be shown and compared against measurements. The simulation has been performed with the global chemistry-transport model, FinROSE, described by Damski et al. (2007). For this study FinROSE model has been driven with the winds and temperatures from a transient simulation of the coupled chemistry climate model UMETRAC Austin and Butchart (2003), using specified concentrations of long-lived tracers such as the well-mixed greenhouse gases.

2 Simulation settings and driver data

FinROSE is a global 3-D grid point model (Damski et al., 2007), which is originally based on the NCAR-ROSE-model (Rose, 1983; Rose and Brasseur, 1989). FinROSE is an offline chemistry transport model. The model includes 27 long-lived species/families and 14 species that are assumed to be in photochemical equilibrium. Chemistry includes around 110 gas-phase reactions, 37 photodissociation processes and 10 heterogeneous reactions. Photodissociation coefficients are compiled using the PHODIS radiative transfer model (Kylling, 1992; Kylling et al., 1997) and used through look-up tables. The aerosol and polar stratospheric cloud (PSC) processing includes liquid binary aerosols (LBA), super-cooled ternary solutions (STS, PSC type Ib), nitric acid trihydrates (NAT, PSC type Ia), NAT-rock and water ice particles (ICE, PSC Type II) and sedimentation. Chemical kinetics used in this work are updated to follow JPL-2002 (Sander et al., 2003). For the transport of the model constituents a flux-form Semi-Lagrange Transport-scheme (Lin and Rood, 1996) is used. For more detailed description of the FinROSE-model see (Damski et al., 2007).

The meteorology (i.e. winds and temperatures) used in this study was produced by the UMTRAC (Unified Model with Eulerian Transport And Chemistry). UMTRAC is a CCM based on the UK Met. Office’s Unified Model (Cullen, 1993). The ozone fields predicted by the chemistry in UMTRAC are used in the model radiation scheme to couple the chemistry to the climate. In this study we have used a UMTRAC model integration completed for the period from January 1975 to January 2020 (Austin and Butchart, 2003). The integration was based on the use of observed sea surface temperatures and sea ice coverage for the past period (1980–2000). For the future period (2000–2020) UMTRAC used the results of a coupled ocean-atmosphere version of the Hadley Centres climate model (Williams, 2001).

The horizontal resolution in this 40-year FinROSE integration was 5.00° by 11.25° (latitude-longitude) with pole to pole latitudinal coverage. The vertical resolution of the simulation was around 2700 m at 24 pressure levels from surface up to ~0.15 hPa (or ~62 km). The vertical grid of the model uses every other point of that used in UMTRAC. For the horizontal grid, the wind and temperature values are interpolated from the UMTRAC three-dimensional daily values using bilinear interpolation. The vertical wind is solved in the FinROSE transport scheme.

The initial distributions of chemical constituents were taken directly from the UMTRAC integration. The boundary conditions were taken from UMTRAC monthly means. The chemical scheme in FinROSE does not include parametrizations for the source gases (e.g. CFCs and their chemistry). The concentrations of the long-lived tracers followed the projections defined in Austin and Butchart (2003). Halogen data and the well-mixed greenhouse gases are from Austin and Butchart (2003). The levels and expected future
evolutions of long-lived species, relevant to this study are shown in Table 1. Atmospheric concentrations of long-lived tracers (Table 1) are constrained at each timestep by relaxation towards monthly mean zonal averages given by the driver model. The individual members in the chemical families (NO$_x$, Cl$_x$ and Br$_y$), are constrained with respect to their relative contributions given by the chemistry scheme.

As a result of projections in well-mixed greenhouse gases and other long-lived constituents (Table 1) and chemistry climate coupling in the driver model, the UMETRAC simulation captured the main characteristics of observed stratospheric temperature trends and also indicated continued cooling of the stratosphere in the near future. The Antarctic cooling trend in the past in the UMETRAC results also clearly indicated a strong connection between Antarctic ozone depletion and cooling of the stratosphere (see Austin and Butchart, 2003).

3 Transport characteristics of the 40-year CTM-simulation

The ability of a model to reproduce the stratospheric Brewer-Dobson circulation can be estimated using an analysis of the simulated age of air. This has become a standard way for testing stratospheric transport models in general (see Waugh and Hall (2002) for a review). In this study the age of air (hereafter also AOA) is defined as the average amount of time spent by the air parcels for the transportation from the source areas to any specific latitude and altitude in the stratosphere. The AOA diagnostic was used to see how the transport forcing, provided by the UMETRAC, works with the FinROSE transport scheme in comparison with the observed Brewer-Dobson circulation. As stated by Hall et al. (1999), in most CTMs the propagation of the annual atmospheric oscillations is too rapid in the vertical direction, and the CTMs also typically underestimate the mean age of air throughout the stratosphere.

Figure 1 shows the evolution of the AOA tracer at the 10 hPa level in FinROSE over the North and South Pole. Interannual variability is clearly seen in the peaks during the wintertime periods, as expected, with less interannual variability during the summer. Over the South Pole the maximum values are about three years, and the minimum summer values just below two years. Over the North Pole the maximum values are less than three years, and the minimum typically around two years. While the simulated general behaviour follows what is expected from observations and theory, the absolute values are significantly lower than those given in Waugh and Hall (2002). The evolution of the AOA tracer is stable throughout the 40-year simulation period, but the model seems to have a Brewer-Dobson circulation which is unrealistically fast.

4 Simulated global annual ozone distribution

A comparison of the model results with the ozone climatology compiled by Fortuin and Kelder (1998) is shown in Fig. 2. This climatology is based on ozonesonde measurements and satellite measurements of ozone, covering the period from 1980 to 1991. In Fig. 2 the same period was used for averaging the model results. The comparison shows that both models give reasonable and comparable results. However, there are discrepancies between the simulations and observations. The modelled ozone partial pressures are generally lower than observed in FinROSE, and higher than observed in UMETRAC.

In general the ozone maxima in FinROSE ozone distribution seems to be located higher up than in the measurements, while in the UMETRAC climatology the altitude matching seems to be better. The tropical ozone maximum in FinROSE is clearly too weak while in UMETRAC the opposite is true. Over the high southern latitudes the FinROSE data is in line with the measurements, since both the altitude and the magnitude compares well. The ozone distribution in FinROSE over the high northern latitudes is worse, as the partial pressure of ozone is too low while the height of the ozone maximum is reasonable. The height distribution of ozone in FinROSE yields to a lower column abundance, while in UMETRAC the higher partial pressure at more correct altitudes give too high ozone column abundances.

A general conclusion from Fig. 2 is that the FinROSE model reproduces the observed global patterns. The differences between the two models, as well as between models and measurements, seem to be connected with limitations and imperfections in the reproduction of the Brewer-Dobson circulation and with the differences in the stratospheric chemistry formulations in these two models.

UMETRAC includes the coupling between transport characteristics and atmospheric composition through radiation, i.e. the changes in the composition due to the chemical processing are reflected in the simulated temperatures and winds. Since the simulated composition is in balance with
the dynamics, one may say that UMETRAC produces its own balanced aeronomy. When the winds and temperatures from such a model are introduced to a CTM where the transport is formulated in similar way, but chemical formulations are different, the realized compositional patterns end up being qualitatively the same, but quantitatively different. As Fig. 2 shows, the ozone climatologies derived from FinROSE and UMETRAC have differences e.g. in magnitude and altitude of the tropical ozone maximum. The tropical maximum can be considered the starting point for the Brewer-Dobson circulation, as new stratospheric air is injected from the troposphere mainly over the tropics. In FinROSE the maximum is located too high up, and in UMETRAC the tropical ozone maximum is too strong, i.e. the reproduced Brewer-Dobson circulation in FinROSE has less ozone to start with, and transport towards the winter pole, while UMETRAC has too much. An offset in the ozone maximum during late winter to early spring, also affects ozone amounts during summer and autumn.

5 High latitude ozone evolution

Figure 3 (upper panel) shows the percentage anomalies (from the 1980–1989 mean) in simulated total ozone enclosed by the 75th southern latitude for the 40-year simulation period in comparison to satellite-based TOMS-v8 and OMI total ozone measurements. Results from both the FinROSE and the UMETRAC simulations are shown. The FinROSE model reproduces all the observed main features, and the anomalies seen in the simulated ozone are of the same magnitude as in the TOMS measurements. The anomalies in the UMETRAC ozone are quite similar to the ones in FinROSE, although the total ozone levels are generally higher than measured.

In all cases the ozone hole starts to develop during July–August, and ozone recovery is complete by the end of November or early December, meaning that the ozone depletion caught by the FinROSE model is well timed. Another well-reproduced element in Fig. 3 upper panel is the gradual increase of the Antarctic ozone anomaly in both models. Antarctic springs that exhibit no or very weak ozone depletion occur the same years in FinROSE and UMETRAC. The UMETRAC and FinROSE transport schemes end up in very similar results, and therefore the driver model determines mainly year to year and season to season variability. The differences in absolute levels between the models derive mainly from the differences in chemical formulations.

During the future period of the simulation (in Fig. 3) both models exhibit similar patterns in the month-to-month ozone anomalies, as they do during the past period. A comparison between the anomalies seen during the past years (i.e. 1980 to 1999) and during the near future (i.e. from 2000 to 2019) suggests that in the near future the behaviour of ozone will be similar to that observed during the 1990s.

The ozone anomalies in the north are rather different from what is seen in the south as Fig. 3 shows. The overall multi-year monthly mean evolution in both models follows the observed seasonal patterns well. While not shown in Fig. 3, the modelled total ozone in FinROSE is about 40 DUs lower than the TOMS measurements during summer. Furthermore, in some cases during the winter-spring maximum, FinROSE gives over 100 DUs lower total ozone values than TOMS. In UMETRAC the summertime minima are regularly around 100 DUs higher, and the wintertime maximum are around 50 DUs higher than measured. Although the simulated age of air is too short, we may now conclude that the seasonal behaviour in the general transport characteristics is reasonable
Fig. 3. Comparison of observed total ozone anomalies (from 1980–1989) with the modelled ozone anomalies. Time series are shown as average values within the 75° S latitude circle (upper panel) and 75° N latitude circle (lower panel). The anomalies in total ozone calculated from FinROSE data are presented by black lines, the UMETRAC anomalies as green lines, and the anomalies derived from the TOMS data by red lines and from OMI by blue lines.

and that there are clear similarities in the modelled interannual and seasonal patterns.

6 Ozone depletion

The processes causing ozone depletion require first of all formation of polar stratospheric clouds (i.e. PSCs), enough inorganic chlorine (and possibly other halogens) to be converted to active form, low enough stratospheric temperatures to cause denitrification, and finally, solar radiation to drive the actual ozone loss processes. The distribution of ozone is dependent on both atmospheric transport and chemistry. In order to have an approximate separation of these two main processes, we have formulated a passive ozone tracer, for which only the transport scheme of the model has been applied. The passive ozone tracer is initialized twice every year, on 1st of June, and on 1st of December using the regular model ozone.

Time series of anomalies (from the 1980–1989 mean) in total nitrogen (NO\textsubscript{y}) and water vapour (H\textsubscript{2}O), the evolution of chlorine activation (i.e. ClO\textsubscript{x}/Cl\textsubscript{x}), and the difference between the passive ozone tracer (Tracer-O\textsubscript{3}) and model ozone are shown in Fig. 4 for the whole 40-year time series together with the PSC exposure times (for types I and II). All values are based on monthly mean values within 75–90° S, averaged over the vertical column from 146 to 31 hPa (i.e. between approximately 14 and 24 km). The time series show how some major processes are simulated in the model. Significant chlorine activation occurs during every austral winter-spring season of this 40 year time series. The model simulates well the major chlorine activation, which occurs soon after the start of austral polar night. Chlorine activation starts as soon as the type-I PSCs appear. At the same time the level of total nitrogen, expressed by NO\textsubscript{y}, starts to decrease. The actual ozone loss, as seen in Fig. 4 starts as the analysed area becomes sunlit. This is seen as a deviation between the passive ozone tracer and model ozone. As the temperatures gradually increase during the spring and the vortex disappears, the PSCs evaporate and the large-scale ozone depletion is typically over by the end of November.

In the early 1980s the magnitude of the simulated ozone loss was at most between 50 and 60%. After the mid-1980s ozone depletion started to increase, frequently indicating losses of more than 80% between 31 and 146 hPa. The fractional chlorine activation (in Fig. 4) was typically slightly larger during the 1980s than during 1990s and later decades. However, the total chlorine loading is lower in the 1980s and the net effect on ozone was low.

The rate of decrease of NO\textsubscript{y}, i.e. the rate of denitrification, increases when the temperatures drop below the threshold for formation of ice particles. The relatively large PSC-type-II particles are formed and sedimented, which is seen as a
Fig. 4. Simulated evolutions for 1980-2019 of main constituents affecting ozone within 75° S, and between 146 and 31 hPa. In the upper frame the percentage anomalies in total nitrogen is shown by the red line and in water vapour by the blue line. The relative difference between the passive ozone tracer and regular model ozone by yellow bars. In the lower frame the chlorine activation is shown by orange bars, the PSC type-I tracer is given by the green line and the PSC type-II tracer by the black line.

Severe denitrification does not take place during every single simulated season. Exceptions are especially the years 1983 and 1992 when the decrease in total nitrogen shown by a positive anomaly, and also the ozone loss is smaller. During these non ozone depletion cases the formation of ice is relatively moderate due to warmer conditions, which can be seen in the PSC exposure in Fig. 4. These warmer conditions may be connected to sudden stratospheric warming events which are known to be very rare in the Southern Hemisphere (see e.g. Shepherd et al., 2005). More likely, they illustrate problems in simulating model dynamics at the edges of the normal distribution.

Figure 5 shows how the two main chemical ozone loss cycles have contributed to the simulated net ozone loss over Antarctica. The relative effect of catalytic ozone loss cycles by active chlorine (i.e. ClO₃⁻) is clearly the most significant. During September these cycles are responsible for about 50 to 80% of the total ozone loss. The rest of the ozone depletion is due to the second most important catalytic cycle during the ozone hole season, namely the BrO-ClO cycle. The coupled ClO-BrO destruction of ozone is almost as important as the ClO₃⁻ cycles during August and October. However, it should be kept in mind that the amount of absolute ozone depletion itself is smaller during August as there is only a limited amount of solar radiation available within the analysed area. It is also worth noting that during other times of year, the catalytic cycles of NOₓ (summer), and HOₓ (autumn) are the main contributors to ozone depletion (not shown). However, as seen from Fig. 5 these cycles do not contribute significantly to the chemical depletion of ozone during winter and spring.

Another way to analyse the 40-year time-series is to look at the total inorganic chlorine level in the atmosphere (see Table 1). Keeping in mind that since early 1980s the inorganic chlorine loading increased from about 1.6 to about 3.5 ppb, in the late 1990s, and that it is projected to remain above 3 ppb until the end of the 40-year simulation period, a conclusion can be made: Chlorine activation, although a regular phenomenon, does not in itself lead to severe ozone depletion. After the winter season the high southern latitude stratosphere becomes sunlit and the active chlorine is rapidly deactivated if NO₂ is present. This means that the amount
of inorganic chlorine controls the potential severity of ozone depletion, and the occurrence and magnitude of PSCs and denitrification affects how long ozone depletion is prolonged in the spring.

The time series in Figs. 3 and 4 show that the increase in inorganic chlorine has made the ozone depletions more severe since the beginning of 1980s. The level of ozone depletion reached during the latter part of the 1990s seems to continue also during the future period. The two main factors are in place (i.e. the chlorine activation, and denitrification) throughout the whole 40-year simulation, while during the early years the actual levels of inorganic chlorine were lower, and therefore the ozone depletion was less severe. However, it is important to note that even with inorganic chlorine levels below 2 ppbv, large-scale ozone destruction may occur, provided that the temperatures are low enough for extended periods of time leading to e.g. denitrification.

The situation in the winter and springtime northern high-latitude stratosphere is far less favourable for PSC formation than in the south, as sufficiently low temperatures do not occur regularly. Time series of anomalies (from the 1980–1989 mean) in total nitrogen (NO$_y$) and water vapour (H$_2$O), the evolution of chlorine activation (i.e. ClO$_x$/Cl$_x$), and the difference between the passive ozone tracer (Tracer-O$_3$) and model ozone are shown in Fig. 6 for the whole 40-year time series together with the PSC exposure times (for types I and II). All values are based on monthly mean values within 75–90°N, averaged over the vertical column from 146 to 31 hPa (i.e. between approximately 14 and 24 km). As can be seen, these results differ from the Antarctic ones. While NO$_y$ seems to exhibit some drops during the course of the simulation, the water vapour distribution is stable.

Interestingly, it seems that even on this average perspective chlorine activation of around 20 to 30% takes place during almost every winter/spring. The level of chlorine activation is clearly connected with the average existence of type-I PSCs, while in this averaged analysis no signs of type-II PSCs are found. The ozone loss exhibits no clear trend, except perhaps the increase during the first half of the 1980s. The cases of higher chlorine activations clearly coincide with the weak, but obvious, denitrifications and in turn with the ozone losses. It is quite clear that the low stratospheric temperatures provide the conditions for ozone depletion. Therefore, if the stratospheric temperatures would decrease as a result of the enhanced greenhouse effect, the probability for significant ozone loss may increase in the northern hemispheric high-latitudes.

In general, between 75° N and 90° N, the total nitrogen does not exhibit as large a decrease as it does over Antarctica. This result is expected, as the temperatures are not low enough for ice-cloud formation. Since PSC type-II clouds are uncommon in the northern polar stratosphere, no extensive ozone depletion occurs. However, during some years stronger denitrification occurs, as the negative anomalies (from the 1980–1989 mean) in NO$_y$ reach values of about 50 to 60%. A closer look at the PSC-tracers also indicates that while there are no ice-form PSCs, type-I PSCs are seen during most of the winters since the mid 1980s.

Another interesting feature in these figures emerges if the behaviour of total nitrogen, water vapour, and the existence of ice-clouds are compared with each other. It seems that while there are no type-II PSCs, the NAT PSCs coincide with the stronger denitrifications. A logical conclusion is that the NAT particles have grown to sizes where significant sedimentation is possible. Denitrification occurs, but these low temperatures are not persistent enough for large scale denitrifications. Nevertheless, during the most prominent years (e.g. 2000 or 2013) the drop in total nitrogen over the Arctic is calculated to be about 40%.
Figure 6. Simulated evolutions for 1980-2019 of main constituents affecting ozone within 75° N, and between 146 and 31 hPa. In the upper frame the percentage anomalies in total nitrogen is shown by the red line and in water vapour by the blue line. The relative difference between the passive ozone tracer and regular model ozone by yellow bars. In the lower frame the chlorine activation is shown by orange bars, the PSC type-I tracer is given by the green line and the PSC type-II tracer by the black line.

7 Ozone changes and trends

Figure 8 can be taken as a starting point for the analysis of the high latitude ozone changes. Ozone changes in the simulated data are shown as the difference between the climatology of 1980–1984 and the respective climatology of 1995–1999 (i.e. near past change). The near future change is shown as a difference between the ozone climatology of 1995–1999 and the climatology of 2015–2019. Figure 8 shows these differences in the mixing ratio. The past period difference shows a decrease in the ozone mixing ratios throughout the whole stratosphere. This difference has its maximum in the Antarctic polar stratosphere, being over 300 ppb around 50 hPa. While in the north the respective stratospheric decrease is about 100 to 150 ppb, depending on the altitude. During the future period, the model gives a slight increase of 50 ppb, near 50 hPa, over the southern polar areas, and a similar increase in the upper stratosphere. Over the northern polar areas an increase of the order of 50 ppb, is seen throughout the whole stratosphere above 100 hPa. The results shown here will be discussed further below where the statistical significance of these changes will be assessed using trend analysis.

Figure 9 shows the latitudinal distribution of average annual trend estimates from the FinROSE, TOMS (version 8) and UMETRAC total ozone for the past period (1980 to 1999). The trend estimates of both models for the near future
Fig. 7. A climatology showing the relative portions of the ozone loss chemistry due to the two main catalytic ozone loss cycles in FinROSE. The left panel shows the effect of the ClO$_x$ processing and the right panel shows the effect of combined BrO$_x$-ClO$_x$ chemistry. The past period (1980–1999) is indicated with black lines and the future period (2000–2019) with red lines. The errorbars show the minimum and maximum portions during each month. The values are averaged within the 75$^\circ$ N latitude, and between 146 and 31 hPa.

The trend estimates are calculated applying a standard linear regression to the monthly mean values. The trend errors, based on the Student's T-test, are given for the 95% significance level. The overall agreement with measurements is good and both models give similar trend estimates as obtained from the TOMS measurements.

For the past period, both actual values and uncertainty intervals of the FinROSE trends behave similarly as the TOMS trends. In the vicinity of 60$^\circ$ S the decreasing annual average trend from FinROSE is only slightly less than the TOMS-derived trend. In the case of UMETRAC, the magnitude of the southern trends is somewhat smaller than the corresponding FinROSE trends, and the trend errors exhibit somewhat narrower error ranges.

Both models give large, statistically significant negative trends over the high polar latitudes. Over Antarctica the trend in the FinROSE data is almost $-8\%$/decade and in the UMETRAC data the trend is about $-6\%$/decade. Over the northern polar areas, FinROSE gives a trend of about $-3.5\%$/decade, and UMETRAC about $-5.5\%$/decade. The trends in polar ozone are well in line with the trend estimates shown by WMO (2003, Chapter 4, Figs. 4–31) Hadjinicolaou et al. (2002) or Fioletov et al. (2002).

The average annual trend estimates for the future period (in Fig. 9) are similar for both models over the high southern latitudes. Both models exhibit small but statistically insignificant positive trends of 2 to 3% per decade. Over the northern polar areas the results of the two models are almost the same. The UMETRAC trend estimates give a positive trend of about 3%/decade, which is significant at the 95% confidence level. FinROSE gives nearly the same trend with a somewhat larger error range and the trend is also significant at the 95% level.
Fig. 9. Annually averaged total ozone trends [%/decade]. The errorbars indicate the 95% confidence intervals, calculated using the Student’s T-test.

the results from both models suggest that a small increase in total ozone may take place over high southern latitudes by 2019. However, the statistical significance is low implying that the ozone depletion may remain on a similar level to what was seen in the 1990s. Over the northern polar areas, on an annual average basis, a statistically significant positive trend is simulated, which could be a sign of a start of ozone recovery. These results are in line with those presented in Fig. 8.

Figure 10 shows the latitudinal distributions of seasonal total ozone trend estimates of FinROSE and TOMS for the past period and FinROSE for the future period. As for the annual average trend estimates, the seasonal trend estimates from FinROSE are also in good or reasonable agreement with the TOMS trends. During the northern winter months (i.e. December, January, and February) over northern high latitudes the modelled trends are between $-5$ and $-8\%$/decade, being significantly different from zero at the 95% confidence level. During the spring months (March through May) at high northern latitudes, the model agrees reasonably well with the measured trends. While TOMS gives a significant negative trend of around $-7\%$/decade, FinROSE reproduces a trend of around $-5\%$/decade, which agrees with the observations at the 95% confidence level.

The southern high latitude trends, shown in Fig. 10 left and middle panels follow the observation based trends. During the austral winter (June–August), the model reproduces the observed trends well. During the austral spring (September–November), the most visible feature is the large, statistically significant (at the 95% confidence level) negative trend of total ozone. At about 80°S, the TOMS and FinROSE trend estimates agree with a trend of about $-18\%$/decade. FinROSE trend errors are in good agreement with the TOMS trend errors, suggesting that the interannual variability simulated by FinROSE is also of the same order. It is interesting to note that a typical problem of model simulations over the northern mid-latitudes is also evident here. The northern hemisphere mid-latitude negative ozone trend, which peaks between 45–50°N and then reduces toward 60°N (e.g. Hadjinicolaou et al., 2005) is not well simulated.

In Fig. 10 (right panel) the seasonal trend estimates for latitudinal total ozone behaviour in the near future (2000–2019) are shown. It can be seen that the winter and spring total ozone will increase over the poles. For the Arctic winter-spring seasons this increase is around 3 to 5%/decade, and in the south for the austral winter-spring, the increase is about 2 to 3%/decade. The FinROSE results indicate that the negative ozone trends are levelling off during the near future. Since the positive trends in winter and spring high latitudes, calculated from the FinROSE results, are not significant, we can conclude (supported by e.g. Weatherhead et al., 2000; Austin and Butchart, 2003; Weatherhead and
Fig. 10. Seasonally averaged total ozone trends [%/decade] of TOMS observations for the period 1980-1999 and of FinROSE for period 1980–1999 and 2000–2019. The error bars indicate the 95% confidence intervals, calculated using the Student’s T-test.

Andersen, 2006) that no unambiguous recovery of the ozone is likely to be seen before 2020. The results of Austin and Butchart (2003), as well as those in Austin et al. (2003b) also suggested that the turnover of ozone trends would start in about 2005. The results presented here support those conclusions.

Figure 11 shows vertical cross-sections of the simulated seasonal trends in FinROSE for the past period, focusing on high latitudes. In the past negative trends between 250 and 10 hPa are typical during all seasons. During the northern hemispheric winter, the statistically most significant (95% confidence, or more) trends are between −5 and
-10%/decade above 100 hPa, and north of the 65° N latitude. The maximum trend in the northern hemispheric winter is, however, located between 250 and 150 hPa, being about -15%/decade (without statistical significance). This large negative trend is associated with trends in tropopause height, and is further discussed below. In the northern hemispheric spring the decreasing trend in the lower stratosphere above 40 hPa disappears while the negative trend below 40 hPa stays negative. Similarly to the winter trend estimates, a statistically significant trend between -5 and -10%/decade is found between 150 and 50 hPa, while the maximum negative trend of about -15%/decade is located between 250 and 150 hPa. In the spring, this upper tropospheric to lower stratospheric trend is significant at the 90% level north of 75° N.

Over the southern hemispheric high latitudes (in Fig. 11) the winter trend estimates are somewhat different. While negative trends are typical over the whole domain, the statistical significance of the negative ozone trends south of 75° S, and below 10 hPa, is weak. At the 95% significance level a trend between -5 and -10%/decade is found only between 25 and 10 hPa, and the statistically most significant trends are seen south of 75° S around 25 hPa. During the Antarctic spring, ozone is depleted with estimated trends more than -40%/decade south of the 75° S latitude between 150 and 50 hPa. The estimated trends are also significantly different from zero at the 99% level, and are related to the increasing halogen amounts (Table 1). These seasonal trend estimates are also in agreement with the observed trend estimates presented by Randel and Wu (1999).

Fig. 11. Vertical distributions of the seasonal ozone concentration trends [%/decade] for the past period (1980–1999). The significance levels are indicated with dotted black lines for 90% significance, with dashed for 95% significance, and with solid black line for 99% significance.
Simulated trends for the future period are shown in Fig. 12. A very general conclusion of the northern polar stratospheric ozone trends is that they are slightly positive, but statistically not significant within the polar area. The same is true in the case of southern hemispheric wintertime trends (i.e. June to August). During the austral spring a small negative trend of ozone is found close to 30 hPa south of 70° S, although without statistical significance. According to WMO (2003) the decrease in the atmospheric chlorine loading will lead to a gradual recovery of the stratospheric ozone over the next 50 years. No clear signal of the start of the recovery of ozone is seen during the first two decades of the 21st century. However, the results from FinROSE do show that the ozone levels off during the last two decades of the simulation. The stratospheric cooling due to the climate change has a potential for enhancing the polar ozone depletion. However, based on the analyses of the ozone trends alone, it is not straightforward to say, whether this mechanism is seen in these results or not.

The negative ozone trend close to the tropopause in high northern latitudes during winter and spring, shown in Fig. 11 is in line with a number of recent studies (see e.g. WMO, 2003). The observed dependence of the column ozone on the tropopause height is well documented, although the level of understanding is still somewhat limited. In general, the observations have shown that the northern hemispheric tropopause at mid- and high-latitudes have risen.
during the past few decades, which imply decreases in total ozone. Austin et al. (2003a) have shown that in the driver model (i.e. UMETRAC), a statistically significant decrease in tropopause pressures is exhibited over a wide range of latitudes. Furthermore, over the mid-latitudes this negative trend is about 1 hPa/decade, which in turn is in line with observations and other model changes (Santer et al., 2003). In WMO (2003) it was concluded that these trends are not due to the changes in stratospheric ozone, and thus radiatively driven, but due to the changes in tropospheric circulation. As a conclusion, it may be stated that the FinROSE simulation also exhibits this observed connection between the tropopause height and ozone.

8 Discussion

The quality of CTM studies is very much dependent on the transport characteristics, the quality of the driver fields, as well as on the chemistry scheme of the CTM. With respect to this study, the uncertainties associated with the CCM have been discussed by Austin et al. (2003b). The shortcomings in the realized Brewer-Dobson circulation, and the large natural variability of the northern polar vortex, increased the uncertainty of the trend analyses in this study. The problems in the age of air distribution and the Brewer-Dobson circulation, are well-known features of CTMs (Hall et al., 1999).

Every model produces its own aeronomy, and its own balances between radiation driven processes, dynamically driven processes, and chemistry driven processes. This means that in the case of dynamically-driven atmospheric processes, the patterns reproduced by FinROSE follow those in the driver simulation, which in turn are dependent on the radiation couplings or used WMGHG projections in the CCM itself. In the case of chemistry-driven processes, like the springtime Antarctic ozone hole, the FinROSE model is capable of making a more independent representation. In general, the results presented here indicate that the ozone evolution is more predictable in the winter-spring Antarctic stratosphere than in the Arctic stratosphere where the natural interannual variability is greater.

Since the analyses in this study are based on average quantities (i.e. zonal averages, monthly means etc.), we have not discussed all the fine-scale features that the simulation contains. The inclusion of the effects caused by large NAT particles (i.e. sedimentation and denitrification) clearly have an effect on the results exhibited in this study, as the moderate Arctic denitrifications are being reproduced in the absence of ice particles. These results suggest, in line with other studies (e.g. WMO, 2003), that the denitrification caused by gravitational settling of ice particles is not causing denitrifications over the Arctic. While there was evidence of denitrifications due to large NAT PSC sedimentation, the threshold for the ice-formation was not crossed.

From the Antarctic perspective, as the temperatures below the frostpoint are observed on annual basis during winter, the process of PSC sedimentation is relatively straightforward. However, as shown by Fahey et al. (2001), and further studied by Carslaw (2002), under persistent conditions the NAT-type PSCs may also grow as large as 10 to 20 µm, and therefore cause significant denitrifications due to sedimentation. This phenomena can be of great importance in the wintertime northern polar stratosphere where temperatures below ice frostpoint are uncommon. According to WMO (2003), the largest uncertainties in stratospheric model studies of ozone depletion are due to the unrealistic representation of denitrification processes. In order to have a more realistic description, especially in the Arctic, the 40-year simulation presented in this study takes into account denitrification effects resulting from the growing of the NAT particles to sizes where sedimentation may become truly effective. However, since this work is based on a single simulation, and focuses on the analysis of climate-scale average quantities, it is not straightforward to make conclusions on the effect of the more detailed treatment of denitrification.

In the Arctic stratosphere, chlorine activation is an annual phenomenon. However, since the conditions in the Arctic polar vortex are less severe than in the Antarctic, no large scale Antarctic-like ozone depletion is seen in the simulation before the end of 2019. It is also possible that more local ozone perturbations may cause elevated levels of UV over the populated northern hemisphere high-latitude areas if the ozone depletion affects the ozone distributions during the following summer as well. This matter has recently been addressed by Fioletov et al. (2005). Recently, quantitative relations between the stratospheric temperatures and the Arctic springtime ozone losses were found and discussed by Rex et al. (2004). Based on the observations, it was shown that in the stratosphere, for each Kelvin cooled, a 15 DU total column ozone reduction is realized. Further significant depletion could occur if the temperatures in the Arctic reach ice-formation temperatures on larger scales before the chlorine loading has reduced below 2 ppbv. Here the early 1980s ozone depletion events are important references. As was noted before, even chlorine levels below 2.1 ppbv may cause large-scale ozone depletion. Whether the regulations in the Montreal protocol (UNEP, 2000) are enough in a colder stratosphere remains unanswered in this work. The level of chlorine remains above 3 ppbv during the timeframe of this study (i.e. 1980–2019), therefore a longer simulation timeframe would be needed. The Antarctic ozone depletions are expected to continue as severe as they are at present until the end of 2019.

9 Summary and conclusions

Off-line Chemical Transport Models (CTMs) driven by externally provided wind and temperature fields are very
useful for the studies of atmospheric processes on various timescales. The main purpose of this study was to use the winds and temperatures resulting from a 40-year coupled chemistry climate model simulation, to drive the FinROSE chemistry transport model for the study of the past and future behaviour of the ozone layer. Global CTMs have mostly been used for multi-year simulations of the stratosphere using observational based meteorologies (e.g. analyses of numerical weather prediction models, like the ECMWF model). The results presented and discussed in this paper should be considered, first of all, as a proof for the applicability of the combined CTM-CCM approach itself in climate scale studies, as well as a documentation of the 40-year simulation. The advantages of using the off-line chemistry transport approach with externally specified winds and temperatures, are abundantly cost-beneficial. More effort can be put to the representativeness of the chemistry solvers and output diagnostics. Therefore, the CTMs provide an affordable platform for the studies of individual atmospheric processes and add value to the chemistry coupled climate model integrations. Our general conclusion is therefore that this approach provides an efficient tool with which to explore the long term chemistry of the stratosphere both during the past and for the future.

In order study the effect of stratospheric cooling on ozone depletion we showed how the average polar concentrations of stratospheric ozone, and processes leading to the high latitude ozone destruction evolved in our simulation during the past (1980–1999) and near future (2000–2019) periods. We also compared our results with measurements, and performed a trend analysis for the past and future periods. Summarizing the overall results of the 40-year CTM simulation we may state that the simulated patterns in the near past agreed well with the observed patterns and trend estimates opening the way for the conclusions about the future. The results of this study suggest that the extent of seasonal ozone depletion over both northern and southern high-latitudes are near a maximum and that while climate change might cool the lower stratosphere, the cooling in this simulation did not accelerate high latitude ozone depletion significantly. The recovery of seasonal high latitude ozone losses is not to take place for the next 15 years, emphasizing the need for longer model integrations for the predictions of ozone recovery.
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