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Estimating the state and the unknown inputs of nonlinear systems using a multiple model approach

Rodolfo Orjuela, Benoît Marx, José Ragot and Didier Maquin

Abstract—This paper addresses both state and unknown input estimation problem of nonlinear systems modelled with the help of a particular class of multiple models, known as decoupled multiple model. The simultaneous estimation of the state and the unknown inputs is achieved using a proportional-integral observer that is well known by its robustness properties. The proposed observer allows the use of submodels with different dimensions and this fact offers potential applications in the multiple model framework. The LMI framework is used in order to provide sufficient conditions for ensuring exponential convergence of the estimation error and robust $\mathcal{H}_\infty$ performances with respect to perturbations.

I. INTRODUCTION

The simultaneous estimation of the state and the unknown inputs (UI) of a system is a key problem in many engineering applications due to the practical and/or economical problems arising when measuring signals of a process. A robust state estimation with respect to UI plays therefore a fundamental role in numerous system control and/or supervision strategies. With regard to this last purpose, an UI can generally be employed in order to modelling an actuator failure and/or an abnormal behaviour of an internal component of the system. Clearly, the state and the UI estimations can be employed for providing fault symptoms of the systems in order to make the system more reliable and safe.

Classically, a state estimation of a system subject to UI can be obtained by means of the so called unknown input observer (UIO). The goal of the UIO is to provide state estimation of the system with some robustness with respect to possible UI. Design of UIO has been extensively investigated in the literature and design procedures for reduced-order UIO [1] and full-order UIO [2] have been proposed (see [3] for a comprehensive study of UI observer problem). Recently, in [4] a projection operator approach is used to design full and reduce-order UIO. Comparison and relation between the proposed observer and other classic UIO architectures are also proposed. Note however that the UI estimation is not considered in these works.

In [5] is shown that the UI reconstruction is very close to the system inversion. Hence, derivatives of the measurements must be used in the UI reconstruction problem. Consequently, UI estimation sensitivity with respect to measurements noise is often unavoidable. In [6] the asymptotic system state and UI estimation with any desired accuracy is proposed. In this approach the use of time derivative of the measurements is avoided.

The Proportional-Integral Observer (PIO) constitutes an other attractive way to solve the UI problem without involving the time derivative of the measurements. The PIO is well known by its robustness properties [7], [8] and it has been successfully employed in order to cope with the state and the UI estimations [9]–[12]. It has been established that, in the context of system supervision, the PIO can be used as robust residual generator [11], [13].

However, most of these works assume that the system has a linear behaviour whereas in practice many processes have generally a nonlinear dynamic behaviour. Hence the use of a single linear model for modelling the dynamic behaviour of a system in the whole operating space can be unsuited because the linearity assumption of the system is only valid in the neighbourhood of an operating point. On the other hand, the observer design problem for generic nonlinear models is delicate and actually this problem is not solved in a general way.

Multiple models are an effective tool to accurately represent nonlinear dynamic behaviours using a model structure potentially usable for extending, in an elegant way, some results obtained in the linear control theory to nonlinear systems. In this modelling strategy the complexity of the system is reduced by a decomposition of the operating range of the system in a finite number of operating zones [14]. Each operating zone is then characterised by a submodel, often a linear model, and the global model is obtained by interpolating the submodels via a weighting function.

A multiple model can therefore be viewed as an association of a set of submodels blended by an interpolation mechanism. As pointed in [15], different multiple models can be obtained using different aggregation structures of the submodels. Basically, two main structures can be distinguished. In the first one, the submodels share the same state vector (Takagi-Sugeno multiple model); in the second one, the submodels are decoupled and their state vectors are different (decoupled multiple model). Of course, the resulting multiple models obtained by the association of the same set of submodels do not give an equivalent dynamic behaviour.

The Takagi-Sugeno model has been largely considered for analysis, modelling, control and state estimation of nonlinear systems (see among others [14], [16]–[18] and references therein). Structural similarities between this multiple model and others models, for example linear parameter varying models (LPV), have been established in the literature [19].
Indeed, in this multiple model the submodel association is performed in the dynamic equation of the model via a common state vector. Consequently, the dimension of the submodels must be identical. Hence, the use of this multiple model in some black box modelling problems can lead to a redundant multiple model because the submodel dimensions must be identical in each operating zone even if a low dimension submodel can be used in a particular zone.

The second multiple model structure can be expected to be more flexible in the modelling stage because the aggregation of submodels is performed in such a way that the dimension of the submodels may be different. Therefore the dimension of each submodel can be well adapted to each operating zone (details are given in section 2). Note that in contrast to the Takagi-Sugeno form, less attention has been paid in the literature to the decoupled multiple model. However, few works in modelling [20], [21], control [22]–[24] and state estimation [25], [26] of nonlinear systems have made a successful implementation of this structure and shown its relevance.

The main contribution of this paper is the extension of the proportional-integral observer design procedure used in the linear theory to the nonlinear systems modelled by a decoupled multiple model. Exponential convergence is obtained in the disturbance free case and in the presence of UI, performance is assured.

The paper is organized as follows. The decoupled multiple model is presented in section 2. Preliminaries and problem statement are presented in section 3. In section 4, the robust performance is assured. These outputs must be considered as artificial modelling signals only used in the goal to provide a representation of the real system behaviour. Consequently the outputs $y_i(t)$ cannot be viewed as accessible signals and therefore they cannot be employed for driving an observer.

Finally, let us remark that in some particular situations, a discontinuity in the multiple model output appears when a submodel that is away of the current operating zone is suddenly taken into consideration for building the multiple model output. Of course, this phenomenon does not appear in a systematic way and it depends on the dynamics of the submodels and/or on the choice of the decision variable. When the input of the system is employed as decision variable, this undesirable phenomenon can effectively be overcome by using a filtered value of the decision variable instead of its direct value. Usually, a low-pass filter with unit gain is employed. The parameters of this filter are obtained using a priori knowledge of the system [23] or by considering them as unknown parameters in the identification stage [27].

Notations: the following notations will be used all along this paper. $P > 0$ ($P < 0$) denotes a positive (negative) definite matrix $P$; $X^T$ denotes the transpose of matrix $X$. $I$ is the identity matrix of appropriate dimension and $\text{diag}\{A_1, ..., A_n\}$ stands for a block-diagonal matrix with the matrices $A_i$ on the main diagonal. The $L_2$-norm of a signal, quantifying its energy is denoted and defined by $\|e(t)\|_2^2 = \int_0^\infty e^T(t)e(t)dt$.

Finally, we shall simply write $\mu_i(\bar{\xi}(t)) = \mu_i(t)$.

III. PRELIMINARIES AND PROBLEM FORMULATION

Let us consider the decoupled multiple model (1) in the following compact form:

\[
\dot{x}(t) = \bar{A}x(t) + \bar{B}u(t) + \bar{D}\eta(t) + \bar{V}w(t), \quad (3a)
\]

\[
y(t) = \bar{C}(t)x(t) + \bar{E}\eta(t) + \bar{W}w(t), \quad (3b)
\]

are quantified by the weighting functions $\mu_i(\bar{\xi}(t))$ that satisfy the following convex sum constraints:

\[
\sum_{i=1}^L \mu_i(\bar{\xi}(t)) = 1 \quad \text{and} \quad 0 \leq \mu_i(\bar{\xi}(t)) \leq 1, \quad \forall i = 1...L, \forall t. \quad (2)
\]

It should be mentioned that the weighting functions may take intermediary values over the range 0 to 1. This is due to possible overlapping of operating zones. Therefore the multiple model has a true nonlinear dynamic behaviour instead of a piecewise linear behaviour.

As pointed in the introduction, in this multiple model no blend between the parameters of the submodels is performed. Consequently, the dimension (i.e. the number of states) of the submodels can be different and therefore this multiple model form is suitable for a black box modelling of complex systems with variable structure and/or variable complexity in each operating zone. The model parameters can be obtained from a set of measured input and output data using appropriate identification methods proposed for instance in [20], [21], [27].

Besides, in this multiple model, the outputs $y_i(t)$ of the submodels are "virtual outputs", i.e. no physical interpretation is available. These outputs must be considered as artificial modelling signals only used in the goal to provide a representation of the real system behaviour. Consequently the outputs $y_i(t)$ cannot be viewed as accessible signals and therefore they cannot be employed for driving an observer.

Finally, let us remark that in some particular situations, a discontinuity in the multiple model output appears when a submodel that is away of the current operating zone is suddenly taken into consideration for building the multiple model output. Of course, this phenomenon does not appear in a systematic way and it depends on the dynamics of the submodels and/or on the choice of the decision variable. When the input of the system is employed as decision variable, this undesirable phenomenon can effectively be overcome by using a filtered value of the decision variable instead of its direct value. Usually, a low-pass filter with unit gain is employed. The parameters of this filter are obtained using a priori knowledge of the system [23] or by considering them as unknown parameters in the identification stage [27].

Notations: the following notations will be used all along this paper. $P > 0$ ($P < 0$) denotes a positive (negative) definite matrix $P$; $X^T$ denotes the transpose of matrix $X$. $I$ is the identity matrix of appropriate dimension and $\text{diag}\{A_1, ..., A_n\}$ stands for a block-diagonal matrix with the matrices $A_i$ on the main diagonal. The $L_2$-norm of a signal, quantifying its energy is denoted and defined by $\|e(t)\|_2^2 = \int_0^\infty e^T(t)e(t)dt$.

Finally, we shall simply write $\mu_i(\bar{\xi}(t)) = \mu_i(t)$.
where:
\[
\begin{align*}
\bar{A} &= \text{diag}\{A_1 \cdots A_i \cdots A_L\}, \\
\bar{B} &= [B_1^T \cdots B_i^T \cdots B_L^T]^T, \\
\bar{D} &= [D_1^T \cdots D_i^T \cdots D_L^T]^T, \\
\bar{V} &= [V_1^T \cdots V_i^T \cdots V_L^T]^T, \\
\bar{C}(t) &= [\mu_1(t)C_1 \cdots \mu_i(t)C_i \cdots \mu_L(t)C_L]^T.
\end{align*}
\]

The reader may have noticed that the matrix \( \bar{C}(t) \) can be rewritten as follows:
\[
\bar{C}(t) = \sum_{i=1}^{L} \mu_i(t)\tilde{C}_i,
\]
where \( \tilde{C}_i \) is a constant block matrix given by:
\[
\tilde{C}_i = \begin{bmatrix} 0 & \cdots & C_i & \cdots & 0 \end{bmatrix}.
\]

Our objective is to provide a simultaneous estimation of the state and the UI of the system (3). To this end, the following PIO is employed:
\[
\begin{align*}
\dot{\hat{x}}(t) &= \bar{A}\hat{x}(t) + \bar{B}u(t) + \bar{D}\hat{\eta}(t) + \bar{K}(\gamma(t) - \hat{\gamma}(t)), \\
\dot{\hat{\eta}}(t) &= \bar{K}_1(y(t) - \hat{y}(t)), \\
\dot{\hat{\gamma}}(t) &= \bar{C}(t)\dot{x}(t) + \bar{E}\hat{\eta}(t).
\end{align*}
\]
The use of an integral action given in the second equation of (12) is at the origin of the designation Proportional-Integral Observer. The use of this integral action allows a reconstruction of the UI under the following two assumptions:

**Assumption 1:** The unknown input signal \( \eta(t) \) is supposed to be a constant signal.

**Assumption 2:** The perturbation is bounded energy signal, i.e. \( ||w(t)||_2^2 \leq \infty \).

Now, let us define the state estimation error by:
\[
e(t) = x(t) - \hat{x}(t),
\]
and its time-derivative by:
\[
\dot{e}(t) = \sum_{i=1}^{L} \mu_i(t)(\bar{A} - \bar{K}\tilde{C}_i)e(t) + (\bar{D} - \bar{K}\bar{E})e(t) + \bar{V}w(t) + \bar{D}\tilde{\eta}(t) + \bar{K}(\gamma(t) - \hat{\gamma}(t)).
\]

Finally, by introducing the following augmented vector:
\[
\Sigma(t) = [e^T(t) \quad e^T(t)]^T \in \mathbb{R}^{n+q},
\]
the equations (14) and (17) can be gathered as follows:
\[
\Sigma(t) = \tilde{A}_a(t)\Sigma(t) + (V_a - K_aW)w(t),
\]
where
\[
\tilde{A}_a(t) = \sum_{i=1}^{L} \mu_i(t)\phi_i,
\]
\[
\phi_i = A_a - K_a\varphi_i,
\]
and
\[
A_a = [\bar{A} \quad \bar{D}]^T, K_a = [\bar{K}_1 \quad \bar{K}], \varphi_i = [\bar{C}^T(t)]^T, V_a = [\bar{V} \quad 0].
\]

The robust observer design problem can thus be formulated as finding the matrix gain \( K_a \in \mathbb{R}^{(n+q)\times p} \) such that the influence of \( w(t) \) on \( \Sigma(t) \) is attenuated. Now let us consider the following objective signal:
\[
z(t) = H\Sigma(t),
\]
where \( H \) is a prescribed constant matrix and the following \( \mathcal{H}_\infty \) performance constraints:
\[
\lim_{t \to \infty} ||z(t)||_2^2 = 0 \quad \text{for} \quad w(t) = 0,
\]
\[
||z(t)||_2^2 \leq \gamma^2 ||w(t)||_2^2 \quad \text{for} \quad w(t) \neq 0 \text{ and } z(0) = 0,
\]
where \( \gamma \) is the \( L_2 \) gain from \( w(t) \) to \( z(t) \) to be minimised. The matrix \( H \) in (23) is used in order to take into consideration totally or partially the components of the estimation error \( \Sigma(t) \) given by (18). Notice that the condition (24a) will be investigated by imposing the exponential convergence of the estimation error. The exponential convergence of the estimation error is a way to ensure a convergence velocity of the estimation error via a decay rate and to improve dynamic performances of the observer.

**IV. UNKNOWN INPUT OBSERVER DESIGN**

This section deals with the \( \mathcal{H}_\infty \) estimation problem, based on the decoupled multiple model (3), using the PIO (12).

It should be noted that, in the multiple model framework, an unstable multiple model can be obtained via the interpolation of a set of stable submodels and a stable multiple model can be obtained via an interpolation of a set of unstable submodels. Hence, independent observer designs for each submodel cannot guarantee the global convergence of the estimation error (19). Indeed, the blending between the submodel outputs must be taken into consideration in the observer design.

In this section, conditions for ensuring the estimation error convergence, under constraints (24), are established in LMI framework [28] using a quadratic Lyapunov function. Our main result is summarized in the following theorem:

**Theorem 1:** The PI observer (12) for the decoupled multiple model (3), under constraints (24), is obtained if there exists a symmetric, positive definite matrix \( P \) and a matrix \( M \) minimizing \( \gamma > 0 \) under the following LMIs:
\[
\begin{bmatrix}
\Delta_i + X_i^T + X_i + \Gamma^T \gamma & \Gamma \\
\Gamma^T & -P \end{bmatrix} < 0, \quad i = 1 \ldots L
\]
where
\[ \Delta_i = P(A_i + \alpha I) - M\Theta_i , \]
\[ \Gamma = PV_a - MW , \]
for a prescribed \( \alpha > 0 \).

The observer gain is given by \( K_a = P^{-1}M \) and the \( L_2 \) gain from \( w(t) \) to \( z(t) \) is given by \( \gamma = \sqrt{\gamma^2} \).

**Proof:** Let us consider the quadratic Lyapunov function:
\[ V(t) = \Sigma^T(t)P \Sigma(t) , \]
classically, the exponential convergence of the estimation error \( \Sigma(t) \) when \( w(t) = 0 \) is investigated by taking into consideration the following condition:
\[ V(t) < -2\alpha V(t) , \]
where \( \alpha \) is the so called decay rate. Here, the above condition is replaced by the following condition:
\[ V(t) < -2\alpha V(t) - z^T(t)z(t) + \gamma^2 w^T(t)w(t) . \]
in order to guaranteed robust performances (24). Indeed, it can be noted that the integration of condition (28) yields:
\[ \int_0^\infty (V(t) + 2\alpha V(t)) dt < - \int_0^\infty z^T(t)z(t) dt + \gamma^2 \int_0^\infty w^T(t)w(t) dt , \]
and by taking into consideration the positivity of the Lyapunov function, \( V(\infty) > 0 \) and \( V(0) = 0 \), the left-hand side of this inequality is positive and implies that:
\[ \|z(t)\|^2 < \gamma^2 \|w(t)\|^2 , \]
hence the attenuation level between the perturbation \( w(t) \) and the objective signal \( z(t) \), given by (24b), is ensured if the condition (28) is fulfilled.

Consequently, conditions verifying (28) must be established in order to satisfy robust performances (24) and exponential convergence of the estimation error.

The time-derivative of (26) along the trajectories of (18) is given by:
\[ \dot{V}(t) = \Sigma^T(t)P \Sigma(t) + \Sigma^T(t)P \dot{\Sigma}(t) , \]
that becomes by using (19):
\[ \dot{V}(t) = \Sigma^T(t) \left( \tilde{A}_a(t)P + P \tilde{A}_a(t) \right) \Sigma(t) + w^T(t)(V_a - K_a W)^T P \Sigma(t) + \Sigma^T(t)P(V_a - K_a W)w(t) . \]
The above equation can be rewritten in the following compact form as:
\[ \dot{V}(t) = \psi(t)^T \Omega(t) \psi(t) , \]
where
\[ \Omega(t) = \left[ \begin{array}{c} \tilde{A}_a^T(t)P + P \tilde{A}_a(t) \\ (V_a - K_a W)^T P \end{array} \right] , \]
\[ \psi(t) = \left[ \begin{array}{c} \Sigma^T(t) \\ w^T(t) \end{array} \right] . \]

Now, substituting (26) and (33) into (28) yields:
\[ \psi^T(t) \left( \Omega(t) + \left[ \begin{array}{c} H^T H + 2\alpha P \\ 0 \end{array} \right] \right) \psi(t) < 0 , \]
which is a quadratic form in \( \psi(t) \). Therefore the negativity of the above expression is guaranteed by ensuring the negativity of the expression inside the brackets.

Hence, by using (34) and the definition (20) of \( \tilde{A}_a(t) \), the negativity of (36) is satisfied by:
\[ \sum_{i=1}^L \mu_i(t) \left[ \left( \Phi_i^T P + P \Phi_i + H^T H + 2\alpha P \\ (V_a - K_a W)^T P \right) \\ (V_a - K_a W)^T P \left[ \begin{array}{c} H^T H + 2\alpha P \\ 0 \end{array} \right] \right] \psi(t) < 0 , \]
which is also guaranteed according to the convex sum properties of the weighting functions (2) by:
\[ \left[ \Phi_i^T P + P \Phi_i + H^T H + 2\alpha P \\ (V_a - K_a W)^T P \right] \psi(t) < 0 , \]
for \( i = 1...L \).

Finally, let us notice that this inequality is not a LMI in \( P, K_a, \alpha \) and \( \gamma \). However, it becomes a LMI by choosing a prescribed \( \alpha \) and setting \( M = PK_a \) and \( \gamma = \sqrt{\gamma^2} \). Hence standard convex optimization algorithms can be used to find matrices \( P \) and \( M \) minimising \( \gamma \), for a prescribed \( \alpha \).

On the other hand, the negativity of condition (38) implies the negativity of the block (1,1), consequently:
\[ P(A_i + \alpha I - K_a \tilde{G}_i) + (A_i + \alpha I - K_a \tilde{G}_i)^T P < 0 \]
for \( i = 1...L \), which means that exponential convergence of the estimation error is guaranteed in the free perturbation case because the matrix \( \tilde{A}_a(t) \) in (19) is Hurwitz for any blend between the submodel outputs [26]. Hence, the condition (24a) is satisfied under \( w(t) = 0 \) and this completes the proof.

**V. SIMULATION EXAMPLE**

Consider the following two submodels of a decoupled multiple model:
\[ A_1 = \left[ \begin{array}{ccc} -0.2 & 0.1 & 0 \\ 0 & -0.9 & 0.8 \\ 0 & -0.8 & -0.7 \end{array} \right] , \quad A_2 = \left[ \begin{array}{ccc} -0.25 & 0 \\ -0.4 & -0.3 \end{array} \right] , \]
\[ B_1 = \left[ \begin{array}{ccc} 0.5 & 0.4 & 0.3 \end{array} \right] , \quad B_2 = \left[ \begin{array}{ccc} -0.5 & 0.7 \end{array} \right] , \]
\[ C_1 = \left[ \begin{array}{ccc} 0.8 & 0.5 & 0.7 \end{array} \right] , \quad C_2 = \left[ \begin{array}{ccc} 0.9 & 0.6 \end{array} \right] , \]
\[ D_1 = \left[ \begin{array}{ccc} 0.1 & 0.3 \end{array} \right] , \quad D_2 = \left[ \begin{array}{ccc} 0.1 & 0.3 \end{array} \right] , \]
\[ V_1 = \left[ \begin{array}{ccc} 0.0 & -0.1 & 0.0 \end{array} \right] , \quad V_2 = \left[ \begin{array}{ccc} 0.0 & -0.1 & 0.0 \end{array} \right] , \]
\[ E = \left[ \begin{array}{ccc} 0.1 & 0.2 & 0 \end{array} \right] , \quad W = \left[ \begin{array}{ccc} 0.1 & 0.2 & 0 \end{array} \right] . \]

Here, the objective signal \( z(t) \) to be attenuated is the state estimation error of the submodels, thus \( H = [I_{5 \times 5} \quad 0_{5 \times 2}] \) in (23). The disturbance and the UI of the system are respectively given by:
\[ w(t) = \left[ \begin{array}{ccc} 0.4 \sin(40t) \\ 0.35 \sin(60t) \end{array} \right] , \quad \eta(t) = \left[ \begin{array}{c} \eta_1(t) \\ \eta_2(t) \end{array} \right] , \]
where $\eta_1(t)$ is a piecewise constant signal for which the assumption 1 is well checked, and $\eta_2(t)$ is voluntarily taken as a ramp between $t = 600$ and $t = 1000$, so the assumption 1 is not fulfilled in this range (see figures 2 and 3).

The weighting functions are obtained from normalised Gaussian functions:

$$
\mu_i(\xi(t)) = \omega_i(\xi(t)) / \sum_{j=1}^{L} \omega_j(\xi(t)),
$$

$$
\omega_i(\xi(t)) = \exp(-\frac{(\xi(t) - c_i)^2}{\sigma^2}),
$$

with the standard deviation $\sigma = 0.5$ and the centres $c_1 = 0.25$ and $c_2 = 0.75$. Here, the decision variable $\xi(t)$ is the filtered input signal $u(t)$ of the system:

$$
\dot{\xi}(t) = -0.1\xi(t) + 0.1u(t),
$$

and the input signal $u(t)$ is a piecewise constant signal with variable amplitudes in the range of variation $[0, 1]$. Note that the weighting functions are not null or equal to one (see figure 1 (bottom)). Consequently the multiple model output is obtained by taking into consideration the contribution of both submodels all the time.

![Fig. 1. Multiple model outputs (top) and weighting functions (bottom)](image)

Fig. 1. Multiple model outputs (top) and weighting functions (bottom)

On the other hand, the eigenvalues of the submodels are given by:

$$
\lambda_1 = [-0.19 - 0.80 \pm 0.78i] \quad \text{and} \quad \lambda_2 = [-0.3 - 0.25],
$$

thus the dynamics of the submodels are different and the dynamic behaviour of the multiple model can be expected to be nonlinear (figure 1 (top)).

A solution to conditions of theorem 1 can be found by using, for example, YALMIP interface [29] coupled to SeDuMi solver [30]. Choosing a decay rate $\alpha = 0.1$, conditions of theorem 1 are fulfilled with:

$$
K_\alpha = \begin{bmatrix}
2.56 & -0.08 & -1.82 & 2.28 & 3.80 & 3.18 & 2.94 \\
0.95 & -0.64 & -1.29 & 0.81 & 1.64 & 3.34 & 1.07
\end{bmatrix}^T
$$

with a minimal attenuation level given by $\gamma = 1.29$. The state estimation errors obtained by the proposed observer are plotted in figures 2 and 3 and the provided UI estimation in figures 4 and 5. Let us notice that in the simulation the initial conditions of the multiple model are not null and the initial conditions of the observer are null. It can be seen from these figures that the state estimation error remains globally bounded and close to zero. It is punctually affected when the value of the UI changes abruptly, for example at $t = 33$, obviously the assumption 1 is not respected. On the other hand, the proposed observer yields an excellent UI estimation even if the assumption 1 is not truly respected (see figures 4 and 5). Note however that in both case the estimation error has a good transient response.

![Fig. 2. State estimation errors of submodel 1](image)

Fig. 2. State estimation errors of submodel 1

![Fig. 3. State estimation errors of submodel 2](image)

Fig. 3. State estimation errors of submodel 2

![Fig. 4. $\eta_1(t)$ and its estimate](image)

Fig. 4. $\eta_1(t)$ and its estimate

As one can see in this example, the assumption 1 is needed for theoretical proofs but our approach remains effective in practical cases where the assumption 1 is not satisfied, of course the UI must be a low frequency signal (constant or slowly varying-time signal). The UI reconstruction can be improved by replacing the use of only one observer by a bank of dedicated observers. Hence each observer is designed using the same procedure but by changing the prescribed
matrix $H$ in (23) in order to obtain different attenuation levels. As clearly seen from these pictures, the proposed observer provides good dynamic and robust performances.

VI. CONCLUSION AND FUTURE WORKS

In the present paper an extension of proportional-integral observer is presented for estimating the state variables and the unknown inputs of nonlinear systems modelled by a decoupled multiple model. Thanks to the structure of the proposed model the number of the states, i.e. the dimension, of each submodel may be different and consequently some flexibility in a black box modelling stage can be provided. Systematic procedure, based on the LMI framework, has been established in order to design an UI observer which ensures the exponential convergence and robust performances of the estimation error. The effectiveness of the proposed approach is illustrated via a simulation example.

The suggested observer can be used, as an extension of the classic generalized observer scheme, in the detection and the isolation of sensor and actuator failures of complex systems. Improvements to the proposed observer, in order to take into consideration a more general class of unknown inputs, provides promising prospects in the future. In particular, the use of several integral actions by using a Multi-Integral Observer architecture can be an effective way in order to apply the proposed procedure to non constant unknown inputs.
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