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Abstract

We consider a quantum two-level system perturbed by classical noise. The noise is implemented as a stationary diffusion process in the off-diagonal matrix elements of the Hamiltonian, representing a transverse magnetic field. We determine the invariant measure of the system and prove its uniqueness. In the case of Ornstein–Uhlenbeck noise, we determine the speed of convergence to the invariant measure. Finally, we determine an approximate one-dimensional diffusion equation for the transition probabilities. The proofs use both spectral-theoretic and probabilistic methods.
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1 Introduction

Noise is often used as a model for the effect of the environment (for instance a heat bath) on a relatively small system. In general, it is difficult to prove rigorously from first principles that a stochastic model indeed gives a good approximation of the real dynamics. However, such a proof has been obtained in a number of specific classical systems, see for instance [FKM65, SL77, EPRB99, RBT00, RBT02].

For quantum systems, the theory of effective stochastic models is not yet so well-developed. One approach in which progress has been made in recent years is the approach of repeated quantum interactions. If the quantum system is assumed to interact during successive short time intervals with independent copies of a quantum heat reservoir, one can under certain assumptions derive effective equations involving quantum noises. See for instance [AP06, BJM06, AJ07a, AJ07b] for recent works in this direction.

In the present work, we consider the intermediate situation of a classical noise acting on a quantum system. We shall focus on the simplest possible quantum system, namely a spin-1/2. The classical noise is realised by adding off-diagonal stochastic processes in the system’s Hamiltonian. This situation can be realised, for instance, by letting the spin interact with a magnetic field subject to small stochastic fluctuations, due to the magnet creating the field being subject to weak random noise.

When the spin is prepared, say, in the “down” state, and subjected to a constant magnetic field in the z-direction, it will remain in the same state for ever. If the direction of the magnetic field is allowed to fluctuate in time, however, transitions to the “spin-up” state become possible. The aim of this work is to estimate how long it takes for these transitions to occur, depending on the characteristics of the noise.
This paper is organised as follows. Section 2 contains a detailed description of the model and all results. The main results are the following: Theorem 2.3 shows that under rather general assumptions on the noise, the system admits a unique invariant measure induced by the Haar measure on SU(2). Theorem 2.6 gives a spectral-gap estimate in the case of Ornstein–Uhlenbeck noise, describing the speed of convergence to the invariant measure, as a function of noise and coupling intensity, and of the rate of decay of correlations of the noise term. Finally, Theorem 2.7 uses an effective one-dimensional diffusion approximation for the transition probability to derive expected transition times. Sections 3, 4 and 5 contain the proofs of these results.

2 Model and results

2.1 Definition of the model

The simplest possible quantum system is a two-level system (e.g. a spin 1/2), which can be described by the unperturbed Hamiltonian

\[ H_0 = \begin{pmatrix} \frac{1}{2} & 0 \\ 0 & -\frac{1}{2} \end{pmatrix} \]  

acting on the Hilbert space \( \mathcal{H} = \mathbb{C}^2 \). We would like to perturb this system by “classical noise”, able to induce transitions between the two energy levels. The noise should however preserve the unitary character of the quantum evolution. A way to do this is to add a non-diagonal interaction term to the Hamiltonian, of the form \( \kappa V(t) \), with

\[ V(t) = \begin{pmatrix} 0 & Z_t \\ \bar{Z}_t & 0 \end{pmatrix}, \quad Z_t = X_t + iY_t, \]  

where \( \{ Z_t \}_{t \geq 0} \) is an ergodic, stationary Markov process on some filtered probability space. This is equivalent to assuming that the spin 1/2 is interacting with a magnetic field \( B_t = (2\kappa X_t, 2\kappa Y_t, 1) \), since the total Hamiltonian can be written

\[ H(t) = H_0 + \kappa V(t) = \kappa X_t \sigma^1 + \kappa Y_t \sigma^2 + \frac{1}{2} \sigma^3 =: \frac{1}{2} B_t \cdot \sigma, \]  

where the \( \sigma^i \) are the Pauli matrices. For definiteness, we shall assume that \( Z_t \) is the solution of an Itô stochastic differential equation (SDE) of the form

\[ dZ_t = f(Z_t) \, dt + g(Z_t) \, dW_t, \]  

where \( \{ W_t \}_{t \geq 0} \) denotes a standard Brownian motion, and \( f \) and \( g \) satisfy the usual Lipshitz and bounded-growth conditions ensuring existence of a pathwise unique strong solution for any initial condition. A typical choice would be an Ornstein–Uhlenbeck process, defined by the SDE

\[ dZ_t = -\gamma Z_t \, dt + \sigma \, dW_t, \]  

where the initial condition \( Z_0 \) is a centred Gaussian of variance \( \sigma^2 / 2\gamma \). This represents the situation of the magnet generating the field being subjected to a harmonic potential and white noise. This choice is also motivated by the fact that in certain situations, the effect of a classical heat bath on a small (classical) system has been rigorously shown to be describable by such an Ornstein–Uhlenbeck process \[\text{EPRB99}\]. One can, however, consider...
other types of stochastic processes as well, and part of our results do not depend on the
detailed definition of \( Z_t \). Furthermore, one can easily deal with more general interaction
terms than (2.5), including several sources of noise for instance. However, the situation
with a single noise is in some sense the most interesting one, since it is in this situation
that noise-induced transitions are the most difficult.

The evolution of the coupled system is governed by the time-dependent Schrödinger equation
\[
\text{i} \, \text{d} \psi_t = H(t) \psi_t \, \text{d} t .
\] (2.6)
Provided the stochastic process \( Z_t \) has continuous sample paths, which are stochastically
bounded on compact time intervals \(^1\) (as is the case for the Ornstein–Uhlenbeck process),
Dyson’s theorem implies the existence of a unique two-parameter family of unitary oper-
ators \( U(t, s) \in \text{U}(2) \), forming a (strongly) continuous semi-group and such that
\[
\psi_t = U(t, s) \psi_s
\] (2.7)
holds almost surely for all \( t > s \). In our case, \( H(t) \) having zero trace, we have in fact
\( U(t, s) \in \text{SU}(2) \). For fixed \( s \), the process \( t \mapsto U_t = U(t, s) \) satisfies the equation
\[
\text{i} \, \text{d} U_t = H(t) U_t \, \text{d} t .
\] (2.8)
Thus, characterising the evolution of the quantum system is equivalent to characterising
the stochastic process \( \{ U_t \}_{t \geq 0} \) on \( \text{SU}(2) \).

### 2.2 Coordinates on \( \text{SU}(2) \)

In order to study the solutions of Equation (2.8), we have to choose a convenient parametri-
sation of the Lie group \( \text{SU}(2) \). A possible choice is to decompose elements of \( \text{SU}(2) \) on a
basis of identity and Pauli matrices as
\[
U = i(x_1 \sigma^1 + x_2 \sigma^2 + x_3 \sigma^3) + x_4 \mathbb{I} = \begin{pmatrix} x_4 + i x_3 & x_2 + i x_1 \\ -x_2 + i x_1 & x_4 - i x_3 \end{pmatrix},
\] (2.9)
where the \( x_i \) are real and satisfy
\[
x_1^2 + x_2^2 + x_3^2 + x_4^2 = 1 .
\] (2.10)
Plugging into (2.8) and using Itô’s formula, one gets the system of equations
\[
\begin{align*}
\text{d} x_{1,t} &= \left[ -\frac{1}{2} x_{2,t} - \kappa X_t x_{4,t} - \kappa Y_t x_{3,t} \right] \text{d} t , \\
\text{d} x_{2,t} &= \left[ \frac{1}{2} x_{1,t} - \kappa X_t x_{3,t} + \kappa Y_t x_{4,t} \right] \text{d} t , \\
\text{d} x_{3,t} &= \left[ -\frac{1}{2} x_{4,t} + \kappa X_t x_{2,t} + \kappa Y_t x_{1,t} \right] \text{d} t , \\
\text{d} x_{4,t} &= \left[ \frac{1}{2} x_{3,t} + \kappa X_t x_{1,t} - \kappa Y_t x_{2,t} \right] \text{d} t .
\end{align*}
\] (2.11)
However, one of these equations is redundant because of Condition (2.10). It is preferable
to work with a three-dimensional parametrisation of \( \text{SU}(2) \). A classical way to do this
is to write \( U \in \text{SU}(2) \) as the exponential \( U = e^{\text{i} \mathcal{M}} \), where \( \mathcal{M} \) lives in the Lie algebra
\( \text{su}(2) \). Decomposing \( \mathcal{M} \) on the basis of Pauli matrices as \( \mathcal{M} = r(\hat{y}_1 \sigma^1 + \hat{y}_2 \sigma^2 + \hat{y}_3 \sigma^3) \), with
\( \hat{y}_1^2 + \hat{y}_2^2 + \hat{y}_3^2 = 1 \), yields the representation
\[
U = \begin{pmatrix} \cos r + i \hat{y}_3 \sin r & i [\hat{y}_1 + \hat{y}_2] \sin r \\ i [\hat{y}_1 - \hat{y}_2] \sin r & \cos r - i \hat{y}_3 \sin r \end{pmatrix}.
\] (2.12)
\(^1\)In other words, \( \lim_{T \to \infty} P \{ \sup_{0 \leq t \leq T} |Z_t| > L \} = 0 \) for all \( T > 0 \).
One can then write the $\hat{y}_i$ in spherical coordinates in order to obtain a three-dimensional system equivalent to (2.8). However, the resulting system turns out to have a rather complicated form.

After some trials, one finds that the best suited parametrisation of SU(2) for the present situation is given by

$$U = u(\chi, \phi, \psi) := \left( \begin{array}{cc} \cos \chi e^{-i(\phi/2+\psi)} & \sin \chi e^{-i(\phi/2-\psi)} \\ -\sin \chi e^{i(\phi/2-\psi)} & \cos \chi e^{i(\phi/2+\psi)} \end{array} \right). \quad (2.13)$$

The variable $\chi$ lives in the interval $[0, \pi/2]$, while the pair $(\phi/2 + \psi, \phi/2 - \psi)$ lives in the two-torus $T^2$.  

**Proposition 2.1.** The system (2.8) is equivalent to the system

$$d\chi_t = \kappa [X_t \sin \phi_t + Y_t \cos \phi_t] \ dt, \quad d\phi_t = \left( 1 + \frac{2\kappa}{\tan 2\chi_t} [X_t \cos \phi_t - Y_t \sin \phi_t] \right) dt, \quad d\psi_t = -\frac{\kappa}{\sin 2\chi_t} [X_t \cos \phi_t - Y_t \sin \phi_t] \ dt. \quad (2.14)$$

**Proof:** This is a straightforward application of Itô’s formula. The second-order term in the formula actually vanishes, due to the fact that the diffusion term only enters indirectly, via the equation defining $Z_t$, and the change of variables is independent of $Z$.

Notice that the system (2.14) has a skew-product structure, as the right-hand side does not depend on $\psi_t$. Thus in fact all the important information on the dynamics is contained in the first two equations, while the evolution of $\psi_t$ is simply driven by $(\chi_t, \phi_t)$ without any retroaction.

In the uncoupled case $\kappa = 0$, we simply have $\dot{\phi} = 1$ while $\chi$ and $\psi$ are constant. Taking into account the initial condition $U_0 = 1$, we recover the fact that

$$U_t = \left( \begin{array}{cc} e^{-i t/2} & 0 \\ 0 & e^{i t/2} \end{array} \right). \quad (2.15)$$

### 2.3 Invariant measure

We first prove existence and uniqueness of an invariant measure for the process $U_t$, under a rather general assumption on the noise $Z_t$.

**Assumption 2.2.** \{\{Z_t\}_{t \geq 0}\} is a stationary, ergodic, real or complex-valued Markov process on the (canonical) probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$ of the Brownian motion $\{W_t\}_{t \geq 0}$, defined by the Itô SDE (2.4), admitting the unique invariant probability measure $\nu$.

This assumption is satisfied if the drift term $f$ in the SDE (2.4) is sufficiently confining. For instance, in the real case, it is sufficient to assume that $-Z f(Z)$ grows at least quadratically as $|Z| \to \infty$, and that $g(Z)$ satisfies some ellipticity conditions.

Recall that the Haar measure of a compact Lie group $G$ is the unique probability measure $\mu$ on $G$ such that $\mu(gB) = \mu(B)$ for all Borel sets $B \subset G$. A computation of the

---

2Hence $(\phi, \psi)$ belong to a twisted two-torus (because $u(\chi, \phi + 2\pi, \psi) = u(\chi, \phi, \psi + \pi)$), but this will be of no concern to us.
Jacobian of the transformation (2.13) shows that in our system of coordinates, the Haar measure is given by

$$\mu(dg) = \frac{1}{4\pi^2} \sin(2\chi) \, d\chi \, d\phi \, d\psi. \quad (2.16)$$

**Theorem 2.3.** Assume Assumption 2.2 holds. Then for any $\kappa \neq 0$ the product measure $\nu \otimes \mu$ is the unique invariant probability measure of the process $(Z_t, U_t)$.

The proof is given in Section 3. The fact that $\nu \otimes \mu$ is invariant is checked by a straightforward computation, while its uniqueness is proved using a control argument and the Stroock–Varadhan theorem.

**Remark 2.4.** Introducing a variable $\rho = \sin^2(\chi)$ allows to rewrite the system in such a way that the invariant density is uniform. We will use this fact later on in the proof.

Theorem 2.3 leads to the following observations in terms of the physics of the model. Let $|\pm\rangle$ denote the canonical basis vectors of $\mathcal{H}$, i.e., the “spin up” and “spin down” states. Assume for instance that the system is prepared in the $|\rangle_{-}$ state at time 0. Measuring the spin at time $t$, we will get $-1/2$ with probability

$$|\langle -|U_t|\rangle|^2 = \cos^2 \chi_t = 1 - \rho_t \quad (2.17)$$

and $+1/2$ with probability

$$|\langle +|U_t|\rangle|^2 = \sin^2 \chi_t = \rho_t. \quad (2.18)$$

We should beware not to mix two different notions of probability. The expression (2.17) represents the probability of a quantum measurement yielding a certain value, for a given realisation $\omega \in \Omega$ of the noise. This is independent of the probability distribution on path space of the stochastic process $Z_t$. If the process $U_t$ were in the stationary state $\mu$, the expected probability of measuring a spin $+1/2$ would be given by

$$\mathbb{E}^\mu[\sin^2 \chi] = \int_0^{2\pi} \int_0^{\pi/2} \sin^2 \chi \frac{1}{4\pi^2} \sin(2\chi) \, d\chi \, d\phi \, d\psi = \frac{1}{2}. \quad (2.19)$$

Also, we would have for any $b \in [0, 1]$

$$\mathbb{P}^\mu \{ |\langle +|U_t|\rangle|^2 \leq b \} = \int_0^{2\pi} \int_0^{\pi/2} \int_{\{\chi: \sin^2 \chi \leq b\}} \frac{1}{4\pi^2} \sin(2\chi) \, d\chi \, d\phi \, d\psi = b. \quad (2.20)$$

However, since by definition $U_0 = \mathbb{1}$, the system cannot be in the stationary state $\mu$ at any given finite time $t$. At best, it can approach $\mu$ exponentially fast as time increases — to ensure such a behaviour, we have to show the existence of a spectral gap. We shall do this under a more restrictive assumption on the noise term.

### 2.4 Convergence to the invariant measure

**Assumption 2.5.** The process $\{Z_t\}_{t \geq 0}$ is the real-valued stationary Ornstein–Uhlenbeck process defined by the SDE (2.21). In other words,

$$Z_t = Z_0 e^{-\gamma t} + \sigma \int_0^t e^{-\gamma(t-s)} \, dW_s, \quad (2.21)$$

where $Z_0$ is a centred, Gaussian random variable, of variance $\sigma^2/2\gamma$, which is independent of the Brownian motion $\{W_t\}_{t \geq 0}$. 
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Then the invariant measure \( \nu \) is also Gaussian, centred, of variance \( \sigma^2/2\gamma \). The parameter \( \sigma^2 \) can be interpreted as the temperature of the heat bath creating the noise, while \( \gamma \) represents the rate of decay of correlations in the bath.

The assumption that \( Z_t \) be real is not essential, but it simplifies the notations. In effect, we have to study the SDE

\[
\begin{align*}
    dZ_t &= -\gamma Z_t \, dt + \sigma \, dW_t, \\
    d\chi_t &= \kappa Z_t \sin \phi_t \, dt, \\
    d\phi_t &= \left(1 + \frac{2\kappa Z_t \cos \phi_t}{\tan 2\chi_t}\right) \, dt, \\
    d\psi_t &= -\kappa Z_t \cos \phi_t \, dt,
\end{align*}
\]

(2.22)

with initial condition \((\chi_0, \phi_0) = (0, 0)\). The last equation, for \( d\psi_t \), is not really important for the dynamics, and has no measurable effect on physics either, \( \psi_t \) having only an influence on the phase of matrix elements of \( U_t \).

With the process \( X_t = (Z_t, \chi_t, \phi_t, \psi_t) \) we associate in the usual way the Markov semigroup \( T_t : \varphi(\cdot) \mapsto \mathbb{E}[\varphi(X_t)|X_0 = \cdot] \). Its infinitesimal generator is the differential operator

\[
L = L_Z + \kappa Z \sin \phi \frac{\partial}{\partial \chi} + \left(1 + \frac{2\kappa Z \cos \phi}{\tan 2\chi}\right) \frac{\partial}{\partial \phi} - \frac{\kappa Z \cos \phi}{\sin 2\chi} \frac{\partial}{\partial \psi},
\]

(2.23)

where

\[
L_Z = -\gamma Z \frac{\partial}{\partial Z} + \frac{\sigma^2}{2} \frac{\partial^2}{\partial Z^2}
\]

(2.24)

is the generator of the Ornstein–Uhlenbeck process. The invariant measure \( \nu \otimes \mu \) is an eigenfunction of the adjoint \( L^* \) of \( L \), with eigenvalue 0. It is known that \( L_Z \) has discrete spectrum, with real, nonpositive eigenvalues \(-n\gamma, n \in \mathbb{N}_0\) (the eigenfunctions are Hermite polynomials). Since the other variables \( \chi \) and \( \phi \) live in a compact set, \( L \) also has discrete spectrum. Moreover, Theorem 2.3 shows that 0 is a simple eigenvalue of \( L \).

**Theorem 2.6.** Assume that Assumption 2.5 holds. Then for sufficiently small \( \kappa \sigma \), there exists a constant \( c \), independent of \( \gamma, \kappa \) and \( \sigma \), such that all eigenvalues of \( L \) except 0 have a real part bounded above by\(^3\)

\[
-\frac{c}{T_{\gamma, \kappa \sigma}} \quad \text{where} \quad T_{\gamma, \kappa \sigma} = \frac{1 + \gamma^2}{(\kappa \sigma)^2} \lor \frac{1}{\gamma}.
\]

(2.25)

The proof is given in Section 4. It relies on standard second-order perturbation theory.

Theorem 2.6 shows that the distribution of the actual process \( U_t \), starting with initial condition \( \| \), converges exponentially fast to \( \mu \), with rate \( c/T_{\gamma, \kappa \sigma} \). Thus the expected (quantum) probability to measure a value \(+1/2\) for the spin, when it starts in the “down” state satisfies

\[
\mathbb{E}^\delta_{t}[\sin^2 \chi_t] = \frac{1}{2} \left[1 - O(e^{-ct/T_{\gamma, \kappa \sigma}})\right].
\]

(2.26)

Hence for times \( t \gg T_{\gamma, \kappa \sigma} \), one can expect that a measurement of the spin will yield \(-1/2\) or \(+1/2\) with probability \( 1/2 \), provided the result is averaged over many realisations of the noise.

Regarding the dependence of the result on the correlation decay rate \( \gamma \), we can distinguish two asymptotic regimes:

\(^3\)For two real numbers \( a, b \), \( a \lor b \) denotes the maximum of \( a \) and \( b \) and \( a \land b \) denotes the minimum of \( a \) and \( b \).
The probability $|\langle -| U_t |+ \rangle|^2 = \sin^2(\chi_t)$ of measuring a transition from spin $-1/2$ to $+1/2$ as a function of time $t$, for two different realisations of the noise. Parameter values are $\gamma = 1$, $\kappa = 1$ and $\sigma = 0.03$, so that the relaxation time $T_{\gamma,\kappa\sigma}$ to the invariant measure is of order 2000.

- For $\gamma \ll 1$, the correlations in the Ornstein–Uhlenbeck process decay very slowly, in fact $Z_t$ resembles a Brownian motion. As a result, the relaxation time $T_{\gamma,\kappa\sigma}$ becomes very large.
- For $\gamma \gg \kappa\sigma$, the correlations in the Ornstein–Uhlenbeck process decay quickly, so that $Z_t$ resembles white noise. Then the relaxation time $T_{\gamma,\kappa\sigma}$ also becomes large.

Relaxation to equilibrium is fastest when $\gamma \simeq (\kappa\sigma)^2$. Then $T_{\gamma,\kappa\sigma}$ has order $1/(\kappa\sigma)^2$.

### 2.5 Diffusion approximation for the transition probability

The probability of measuring a “spin up” at time $t$, if the system is prepared in the “spin down” state at time 0, for a given realisation $\omega$ of the noise, is given by

$$\rho_t(\omega) = |\langle -| U_t(\omega) |+ \rangle|^2 = \sin^2(\chi_t(\omega)).$$

(2.27)

While the spectral gap result Theorem 2.6 yields a control on the average of $\rho_t$ over many realisations $\omega$ of the noise, it does not describe its time-evolution very precisely. In this section we provide a more precise description of the dynamics by giving pathwise estimates on $\rho_t(\omega)$, in the form of first-passage times. This is done by obtaining an approximately closed effective equation for $\rho_t$, which is the only physically measurable quantity in the system. The methods used are partly adapted from those presented in [BG06].

Figure 1 shows two sample paths $t \mapsto \rho_t(\omega)$, obtained for two different realisations $W_t(\omega)$ of the Brownian motion driving $Z_t$. For the parameter values $\kappa = \gamma = 1$ and $\sigma = 0.03$ used in Figure 1, this probability remains larger than $1/2$ for all times up to 1000. Hence the system is still far from its invariant measure.

Figure 2 shows two sample paths $t \mapsto \rho_t(\omega)$ in a case with larger noise intensity $\sigma = 0.1$. Now the sample paths have enough time to explore all of phase space, indicating that the system has reached equilibrium. Note however that for any given realisation of the noise, a spin measurement made after a sufficiently long time may still yield $-1/2$ with any probability. Only by making repeated measurements in the course of time would one obtain an average probability close to $1/2$ — assuming that the measurements do not affect the state of the system, which of course they do.
Figure 2. The probability $|\langle -|U_t|+\rangle|^2 = \sin^2(\chi_t)$ of measuring a transition from spin $-1/2$ to $+1/2$ as a function of time $t$, for two different realisations of the noise. Parameter values are $\gamma = 1$, $\kappa = 1$ and $\sigma = 0.1$, so that the relaxation time $T_{\gamma,\kappa,\sigma}$ to the invariant measure is of order 200.

Let us now describe the derivation of the effective equation for $\rho_t$. Recall that the uniform measure is invariant when the system is written in the variables $(\rho, \phi, \psi)$. In order to exploit symmetries of the problem, it is convenient to use the variable $y = 2\rho - 1 = -\cos 2\chi \in [-1, 1]$ instead of $\rho$. We are led to consider the SDE on $\mathbb{R} \times [-1, 1] \times S^1$

$$dZ_t = -\gamma Z_t \, dt + \sigma \, dW_t, \quad dy_t = 2\kappa Z_t \sqrt{1 - y_t^2} \sin \phi_t \, dt, \quad d\phi_t = \left[ 1 - 2\kappa Z_t \frac{y_t}{\sqrt{1 - y_t^2}} \cos \phi_t \right] \, dt. \quad (2.28)$$

Observe that if $\kappa$ (or $\sigma$) is small, then this system displays several distinct timescales. While $\phi_t$ will be close to $t$, $y_t$ can at best grow like $\kappa t$. In fact, if $Z$ were constant, one can see that the system (2.28) restricted to $(y, \phi)$ is conservative, that is, there exists a constant of motion $K(y, \phi) = y + O(\kappa)$. The fact that $Z_t$ is time-dependent actually destroys this invariance, but in a very soft way.

The usual way to obtain an effective diffusion equation for $y$ (or for the constant of motion $K(y, \phi)$) is to average the right-hand side of (2.28) over the fast variable $\phi$ [FW04]. However, in the present case this average is zero, so that one has to go beyond the usual averaging procedure.

It turns out that one can construct a new variable $\tilde{y} = y + \kappa w(Z, y, \phi)$ such that

$$d\tilde{y}_t \simeq -2\kappa \sigma Z_t^2 \tilde{y}_t \, dt + \frac{2\kappa \sigma}{\sqrt{1 + \gamma^2}} \sqrt{1 - \tilde{y}_t^2} \cos(\phi_t + \theta) \, dW_t, \quad (2.29)$$

where $\theta$ is a constant phase shift (see Proposition 5.1 for a precise formulation). The variance of the noise term grows like $t$ times the square of the coefficient of $dW_t$. Since $\phi_t$ rotates rapidly, we expect that $\cos^2(\phi_t + \theta)$ can be approximated by $1/2$. In addition, $Z_t^2$ is rapidly fluctuating with average $\sigma^2/2\gamma$. We thus expect that

$$d\tilde{y}_t \simeq -\frac{2(\kappa \sigma)}{1 + \gamma^2} \tilde{y}_t \, dt + \frac{2(\kappa \sigma)}{1 + \gamma^2} \sqrt{1 - \tilde{y}_t^2} \, dW_t, \quad (2.30)$$
which, after rescaling time by a factor $T_{\gamma, \kappa, \sigma}$ reduces to
\begin{equation}
\mathrm{d}\tilde{y}_t \simeq -\tilde{y}_t \, \mathrm{d}t + \sqrt{1 - \tilde{y}_t^2} \, \mathrm{d}W_t.
\end{equation}

The sample paths of this system explore phase space in a rescaled time of order 1.

The approximation (2.30) is of course not rigorous. But based on the above intuition, one can prove the following result on the time needed for $y_t$ to explore phase space.

**Theorem 2.7.** Assume that Assumption 2.5 holds. Let
\begin{equation}
\tau(y) = \inf \{ t > 0 : y_t > y \}
\end{equation}
be the random first-passage time of $y_t$ at the value $y$. Then there is a function $e(y)$, independent of $\gamma$, $\sigma$ and $\kappa$ and bounded for $y < 1$, such that
\begin{equation}
E[\tau(y)] \leq e(y) T_{\gamma, \kappa, \sigma} = e(y) \left[ 1 + \frac{\gamma^2}{(\kappa \sigma)^2} \lor \frac{1}{\gamma} \right].
\end{equation}
Furthermore, $\mathbb{P}\{\tau(y) > t\}$ decays exponentially with rate of order $1/e(y) T_{\gamma, \kappa, \sigma}$.

The proof is given in Section 5. It uses comparison inequalities for the stochastic differential equation satisfied by $\tilde{y}_t$. The main difficulty is that one obtains different approximations in different regions of phase space, which have then to be patched together. This is done with the help of renewal equations, solved by Laplace transforms.

The time $T_{\gamma, \kappa, \sigma}$ plays the role of a typical exploration time. It has value 2000 in Figure 1 and 200 in Figure 2. The function $e(y)$ may diverge as $y \uparrow 1$. This is due to the fact that $y = 1$ (i.e., $\chi = \pi/2$) corresponds to a single curve in SU(2), depending only on $\phi/2 - \psi$, a too small set to hit.

**Remark 2.8.**

1. Theorem 2.7 does not follow from Theorem 2.6. For instance, the Ornstein–Uhlenbeck process $Z_t$ has a spectral gap $\gamma$, but the process takes exponentially long times of order $e^{\gamma h/\sigma^2}$ to reach values of order $h$.

2. Conversely, Theorem 2.6 partially follows from Theorem 2.7, namely for real eigenvalues. Indeed, given a subset $D$ of phase space, consider the following boundary value problem:
\begin{equation}
-L\varphi = \lambda \varphi \quad \text{for } x \in D,
\end{equation}
\begin{equation}
\varphi = g \quad \text{for } x \in \partial D.
\end{equation}

For Dirichlet boundary conditions $g = 0$, it is known that the eigenvalue $\bar{\lambda}(D)$ of smallest real part of this problem is real and simple [Jen12, PW60]. A classical result due to Donsker and Varadhan [DV76] states that
\begin{equation}
\bar{\lambda}(D) \geq \frac{1}{\sup_{x \in D} \mathbb{E}^x[\tau_D]},
\end{equation}
where $\tau_D = \inf \{ t > 0 : x_t \notin D \}$ is the first-exit time from $D$. Now if $\lambda < \bar{\lambda}(D)$, the boundary value problem (2.34) has a unique solution for every boundary condition $g$, given by
\begin{equation}
\varphi(x) = \mathbb{E}^x[e^{\lambda \tau_D} g(x_{\tau_D})].
\end{equation}

Any eigenfunction of $L$ corresponding to a nonzero real eigenvalue must change sign. Thus taking $D = \{ x : \varphi(x) > 0 \}$ would yield $g = 0$, and thus also $\varphi(x) = 0 \forall x \in D$, a contradiction. Hence $L$ cannot have any real eigenvalue smaller than $\bar{\lambda}(D)$, except 0.
3 Existence and uniqueness of the invariant measure

3.1 Invariance of the Haar measure

With the semigroup \( T_t \) of the Markov process, we associate the dual semigroup \( S_t \), acting on \( \sigma \)-finite measures \( \mu \) according to
\[
(S_t \mu)(B) = \int \mathbb{P}\{X_t \in B \mid X_0 = x\} \mu(dx) =: \mathbb{P}^\mu \{X_t \in B\}.
\]
(3.1)

Its infinitesimal generator is the adjoint \( L^* \) of the generator \( L \). If \( \mu \) has density \( \rho \) with respect to the Lebesgue measure, then
\[
L^* \rho = L^*_2 \rho - \kappa Z \sin \phi \frac{\partial \rho}{\partial \phi} - \frac{\partial}{\partial \phi} \left[ 1 + \left( \frac{2 \kappa Z \cos \phi}{\tan 2 \chi} \right) \rho \right] + \frac{\kappa Z \cos \phi \partial \rho}{\sin 2 \chi} \partial \psi.
\]
(3.2)

Now in our case, the measure which is claimed to be invariant is the product measure \( \nu \otimes \mu \), where \( \mu \) has density \( \sin(2\chi)/4\pi^2 \). Since \( \nu \) is invariant for the process \( Z_t \), \( L^*_Z \nu = 0 \). It is then immediate to check that \( L^* \rho = 0 \).

3.2 Proof of Theorem 2.3

We would like to show that \( \nu \otimes \mu \) is the unique invariant measure of the process \( (Z_t, U_t) \). Since the generator \( L \) of the process is very far from uniformly elliptic, we cannot use standard ellipticity (or even hypo-ellipticity) arguments. To circumvent this difficulty, we shall combine an argument of control theory with the Stroock–Varadhan support theorem.

We start by writing the joint system (2.4),(2.14) as
\[
dZ_t = f(Z_t) \, dt + g(Z_t) \, dW_t,
dx_t = [b_0(x_t) + \kappa X_l b_1(x_t) + \kappa Y_l b_2(x_t)] \, dt,
\]
(3.3)

where \( Z_t = X_t + i Y_t, x_t = (\chi_t, \phi_t, \psi_t) \) and
\[
b_0(x) = (0, 1, 0),
b_1(x) = \left( \sin \phi, \frac{2 \cos \phi}{\tan 2 \chi}, -\frac{\cos \phi}{\sin 2 \chi} \right),
b_2(x) = \left( \cos \phi, \frac{2 \sin \phi}{\tan 2 \chi}, \frac{\sin \phi}{\sin 2 \chi} \right).
\]
(3.4)

We denote by \( P_t((Z_0, x_0), B) = \mathbb{P}((Z_0, x_0))\{Z_t, x_t) \in B\} \) the transition probabilities of the Markov process with initial condition \( (Z_0, x_0) \). With (3.3) we associate the control system
\[
\dot{Z} = f(Z) + g(Z) \, u(t),
\dot{x} = b_0(x) + \kappa X b_1(x) + \kappa Y b_2(x),
\]
(3.5)

where \( u: \mathbb{R}_+ \to \mathbb{R} \) is a piecewise constant function. The accessible set from an initial condition \( (Z_0, x_0) \) is the set
\[
A_t(Z_0, x_0) = \{(Z, x) : \exists u: [0, t] \to \mathbb{R}, (Z(0), x(0)) = (Z_0, x_0), (Z(t), x(t)) = (Z, x)\}.
\]
(3.6)

The Stroock–Varadhan support theorem \( \text{SV72a}, \text{SV72b} \) states that
\[
\text{supp} \, P_t((Z_0, x_0), \cdot) = A_t(Z_0, x_0),
\]
(3.7)

that is, that \( P_t((Z_0, x_0), B) > 0 \) for any open set \( B \subset A_t(Z_0, x_0) \).
Proposition 3.1. For any \( \kappa \neq 0 \), any initial condition \((Z_0, x_0)\) and any \( t > 0 \), the closure of the accessible set \( A_t(Z_0, x_0) \) is the whole phase space \( \mathbb{C} \times [0, \pi/2] \times \mathbb{T}^2 \).

Proof: We first observe that by Assumption 2.2, the process \( Z_t \) is controllable, that is, for any \( t > 0 \) and any trajectory \( \{Z_t\}_{0 \leq s \leq t} \), one can find a piecewise constant control \( u \) such that \( f(Z_t) + g(Z_t)u(t) \) approximates \( \dot{Z}(t) \) arbitrarily closely. As a consequence, we can slightly simplify the problem by considering the three-dimensional control problem

\[
\dot{x} = b_0(x) + \kappa b_1(x)u_1(t) + \kappa b_2(x)u_2(t) .
\]  

(3.8)

It is in fact sufficient to discuss the particular case \( Z_t \in \mathbb{R} \), that is, \( u_2 = 0 \), the other cases being treated similarly.

Let \( \Gamma = [0, \pi/2] \times \mathbb{T}^2 \). The accessibility algebra \( \mathcal{A}(x) \) of a point \( x \in \Gamma \) is the smallest sub-algebra of the Lie algebra of vector fields over \( \Gamma \) containing \( b_0 \) and \( b_1 \). It is generated by all iterated Lie brackets of \( b_0 \) and \( b_1 \). We identify each vector field \( b_i \) with an operator \( A_i = \sum_j b_i^j \partial_j \). Then Lie brackets of \( b_i \) are identified with commutators of \( A_i \). Now straightforward computations show that

\[
\begin{align*}
[A_0, A_1] &= A_2 , \\
[A_0, A_2] &= -A_1 , \\
[A_1, A_2] &= 4A_0 .
\end{align*}
\]

(3.9)

As a consequence, the accessibility algebra \( \mathcal{A}(x) \) is generated by the vector fields \( b_0, b_1 \) and \( b_2 \). Since

\[
\det\{b_0, b_1, b_2\} = -\frac{1}{\sin 2\chi} ,
\]

(3.10)

we conclude that \( \text{span}[\mathcal{A}(x)] \) has dimension 3 for any \( x \), except possibly for \( \chi \in \{0, \pi/2\} \).

In order to treat the case \( \chi = \pi/2 \), we use the representation (2.11) of the system. \( \chi = \pi/2 \) corresponds to \( x_3 = x_4 = 0 \). Near a point \((x_1^*, x_2^*, 0, 0)\), the Lie group \( SU(2) \) can be parametrised by \((y_2, y_3, y_4) = (x_2 - x_2^*, x_3, x_4)\), the remaining variable \( x_1 \) being expressed in terms of the other variables with the help of Relation (2.11). Writing the vector field in variables \((y_2, y_3, y_4)\) and computing Lie brackets, we obtain again that the accessibility algebra is generated by three vector fields and has dimension 3. The case \( \chi = 0 \) is treated similarly.

Whenever \( \text{span}[\mathcal{A}(x)] \) has full dimension, a standard result from control theory (see [NvdS90, Chapter 3]) states that \( A_t(x) \) contains an open, non-empty neighbourhood of \( x \). Since this is true for all \( x \), we have proved that \( \mathcal{A}(x) = \Gamma \) for all \( x \in \Gamma \). \( \square \)

Proof of Theorem 2.3. Let \( \mathcal{M} \) denote the convex set of all invariant measures of the process. With every invariant measure \( \mu \in \mathcal{M} \) we can associate a stationary Markov process \( P^\mu \). It is known that a measure \( \mu \in \mathcal{M} \) is extremal if and only if the associated dynamical system is ergodic. Thus if \( \mathcal{M} \) contains two measures \( \mu_1 \neq \mu_2 \), the measure \( \mu = \frac{1}{2}(\mu_1 + \mu_2) \) is invariant but not ergodic.

The previous proposition implies, with Stroock–Varadhan’s support theorem, that \( P_t((Z_0, x_0), B) > 0 \) for any open \( B \subset \mathbb{C} \times [0, \pi/2] \times \mathbb{T}^2 \). If \( \mu \) were not ergodic, we could find an open set \( B \), with \( 0 < \mu(B) < 1 \), such that \( P_t((Z_0, x_0), B) = 1 \) for \( \mu \)-almost all \((Z_0, x_0) \in B \) and \( P_t((Z_0, x_0), B^c) = 0 \) for \( \mu \)-almost all \((Z_0, x_0) \in B^c \), a contradiction. Hence \( \mu \) must be ergodic, and thus \( \mathcal{M} \) contains only one measure. \( \square \)
4 Convergence to the invariant measure

Let us first remark that since the Ornstein–Uhlenbeck process $Z_t$ is proportional to $\sigma$, and enters in the dynamics only through the coupling constant $\kappa$, all results will only depend on the product $\kappa \sigma$. We may thus choose one of the parameters at our convenience, keeping the product fixed. In this section, we consider that in fact $\sigma = 1$, but keep writing $\sigma$ for more clarity.

4.1 Proof of Theorem 2.6

In order to exploit the fact that the invariant measure is uniform when taking variables $(y = 2 \sin^2 \chi - 1, \phi, \psi)$, we consider, instead of the infinitesimal generator (2.23) of our diffusion process, the equivalent operator

$$L = L_Z + \kappa Z \sqrt{1 - y^2} \sin \phi \frac{\partial}{\partial y} + \left[ 1 - \frac{2 \kappa Z y}{\sqrt{1 - y^2}} \cos \phi \right] \frac{\partial}{\partial \phi} - \frac{\kappa Z \cos \phi}{\sqrt{1 - y^2}} \frac{\partial}{\partial \psi}. \quad (4.1)$$

We can write this generator as

$$L = L_0 + \imath \kappa L_1,$$

where $L_0 = L_Z + \partial / \partial \phi$. The operator $L_Z$ is self-adjoint in $L^2(\mathbb{R}, \nu(dZ))$, and has simple eigenvalues $-n \gamma$, $n \in \mathbb{N}_0$. Its eigenfunctions are (properly normalised) Hermite polynomials, which we denote $h_n(Z)$. In particular, we have

$$h_0(Z) = 1, \quad h_1(Z) = \frac{\sqrt{2} \gamma}{\sigma} Z. \quad (4.2)$$

An integration by parts shows that

$$L_1 := -\imath Z \sqrt{1 - y^2} \sin \phi \frac{\partial}{\partial y} + \frac{2 \imath Z y}{\sqrt{1 - y^2}} \cos \phi \frac{\partial}{\partial \phi} + \frac{\imath Z \cos \phi}{\sqrt{1 - y^2}} \frac{\partial}{\partial \psi} \quad (4.3)$$

is also self-adjoint in $L^2([-1,1] \times T^2, dy d\phi d\psi)$. We may choose an orthonormal basis of $L^2(\mathbb{R} \times [-1,1] \times T^2, (\nu \otimes \mu)(dx))$ given by

$$|n, p, k, r⟩ = h_n(Z) f_p(y) e^{ik \phi} e^{ir \psi}, \quad (4.4)$$

where $\{f_p(y)\}_{p \in \mathbb{Z}}$ is an arbitrary orthonormal basis of $L^2([-1,1], dy)$ (a Fourier basis will do). Since

$$L_0 |n, p, k, r⟩ = \lambda^0_{n,k} |n, p, k, r⟩, \quad \lambda^0_{n,k} = -n \gamma + i k, \quad (4.5)$$

we see that $L_0$ has infinitely many eigenvalues on the imaginary axis, which are infinitely degenerate. We can nevertheless apply standard time-independent perturbation theory to second order in $\kappa$ (see for instance [LL58]). Expanding eigenfunctions in the basis (4.4), then expanding everything in $\kappa$ and projecting on the basis functions shows that the perturbed eigenfunctions have the form

$$|n, p, k, r⟩ + \imath \kappa \sum_{m, q, l, s} \frac{⟨m, q, l, s| L_1 |n, p, k, r⟩}{\lambda^0_{n,k} - \lambda^0_{m,l}} |m, q, l, s⟩ + O(\kappa^2), \quad (4.6)$$

where the sum runs over all $(m, q, l, s) \neq (n, p, k, r)$ such that $⟨m, q, l, s| L_1 |n, p, k, r⟩ \neq 0$. The perturbed eigenvalues have the form

$$\lambda_{n,p,k,r} = \lambda^0_{n,k} + \imath \kappa ⟨n, p, k, r| L_1 |n, p, k, r⟩ \quad - \kappa^2 \sum_{m, q, l, s} \frac{|⟨m, q, l, s| L_1 |n, p, k, r⟩|^2}{\lambda^0_{n,k} - \lambda^0_{m,l}} + O(\kappa^3). \quad (4.7)$$
Note the minus sign due to the fact that the perturbation term $i L_1$ is anti-hermitian. We now have to compute matrix elements of $L_1$ in the chosen basis. We are however only interested in matrix elements involving $n = 0$, which give perturbations of eigenvalues on the imaginary axis. Using (4.2), we get

$$-i Z \sqrt{1-y^2} \sin \phi \frac{\partial}{\partial y} |0, p, k, r\rangle = \frac{\sigma}{\sqrt{2 \gamma}} h_1(Z) \sqrt{1-y^2} f_p'(y) \frac{1}{2} \left[ e^{i(k+1)\phi} - e^{i(k-1)\phi} \right] e^{ir\psi},$$

(4.8)

showing that

$$\langle m, q, l, s | -i Z \sqrt{1-y^2} \sin \phi \frac{\partial}{\partial y} |0, p, k, r\rangle = \sigma \sqrt{2 \gamma} \delta_{m,1} a_{q,p} \left[ \delta_{l,k+1} - \delta_{l,k-1} \right] \delta_{s,r} ,$$

(4.9)

where

$$a_{q,p} = \int_{-1}^{1} f_q(y) \sqrt{1-y^2} f_p(y) \, dy .$$

(4.10)

Proceeding in a similar way for the other terms of $L_1$, we get

$$\langle m, q, l, s | L_1 |0, p, k, r\rangle = \frac{\sigma}{\sqrt{2 \gamma}} \delta_{m,1} \left[ (a_{q,p} + b_{q,p}) \delta_{l,k+1} + (-a_{q,p} + b_{q,p}) \delta_{l,k-1} \right] \delta_{s,r} ,$$

(4.11)

where

$$b_{q,p}(k, r) = \int_{-1}^{1} f_q(y) \frac{ky + \frac{1}{2} r}{\sqrt{1-y^2}} f_p(y) \, dy .$$

(4.12)

The expression (4.11) of the matrix elements shows that the first-order correction to the eigenvalues vanishes. It also shows that the second-order correction term in (4.7) is well-defined, because the denominator never vanishes when the matrix element is nonzero. The expansion for the eigenvalue becomes

$$\lambda_{0,p,k,r} = i k - \frac{(\kappa \sigma)^2}{2 \gamma} \sum_q \left[ \frac{|a_{q,p} + b_{q,p}(k, r)|^2}{\gamma + i} + \frac{|a_{q,p} - b_{q,p}(k, r)|^2}{\gamma - i} \right] + O(\kappa^3) .$$

(4.13)

In particular,

$$\text{Re} \lambda_{0,p,k,r} = -\frac{(\kappa \sigma)^2}{2(1 + \gamma^2)} \sum_q \left[ |a_{q,p} + b_{q,p}(k, r)|^2 + |a_{q,p} - b_{q,p}(k, r)|^2 \right] + O(\kappa^3) .$$

(4.14)

It remains to see that the sum over $q$ does not vanish. Being a sum of non-negative terms, it vanishes if and only if all its terms vanish, which happens if and only if $a_{q,p} = 0$ and $b_{q,p}(k, r) = 0$ for all $q$. Now for $(k, r) \neq (0, 0)$, $b_{q,p}(k, r)$ cannot vanish for all $q$, because the function $(ky + \frac{1}{2} r) f_p(y) / \sqrt{1-y^2}$ cannot be orthogonal to all basis functions. For $(k, r) = (0, 0)$, we have $b_{q,p}(0, 0) = 0$. However in that case, $a_{q,p} = 0$ for all $q$ if and only if $\sqrt{1-y^2} f_p'(y)$ is identically zero, that is, only in the case $p = 0$ where $f_p(y)$ is constant. But this corresponds to the zero eigenvalue of the invariant measure.
5 Diffusion approximation

In this section, it will be more convenient to consider both $\kappa$ and $\sigma$ as small parameters.

5.1 Averaging

We consider the SDE on $\mathbb{R} \times [-1, 1] \times S^1$ given by

$$
\begin{align*}
\text{d}Z_t &= -\gamma Z_t \text{d}t + \sigma \text{d}W_t, \\
\text{d}y_t &= 2\kappa Z_t \sqrt{1 - y_t^2} \sin \phi_t \text{d}t, \\
\text{d}\phi_t &= \left[1 - 2\kappa Z_t \frac{y_t}{\sqrt{1 - y_t^2}} \cos \phi_t\right] \text{d}t.
\end{align*}
$$

(5.1)

For small $\kappa$, the variable $\phi_t \simeq t$ changes much faster than $y_t$, while $Z_t$ also fluctuates on timescales of order 1. The philosophy of averaging tells us that the dynamics of $y_t$ should be close to the one obtained by averaging the right-hand side over all fast variables. However this average vanishes in the present case, so that we have to look into the averaging procedure in more detail.

**Proposition 5.1.** There exists a change of variable $y \mapsto \bar{y}$, with $\bar{y} \in [-1, 1]$, such that

$$
\text{d}\bar{y}_t = F(Z_t, \bar{y}_t, \phi_t) \text{d}t + G(Z_t, \bar{y}_t, \phi_t) \text{d}W_t,
$$

(5.2)

where the drift term satisfies

$$
F(Z, \bar{y}, \phi) = -\frac{4\kappa^2 \gamma}{1 + \gamma^2} Z^2 \bar{y} + \mathcal{O}\left(\frac{\kappa^3 \gamma Z^3}{(1 + \gamma^2)^2}\right),
$$

(5.3)

and the diffusion term is of the form

$$
G(Z, \bar{y}, \phi) = 2\kappa \sigma \sqrt{1 - \bar{y}^2} \cos(\phi + \theta) + \mathcal{O}\left(\frac{\kappa^2 \sigma Z}{1 + \gamma^2}\right),
$$

(5.4)

where $\theta = \arctan \gamma$.

**Proof:** Averaging amounts to looking for a $\phi$-periodic change of variables removing the dependence of $\text{d}y_t$ on $\phi_t$. We thus set $\bar{y} = y + \kappa w(Z, y, \phi)$ and plug this into the equation, yielding

$$
\begin{align*}
\text{d}\bar{y}_t &= \kappa \left[Z_t \sqrt{1 - y_t^2} \sin \phi_t - \gamma Z_t \frac{\partial w}{\partial Z} + \frac{\partial w}{\partial \phi}\right] \text{d}t \\
&\quad + 2\kappa^2 Z_t \left[\sqrt{1 - y_t^2} \sin \phi_t \frac{\partial w}{\partial y} - \frac{y_t}{\sqrt{1 - y_t^2}} \cos \phi_t \frac{\partial w}{\partial \phi}\right] \text{d}t + \kappa \sigma \frac{\partial w}{\partial Z} \text{d}W_t.
\end{align*}
$$

(5.5)

The choice

$$
w(Z, y, \phi) = \frac{2Z}{1 + \gamma^2} \sqrt{1 - y^2} \left[\cos \phi + \gamma \sin \phi\right]
$$

(5.6)

allows to eliminate the first term in brackets, and yields

$$
\text{d}\bar{y}_t = -\frac{4\kappa^2 \gamma}{1 + \gamma^2} Z_t^2 \bar{y}_t \text{d}t + \frac{2\kappa \sigma}{1 + \gamma^2} \sqrt{1 - y_t^2} \left[\cos \phi_t + \gamma \sin \phi_t\right] \text{d}W_t.
$$

(5.7)

Finally, using the equality $\cos \phi + \gamma \sin \phi = \sqrt{1 + \gamma^2} \cos(\phi + \theta)$ and replacing $y_t$ by $\bar{y}_t$ yields the above expressions for $\text{d}\bar{y}_t$. 

We see that the averaging transformation has created an effective drift term, fluctuating rapidly in time.
5.2 First-passage times

We would like to estimate the expected first-passage time of \( \hat{y}_t \) at any level \( y < 1 \), and for the initial condition \( (y_0, \phi_0) = (-1, 0) \). We split this problem into several parts, estimating first the time needed to reach a level \( -\delta_1 < 0 \), then the level 0, and finally all positive \( y \). Also, in order to avoid difficulties due to \( Z_t \) becoming very large, we will first work within the set \( \{ \omega : |Z_t| \leq 1 \ \forall t \} \), and deal later with the rare events that \( |Z_t| \) becomes larger than 1. For this purpose, it is useful to introduce the notation

\[
\tau_D = \inf \{ t > 0 : x_t \notin D \} \quad \text{(5.8)}
\]

for the first-exit time of \( x_t = (Z_t, \bar{y}_t, \phi_t) \) from a set \( D \subset \mathbb{R} \times [-1,1] \times \mathbb{S}^1 \). We denote by \( \mathbb{P}^{x_0} \) the law of the process starting in some point \( x_0 = (Z_0, \bar{y}_0, \phi_0) \) at time 0, and by \( \mathbb{E}^{x_0} \) expectations with respect to this law. Note that we have to consider here deterministic initial conditions \( Z_0 \), and only at the end will we take expectations with respect to the initial distribution of \( Z \). We also introduce the notation

\[
T^* = \frac{1 + \gamma^2}{(K\sigma)^2} \quad \text{(5.9)}
\]

The following lemma will allow us to reduce the problem to time intervals of fixed size \( T \).

**Lemma 5.2.** Fix \( T > 0 \) and let

\[
q(T) = \sup_{x_0 \in D} \mathbb{P}^{x_0}\{\tau_D > T\} \quad \text{(5.10)}
\]

If \( q(T) > 0 \), then

\[
\mathbb{P}^{x_0}\{\tau_D > t\} \leq q(T)^{-1} e^{-\log q(T)-1/t/T} \quad \text{(5.11)}
\]

holds for all \( t > 0 \) and all \( x_0 \in D \).

**Proof:** We set \( t = nT + u \), with \( n = [t/T] \). By the strong Markov property, we have

\[
\mathbb{P}^{x_0}\{\tau_D > t\} \leq \mathbb{P}^{x_0}\{\tau_D > nT\} \\
\leq \mathbb{E}^{x_0}\{1_{\{\tau_D > (n-1)T\}} \mathbb{P}^{x_0}\{\tau_D > (n-1)T\}\} \\
\leq q(T) \mathbb{P}^{x_0}\{\tau_D > (n-1)T\} \\
\leq \cdots \leq q(T)^n = e^{-n \log q(T)-1} \quad \text{(5.12)}
\]

The result follows from the fact that \( n \geq (t/T) - 1 \).

Note that this estimate implies immediately

\[
\mathbb{E}^{x_0}[\tau_D] = \int_0^\infty \mathbb{P}^{x_0}\{\tau_D > t\} \ dt \leq \frac{T}{q(T) \log q(T)-1} \quad \text{(5.13)}
\]

Our general strategy will be to find the smallest possible \( T \) such that \( q(T) \) is of order 1, i.e., independent of the parameters \( \kappa, \sigma \) and \( \gamma \). Then \( T \) will give the order of magnitude of the first-exit time.

When deriving these estimates, we will often encounter the process

\[
X_t = \frac{2\gamma}{\sigma^2 t} \int_0^t Z_s^2 \ ds - 1 \quad \text{(5.14)}
\]
Lemma 5.3. For any initial condition $Z_0$, we have
\[ X_t = X_\infty + \mathcal{X}_t, \quad (5.15) \]
where $X_\infty$ has zero expectation, $\sqrt{X_\infty + 1}$ follows a standard gaussian distribution, and $\mathcal{X}_t$ converges to zero in probability. More precisely, for any $\varepsilon > 0$,
\[ \mathbb{P}\{|\mathcal{X}_t| > \varepsilon\} = \mathcal{O}\left(\frac{2\gamma \mathbb{E}[Z_0^2] + \sigma^2}{2\gamma t \varepsilon}\right). \quad (5.16) \]

Proof: Write $Z_t = Z_t^0 + e^{-\gamma t}(Z_0 - Z_t^0)$, where $Z_t^0$ is a stationary gaussian process of variance $\sigma^2/2\gamma$, and substitute in (5.14). The limit $X_\infty$ is obtained by applying the ergodic theorem to the stationary part. The bound (5.16) is a consequence of Markov’s inequality applied to the remaining part. \qed

We start by characterising the time needed to go from $-1$ to a level $-\delta_1$, where $\delta_1$ is a fixed constant in $(0, 1)$. For an interval $I \subset [-1, 1]$, we set
\[ D_I = (-1, 1) \times I \times S^1 \quad \text{and} \quad \tau_I = \tau_{D_I}. \quad (5.17) \]

Proposition 5.4. There exist constants $\sigma_1$, $c_1$ and $\kappa_1(\delta_1) = \mathcal{O}(\delta_1)$ such that whenever $\sigma < \sigma_1$ and $\kappa < \kappa_1$,
\[ \mathbb{P}^{x_0}\{\tau_{[-1, -\delta_1]} > c_1\left(\frac{1}{\gamma} \vee \frac{T^*}{\delta_1}\right)\} \leq \frac{3}{4} \quad (5.18) \]
holds for all $x_0 \in D_{[-1, -\delta_1]}$. \ho

Proof: For $t \leq \tau_{[-1, -\delta_1]}$, we have $-\bar{y}_t \geq \delta_1$ and thus
\[ F(Z_t, \bar{y}_t, \phi_t) \geq 4\kappa^2 \gamma \gamma^2 1 + \gamma^2 \delta_1 Z_t^2 \left[\delta_1 - \mathcal{O}(\kappa)\right] \geq \frac{2\kappa^2 \gamma}{1 + \gamma^2} \delta_1 Z_t^2 \quad (5.19) \]
provided $\kappa \leq \kappa_1 = \mathcal{O}(\delta_1)$. By the comparison principle for SDEs, we thus have
\[ \bar{y}_t - \bar{y}_0 \geq \frac{(\kappa \sigma)^2 \delta_1}{1 + \gamma^2} t(X_t + 1) - \frac{2\kappa \sigma}{1 + \gamma^2} Y_t, \quad (5.20) \]
where we have introduced the martingale
\[ Y_t = -\frac{1 + \gamma^2}{2\kappa \sigma} \int_0^t G(Z_s, \bar{y}_s, \phi_s) \, dW_s, \quad (5.21) \]
whose variance of is bounded above by a constant times $t$. Now we have, for any $T > 0$,
\[ \mathbb{P}^{x_0}\{\tau_{[-1, -\delta_1]} > T\} \leq \mathbb{P}^{x_0}\{\bar{y}_T < -\delta_1\} \quad (5.22) \]
\[ \leq \mathbb{P}^{x_0}\{X_T < -K\} + \mathbb{P}^{x_0}\{Y_T \geq \frac{\kappa \sigma}{2} \delta_1 T(1 - K) + \frac{1 + \gamma^2}{2\kappa \sigma}(\delta_1 + \bar{y}_0)\}. \]

Lemma 5.3 implies that
\[ \mathbb{P}^{x_0}\{X_T < -K\} \leq \mathbb{P}^{x_0}\{X_\infty < -K + \sigma^2\} + \mathbb{P}^{x_0}\{\bar{X}_T < -\sigma^2\} \]
\[ = \Phi\left(\sqrt{1 - K + \sigma^2}\right) - \Phi\left(-\sqrt{1 - K + \sigma^2}\right) + \mathcal{O}\left(\frac{2\gamma + \sigma^2}{2\gamma \sigma^2 T}\right), \quad (5.23) \]
where \( \Phi(x) = (2\pi)^{-1/2} \int_{-\infty}^{\infty} e^{-u^2/2} du \) denotes the distribution function of the standard normal law. Taking \( K \) sufficiently close to 1 (\( K = 15/16 \) will do) and \( \gamma T \) and \( \sigma^2 T \) sufficiently large allows to make this probability smaller than 1/4. On the other hand, taking \( \delta_1 T \) larger than \( 2T^*/(1 - K) \) allows us to bound the second term on the right-hand side of (5.22) by \( \mathbb{P}^{x_0}\{Y_T \geq 0\} = 1/2 \).

It follows immediately from Lemma 5.2 that \( \mathbb{P}^{x_0}\{\tau_{[-1,-\delta_1]} > t\} \) decreases exponentially fast with rate \( \gamma \wedge \delta_1/T^* \), and that

\[
\mathbb{P}^{x_0}\{\tau_{[-1,-\delta_1]}\} = O\left(\frac{1}{\gamma \vee \frac{T^*}{\delta_1}}\right), \tag{5.24}
\]

We now turn to estimating the time needed for \( \tilde{y}_t \) to reach a neighbourhood of zero. More precisely, we shall estimate

\[
\mathbb{P}^{x_0}\{\gamma T \theta_{(-1+\delta_2, -e^c)} > t\} = \mathbb{P}^{x_0}\{-1 + \delta_2 < \tilde{y}_s < -e^c \kappa, \vert Z_s \vert < 1 \forall s \leq t\}, \tag{5.25}
\]

where the constant \( c^* \), which is related to error terms in (5.3), will be defined below. Let us start by considering, as a slight simplification of (5.2), the linear equation

\[
d\tilde{y}_t = -\frac{4\kappa^2 \gamma}{1 + \gamma^2} \tilde{y}_t \, dt + G(Z_t, \tilde{y}_t, \phi_t) \, dW_t, \tag{5.26}
\]

with initial condition \( \tilde{y}_0^0 = \tilde{y}_0 \). Let

\[
\alpha(t) = \frac{4\kappa^2 \gamma}{1 + \gamma^2} \int_0^t Z_s^2 \, ds = \frac{2t}{T^*}(X_t + 1). \tag{5.27}
\]

Then Itô’s formula shows that \( \tilde{y}_t^0 \) can be represented as

\[
\tilde{y}_t^0 = \tilde{y}_0 e^{-\alpha(t)} + e^{-\alpha(t)} \int_0^t e^{\alpha(s)} G(Z_s, \tilde{y}_s, \phi_s) \, dW_s. \tag{5.28}
\]

**Lemma 5.5.** Let \( \tau_0 = \inf\{t > 0: \tilde{y}_t^0 = 0\} \) be the first time \( \tilde{y}_t^0 \) reaches 0. Then

\[
\mathbb{P}\{\tau_0 > t\} \leq \frac{2|\tilde{y}_0|}{\sqrt{2\pi v(t)}}, \tag{5.29}
\]

where

\[
v(t) = \int_0^t \mathbb{E}[e^{2\alpha(s)} G(Z_s, \tilde{y}_s, \phi_s)^2] \, ds. \tag{5.30}
\]

**Proof:** When \( \tilde{y}_0 = 0 \), the processes \( y_t^0 \) and \( -y_t^0 \) have the same distribution. Thus by the strong Markov property, we can apply André’s reflection principle, yielding, for \( \tilde{y}_0 > 0 \),

\[
\mathbb{P}\{\tau_0 < t\} = 2\mathbb{P}\{y_t^0 \leq 0\} = 1, \tag{5.31}
\]

and thus

\[
\mathbb{P}\{\tau_0 > t\} = 2\mathbb{P}\{y_t^0 > 0\} - 1. \tag{5.32}
\]

Let \( Y_t = \int_0^t e^{\alpha(s)} G(Z_s, \tilde{y}_s, \phi_s) \, dW_s \). Being a stochastic integral, \( Y_t \) is a Gaussian random variable, of expectation 0, while Itô’s formula shows that its variance is \( v(t) \). Now observe that since \( e^{\alpha(t)} \) is a positive random variable, we have

\[
\mathbb{P}\{y_t^0 > 0\} = \mathbb{P}\{\tilde{y}_0 + Y_t > 0\} = \mathbb{P}\{Y_t > -\tilde{y}_0\} = \Phi\left(\frac{\tilde{y}_0}{\sqrt{v(t)}}\right) \leq \frac{1}{2} + \frac{\tilde{y}_0}{\sqrt{2\pi v(t)}}. \tag{5.33}
\]

Inserting this in (5.32) yields the result. \( \square \)
Before applying this to (5.2), we need another technical lemma, allowing to control the behaviour of \( \phi_t \).

**Lemma 5.6.** Fix \( \delta > 0 \) and an initial condition \( x_0 = (Z_0, \bar{y}_0, \phi_0) \in \mathcal{D}_{(-1+\delta,1-\delta)} \). For any \( \phi^* > \phi_0 \) and \( \kappa < \delta/2 \), we have

\[
\tau_{\phi^*} := \inf\{ t > 0 : \phi_t = \phi^* \} \in \left[ \frac{\phi^* - \phi_0}{1 + 2\kappa/\delta}, \frac{\phi^* - \phi_0}{1 - 2\kappa/\delta} \right] \cup [\tau_{(-1+\delta,1-\delta)}, \infty].
\]

**Proof:** Either \( \tau_{\phi^*} \geq \tau_{(-1+\delta,1-\delta)} \) and we are done, or \( \tau_{\phi^*} < \tau_{(-1+\delta,1-\delta)} \). In the latter case, (5.1) implies that \([1 - 2\kappa/\delta] \, dt \leq d\phi_t \leq [1 + 2\kappa/\delta] \, dt\), and the result follows by integrating from 0 to \( \tau_{\phi^*} \).

**Proposition 5.7.** There exist constants \( c^*, c_2 \) and \( \kappa_2 = O(\delta) \) such that whenever \( \kappa < \kappa_2 \),

\[
P^{x_0}\left\{ \tau_{(-1+\delta_2, -c_2\kappa)} > t \right\} \leq \frac{c_2|\bar{y}_0|}{\sqrt{\delta_2}} \exp\left\{ -\frac{2t}{T^*} \right\}
\]

holds for all \( x_0 \in \mathcal{D}_{(-1+\delta_2, -c_2\kappa)} \) and all \( t \geq T^* \).

**Proof:** For \( t \leq \tau_{(-1+\delta_2,1-\delta_2)} \), we have \( |Z_t| < 1 \) and thus

\[
F(Z_t, y_t, \phi_t) \geq -\frac{4\kappa^2 y_t}{1 + \gamma^2} Z_t^2 [\bar{y} + c^*\kappa]
\]

for some \( c^* > 0 \). By the comparison principle for SDEs, it follows that \( \bar{y}_t + c^*\kappa \geq \bar{y}^0_{\star} \), where \( \bar{y}_{\star} \) obeys the SDE (5.26). We can thus apply Lemma 5.5, and the proof amounts to finding an exponentially growing lower bound for the variance \( \nu(t) \) defined in (5.30).

Since for \( t \leq \tau_{(-1+\delta_2, -c_2\kappa)} \), we have \( 1 - \bar{y}_t^2 \geq 2\delta_2 - \delta_2^2 \geq \delta_2 \), if follows that

\[
G(Z_t, \bar{y}_t, \phi_t)^2 \geq \frac{4\delta_2}{T^*} \cos^2(\phi_t + \theta)
\]

for these times. We can thus write, using Jensen’s inequality,

\[
\frac{T^*}{4\delta_2} \nu(t) = \frac{T^*}{4\delta_2} \int_0^t E\left[ e^{2\alpha(s)} G(Z_s, \bar{y}_s, \phi_s)^2 \right] \, ds
\]

\[
\geq \frac{1}{2} \int_0^t \int_{\{1_{\cos^2(\phi_s + \theta) \geq 1/2}\}} E\left[ e^{2\alpha(s)} \right] \, ds
\]

\[
\geq \frac{1}{2} \int_0^t \int_{\{1_{\cos^2(\phi_s + \theta) \geq 1/2}\}} e^{2E\left[ \alpha(s) \right]} \, ds
\]

\[
\geq \frac{1}{2} \int_0^t \int_{\{1_{\cos^2(\phi_s + \theta) \geq 1/2}\}} e^{4s/T^*} \, ds
\]

(5.38)

Lemma 5.6 implies that (taking \( \kappa \leq \delta_2/4 \)) during any time interval of length \( \pi/(1 - 2\kappa/\delta_2) \), \( \cos^2(\phi_s + \theta) \) stays larger than 1/2 for a time span of length \( \pi/2(1 + 2\kappa/\delta_2) \) at least. This implies that

\[
\int_{\pi/(1 - 2\kappa/\delta_2)}^{(k+1)\pi/(1 - 2\kappa/\delta_2)} 1_{\{\cos^2(\phi_s \geq 1/2\}} e^{4s/T^*} \, ds \geq \frac{T^*}{4} e^{4k\pi/T^* (1 - 2\kappa/\delta_2)} \left[e^{2\pi/T^* (1 + 2\kappa/\delta_2)} - 1 \right]
\]

\[
\geq \frac{\pi}{2(1 + 2\kappa/\delta_2)} e^{4k\pi/T^* (1 - 2\kappa/\delta_2)}. 
\]

(5.39)

This allows the variance \( \nu(t) \) to be bounded below by a geometric series, whose sum is of order \( \delta_2 e^{4\pi/T^* - 1} \). The result thus follows from Lemma 5.5. \( \square \)
Finally, we consider the problem of $\bar{y}_t$ reaching any level in $(-1,1)$.

**Proposition 5.8.** For any $\delta_3 > 0$, there exist constants $c_3$, $h$ and $\kappa_3 = \mathcal{O}(\delta_3)$ such that whenever $\kappa < \kappa_3$,

$$
\mathbb{P}^x_0 \left\{ \tau_{(-1+\delta_3,1-\delta_3)} > c_3 \frac{1}{\delta_3} \left( \frac{1}{\gamma} \vee T^* \right) \right\} \leq \Phi \left( \frac{1-\delta_3}{h\sqrt{\delta_3}} \right) \tag{5.40}
$$

holds for all $x_0 \in \mathcal{D}_{(-1+\delta_3,1-\delta_3)}$.

**Proof:** As in the proof of Proposition 5.7, we can bound $\bar{y}_t$ below by $\bar{y}_t^0 - \kappa$, where $\bar{y}_t^0$ is the solution of the linear equation $5.26$. Now for any $T, L > 0$, we can write

$$
\mathbb{P}^x_0 \left\{ \sup_{0 \leq t \leq T} \bar{y}_t^0 < L \right\} \leq \mathbb{P}^x_0 \left\{ \inf_{T/2 \leq t \leq T} \frac{\alpha(t)}{t} \geq \frac{2}{T^*} \right\}
$$

$$
+ \mathbb{P}^x_0 \left\{ \sup_{T/2 \leq t \leq T} \bar{y}_t^0 < L, \exists t \in [T/2, T]: \alpha(t) < \frac{2t}{T^*} \right\} \tag{5.41}
$$

Using the process $X_t$ introduced in (5.14), the first term on the right-hand side can be rewritten as

$$
\mathbb{P}^x_0 \left\{ \inf_{T/2 \leq t \leq T} X_t \geq 0 \right\}, \tag{5.42}
$$

which decreases exponentially fast, like $e^{-\gamma T}$. Choosing $\gamma T \geq \mathcal{O}(1/\delta_3)$ makes this term of order $e^{-1/\delta_3}$. Let again $Y_t$ denote the stochastic integral $\int_0^t e^{\alpha(s)} G(Z_s, \bar{y}_s, \phi_s) \, dW_s$. The second term on the right-hand side of (5.41) can be bounded by

$$
\mathbb{P}^x_0 \left\{ \sup_{T/2 \leq t \leq T} e^{-\alpha(t)}(\bar{y}_0 + Y_t) < L, \exists t \in [T/2, T]: \alpha(t) < \frac{2t}{T^*} \right\}
$$

$$
\leq \mathbb{P}^x_0 \left\{ \exists t \in [T/2, T]: Y_t < L e^{2t/T^*} - \bar{y}_0 \right\}
$$

$$
\leq \sup_{t \in [T/2, T]} \Phi \left( \frac{L e^{2t/T^*} - \bar{y}_0}{\sqrt{v(t)}} \right), \tag{5.43}
$$

where $v(t)$ can be estimated with the help of (5.38). Taking $T$ sufficiently large that $e^{-2T/T^*} \leq \delta_3/2$ allows to bound $v(T/2)$ below by $(\delta_3/2)e^{2T/T^*}$. The argument of $\Phi$ can thus be bounded by a constant times $1/\sqrt{\delta_3}$, while $L = 1 - \delta_3$. This yields the result. \hfill \Box

A partially matching lower bound is given by the following estimate.

**Proposition 5.9.** There exists a constant $c_4$ such that for any $L \in (0,1)$ and any initial condition $x_0 = (Z_0, \bar{y}_0, \phi_0)$ with $\bar{y}_0 > -L$,

$$
\mathbb{P}^x_0 \left\{ \inf_{0 \leq t \leq T^*} \bar{y}_t < -L \right\} \leq \exp \left\{ -c_4 [L + \bar{y}_0 - c^*] \sqrt{\mathcal{O}} \right\}. \tag{5.44}
$$

**Proof:** Using the same notations as in the previous proof, and the fact that $\alpha(t) \geq 0$, we can bound the probability by

$$
\mathbb{P}^x_0 \left\{ \sup_{0 \leq t \leq T^*} (-Y_t) > L + \bar{y}_0 - c^* \right\}. \tag{5.45}
$$

Since $Y_t$ is a martingale, a standard argument based on Doob’s submartingale inequality applied to $e^{y_t} \bar{Y}_t^0$ (cf. [BG03, Lemma 3.3]) allows to bound this probability by the exponential of $-c_4(L + \bar{y}_0 - c^*)^2/v(T^*)$. The variance $v(T^*)$ can be bounded above by a constant. \hfill \Box
5.3 Renewal equations

We now have to patch together the different estimates obtained in the previous section in order to bound the expected transition time between general domains in phase space. We shall do this by using renewal equations, that we will solve using Laplace transforms. Recall that the Laplace transform of a random variable $\tau$ taking values in $\mathbb{R}_+$ is given by

$$
\mathbb{E}[e^{\lambda \tau}] = \int_0^\infty e^{\lambda t} \mathbb{P}\{\tau \leq t\} \, dt = 1 + \lambda \int_0^\infty e^{\lambda t} \mathbb{P}\{\tau > t\} \, dt ,
$$

(5.46)

provided $\lambda$ is such that $\lim_{t \to \infty} e^{\lambda t} \mathbb{P}\{\tau > t\} = 0$. If $\tau$ takes values in $\mathbb{R}_+ \cup \{\infty\}$, we can also define

$$
\mathbb{E}[e^{\lambda \tau} 1_{\{\tau < \infty\}}] = \mathbb{P}\{\tau < \infty\} + \lambda \int_0^\infty e^{\lambda t} \mathbb{P}\{t < \tau < \infty\} \, dt ,
$$

(5.47)

provided $\lambda$ is such that $\lim_{t \to \infty} e^{\lambda t} \mathbb{P}\{t < \tau < \infty\} = 0$.

It is instructive to consider first the case of a one-dimensional process $\{y_t\}_{t \geq 0}$, solution to a one-dimensional autonomous stochastic differential equation. We assume that $y_t \in [-1, 1]$ for all $t$, and introduce levels $-1 < h_1 < h_2 < h_3 < 1$ (Figure 3a). We set $\mathcal{D}_1 = [-1, h_2], \mathcal{D}_2 = [h_1, h_3]$ and introduce first-exit times $\tau_1 = \tau_{\mathcal{D}_1}, \tau_2 = \tau_{\mathcal{D}_2}, \tau = \tau_{\mathcal{D}_1 \cup \mathcal{D}_2}$ and

$$
\tau_\wedge = \inf\{t > 0 : y_t < h_1\} .
$$

(5.48)

The following result allows to express the expectation of $\tau$ using informations on $\tau_1, \tau_2$ and $\tau_\wedge$.

**Proposition 5.10.** Assume there exists an $\varepsilon > 0$ such that the Laplace transforms $\mathbb{E}^{h_1}[e^{\lambda \tau_1}]$ and $\mathbb{E}^{h_2}[e^{\lambda \tau_2}]$ are finite for all $\lambda < \varepsilon$. Then

$$
\mathbb{E}^{h_1}[\tau] = \frac{\mathbb{E}^{h_1}[\tau_1] + \mathbb{E}^{h_2}[\tau_2]}{\mathbb{P}^{h_2}\{\tau_2 < \tau_\wedge\}} .
$$

(5.49)

**Proof:** Since $\tau > \tau_1$ for all initial conditions in $\mathcal{D}_1$, we have, by the strong Markov property and time homogeneity, the renewal equation

$$
\mathbb{P}^{h_1}\{\tau > t\} = \mathbb{P}^{h_1}\{\tau_1 > t\} + \mathbb{P}^{h_1}[1_{\{\tau_1 \leq s\}} \mathbb{P}^{h_2,\tau_1}\{\tau > t\}]
$$

$$
= \mathbb{P}^{h_1}\{\tau_1 > t\} + \int_0^t \frac{\partial}{\partial s} \mathbb{P}^{h_1}\{\tau_1 \leq s\} \mathbb{P}^{h_2}\{\tau > t - s\} \, ds .
$$

(5.50)

Taking the Laplace transform of (5.50) and making the change of variables $t - s = u$ shows that

$$
\mathbb{E}^{h_1}[e^{\lambda \tau}] = \mathbb{E}^{h_1}[e^{\lambda \tau_1}] + \lambda \int_0^\infty e^{\lambda s} \frac{\partial}{\partial s} \mathbb{P}^{h_1}\{\tau_1 \leq s\} \, ds \int_0^\infty e^{\lambda u} \mathbb{P}^{h_2}\{\tau > u\} \, du
$$

$$
= \mathbb{E}^{h_1}[e^{\lambda \tau_1}] + \mathbb{E}^{h_1}[e^{\lambda \tau_1}](\mathbb{E}^{h_2}[e^{\lambda \tau}] - 1)
$$

$$
= \mathbb{E}^{h_1}[e^{\lambda \tau_1}][\mathbb{E}^{h_2}[e^{\lambda \tau}] .
$$

(5.51)

Now since for initial conditions in $\mathcal{D}_2, \tau_2 = \tau \wedge \tau_\wedge$, we also have the renewal equation

$$
\mathbb{P}^{h_2}\{\tau > t\} = \mathbb{P}^{h_2}\{\tau_2 > t\} + \mathbb{P}^{h_2}[1_{\{\tau_\wedge \leq \tau_2\}} \mathbb{P}^{h_1,\tau_\wedge}\{\tau > t\}] .
$$

(5.52)
The condition \( \tau_\land \leq t \land \tau_2 \) can be rewritten as \( \tau_\land^\# \leq t \), where \( \tau_\land^\# \in \mathbb{R} \cup \{\infty\} \) denotes the first time the process \( y_t \), killed upon reaching \( h_3 \), reaches \( h_1 \) (we set \( \tau_\land^\# = \infty \) in case this never happens). Taking the Laplace transform, we get

\[
\mathbb{E}^{h_3}[e^{\lambda \tau}] = \mathbb{E}^{h_2}[e^{\lambda \tau_2}] + \mathbb{E}^{h_2}\left[e^{\lambda \tau^\#} 1_{\{\tau^\# < \infty\}}\right]\left(\mathbb{E}^{h_1}[e^{\lambda \tau}] - 1\right). \tag{5.53}
\]

Combining (5.51) with (5.53), we obtain

\[
\mathbb{E}^{h_1}[e^{\lambda \tau}] = \frac{\mathbb{E}^{h_1}[e^{\lambda \tau_1}]\left(\mathbb{E}^{h_2}[e^{\lambda \tau_2}] - \mathbb{E}^{h_2}\left[e^{\lambda \tau^\#} 1_{\{\tau^\# < \infty\}}\right]\right)}{1 - \mathbb{E}^{h_1}[e^{\lambda \tau_1}]\mathbb{E}^{h_2}\left[e^{\lambda \tau^\#} 1_{\{\tau^\# < \infty\}}\right]} \tag{5.54}
\]

The result then follows by taking the derivative of this relation with respect to \( \lambda \), evaluating it in \( \lambda = 0 \), and using the fact that \( \mathbb{P}^{h_2}\{\tau^\# < \infty\} = \mathbb{P}^{h_2}\{\tau_\land < \tau_2\} \).

**Remark 5.11.** Relation (5.54) shows that we do in fact control the Laplace transform, and thus the distribution of \( \tau \). Since

\[
\mathbb{P}\{\tau > t\} = \mathbb{P}\{e^{\lambda \tau} > e^{\lambda t}\} \leq e^{-\lambda t} \mathbb{E}[e^{\lambda \tau}] \tag{5.55}
\]

for all \( \lambda \) such that \( \mathbb{E}[e^{\lambda \tau}] \) is bounded, we see that the tails of the distribution of \( \tau \) decay exponentially fast, with a rate controlled by the domain of the Laplace transform. This domain depends on the rate of exponential decay of \( \tau_1 \) and \( \tau_2 \) and on the denominator in (5.54).

Relation (5.49) has a slightly asymmetric form, due to the fact that in the situation considered, we always have \( \tau_1 < \tau \). It can however easily be extended to situations where this relation does not hold. We will consider the still more general situation of a time-homogeneous SDE in \( \mathbb{R}^n \). Let \( D_1 \) and \( D_2 \) be two open sets in \( \mathbb{R}^n \), and let \( \tau_1, \tau_2 \) and \( \tau \) denote the first-exit times from \( D_1, D_2 \) and \( D_1 \cup D_2 \) respectively. Finally let \( C_1 = \partial D_1 \cap D_2 \) and \( C_2 = \partial D_2 \cap D_1 \) (Figure 3b).
Proposition 5.12. Assume there exists an \( \varepsilon > 0 \) such that the Laplace transforms of \( \tau_1 \) and \( \tau_2 \) are finite for all \( \lambda < \varepsilon \). Then

\[
\sup_{x_0 \in D_1 \cup D_2} \mathbb{E}^{x_0}[\tau] \leq \frac{2 \left( \sup_{x \in D_1} \mathbb{E}^{x}[\tau_1] + \sup_{y \in D_2} \mathbb{E}^{y}[\tau_2] \right)}{1 - \sup_{x \in C_2} \mathbb{P}^x \{ x_{\tau_1} \in C_1 \} \sup_{y \in C_1} \mathbb{P}^y \{ x_{\tau_2} \in C_2 \} }.
\]

(5.56)

PROOF: Let \( \tau_1^* \) denote the first-exit time from \( D_1 \) of the process killed upon hitting \( \partial D_1 \setminus D_2 \), i.e., we set \( \tau_1^* = \infty \) in case \( x_t \) hits \( \partial D_1 \setminus D_2 \) before \( C_1 \). Then we have, for initial conditions \( x \in D_1 \),

\[
\mathbb{P}^x \{ \tau > t \} = \mathbb{P}^x \{ \tau_1 > t \} + \mathbb{E}^x_1 \{ 1_{\{ \tau_1^* < \infty \}} \mathbb{P}^x_{\tau_1^*} \{ \tau > s \} \}.
\]

(5.57)

Taking the Laplace transform, and using the change of variables \( t = \tau_1^* + s \), we get

\[
\mathbb{E}^x[e^{\lambda \tau}] = \mathbb{E}^x[e^{\lambda \tau_1}] + \lambda \int_0^\infty e^{\lambda s} \mathbb{E}^x[e^{\lambda \tau^*_1} 1_{\{ \tau^*_1 < \infty \}} \mathbb{P}^x_{\tau^*_1} \{ \tau > s \} ] \, ds.
\]

(5.58)

Evaluating the derivative in \( \lambda = 0 \) yields the bound

\[
\mathbb{E}^x[\tau] \leq \mathbb{E}^x[\tau_1] + \mathbb{E}^y[\tau] \mathbb{P}^x \{ \tau_1^* < \infty \}.
\]

(5.59)

A similar relation holds for initial conditions \( y \in D_2 \). Combining both relations after taking the supremum over \( x \in C_2 \) and \( y \in C_1 \), we get

\[
\sup_{x \in C_2} \mathbb{E}^x[\tau] \leq \frac{\sup_{x \in D_2} \mathbb{E}^x[\tau_1] + \sup_{y \in C_1} \mathbb{E}^y[\tau_2]}{1 - \sup_{x \in C_2} \mathbb{P}^x \{ \tau_1^* < \infty \} \sup_{y \in C_1} \mathbb{P}^y \{ \tau_2^* < \infty \} },
\]

(5.60)

and a similar relation for initial conditions in \( C_1 \). Using again (5.59) and its equivalent, but now for general \( x_0 \in D_1 \) and \( y_0 \in D_2 \), yields the result (after some simplifications – the upper bound is not sharp). \( \square \)

5.4 Proof of Theorem 2.7

We can now proceed to the proof of Theorem 2.7, characterising the expectation of the first-passage time

\[
\tau(y) = \inf \{ t > 0 : \bar{y}_t > y \}
\]

of \( \bar{y}_t \) at any level \( y \in [-1, 1] \). Notice that we have (cf. (5.17))

\[
\tau_{[-1,y]} = \tau(y) \wedge \tau_Z,
\]

(5.62)

where

\[
\tau_Z = \inf \{ t > 0 : |Z_t| > 1 \}
\]

(5.63)

is typically very large for small \( \sigma \). We start by bounding the expectation of \( \tau_{[-1,y]} \).

Proposition 5.13. For any \( x_0 = (Z_0, \bar{y}_0, \phi_o) \) with \( |Z_0| \leq 1 \),

\[
\mathbb{E}^{x_0}[\tau_{[-1,y]}] \leq e_1(y) \left[ \frac{1}{\gamma} \lor T^* \right],
\]

(5.64)

where the function \( e_1(y) \) is bounded for \( y < 1 \).
We now repeat the procedure, going first up to level 1. \( \tau \) satisfies Proposition 5.12 yields a bound of the form

\[
\tau \leq \frac{1}{\gamma} \text{ sup } \mathbb{E}^x[\tau_{-1,-\delta_1}] \leq \mathcal{O} \left( \frac{1}{\gamma} \lor \frac{T^*}{\delta_1} \right),
\]

(5.66)

where Proposition 5.4 shows

\[
P_k > 0
\]

and Proposition 5.7 yields

\[
E_2 = \sup_{x \in D_{(-1, -\delta_2, -c^*\kappa)}} \mathbb{E}^x[\tau_{-1, -\delta_2, -c^*\kappa}] \leq \frac{\epsilon_2}{\sqrt{\delta_2}} T^*. 
\]

(5.67)

We expect \( P_1 \) to be very close to 1, so we only try to bound \( P_2 \), which is done as follows. Let \( \tau_- \) and \( \tau_+ \) denote the first-hitting times of the levels \(-1 + \delta_2\) and \(-c^*\kappa\) respectively. Then

\[
\begin{align*}
P_2 & = \sup_{x: \bar{y} = -\delta_1} \mathbb{P}^x\{\tau_{-1, -\delta_1} = -1 + \delta_2\} \\
& = \sup_{x: \bar{y} = -\delta_1} \mathbb{P}^x\{\tau_- < \tau_+\} \\
& \leq \sup_{x: \bar{y} = -\delta_1} \left[ \mathbb{P}^x\{\tau_- < T^*\} + \mathbb{P}^x\{\tau_+ > T^*\} \right].
\end{align*}
\]

(5.68)

Proposition 5.9 shows that \( \mathbb{P}^x\{\tau_- < T^*\} \) is of order \( e^{-c_4(1 - \delta_2 - 2c^*\kappa)^2} \), while Proposition 5.7 shows that \( \mathbb{P}^x\{\tau_+ > T^*\} \) is of order \( |\delta_1|/\sqrt{\delta_2} \). Thus choosing, for instance, \( \delta_2 = 1/2 \), and \( \delta_1 \) small enough makes \( P_2 \) to be very close to 1, so we only try to bound \( P_2 \), which is done as follows. Let \( \tau_- \) and \( \tau_+ \) denote the first-hitting times of the levels \(-1 + \delta_2\) and \(-c^*\kappa\) respectively. Then

\[
\begin{align*}
P_2 & = \sup_{x: \bar{y} = -\delta_1} \mathbb{P}^x\{\tau_{-1, -\delta_1} = -1 + \delta_2\} \\
& = \sup_{x: \bar{y} = -\delta_1} \mathbb{P}^x\{\tau_- < \tau_+\} \\
& \leq \sup_{x: \bar{y} = -\delta_1} \left[ \mathbb{P}^x\{\tau_- < T^*\} + \mathbb{P}^x\{\tau_+ > T^*\} \right].
\end{align*}
\]

(5.68)

Proposition 5.9 shows that \( \mathbb{P}^x\{\tau_- < T^*\} \) is of order \( e^{-c_4(1 - \delta_2 - 2c^*\kappa)^2} \), while Proposition 5.7 shows that \( \mathbb{P}^x\{\tau_+ > T^*\} \) is of order \( |\delta_1|/\sqrt{\delta_2} \). Thus choosing, for instance, \( \delta_2 = 1/2 \), and \( \delta_1 \) small enough makes \( P_2 \) bounded away from one. This proves (5.64) for all \( y < -c^*\kappa \).

We now repeat the procedure, going first up to level \( 1/2 \), and finally to level \( 1 - \delta_3 \). The \( \delta_i \)'s can be chosen each time in such a way that \( \mathbb{P}\{\tau_- < \tau_+\} \) is bounded away from 1.

**Proof of Theorem 2.7.** We will use the fact that the Ornstein–Uhlenbeck process \( Z_t \) reaches 0 in a time of order \( 1/\gamma \), and needs an exponentially long time to go from 0 to 1. In order to apply Proposition 5.12, we introduce sets

\[
D_1 = (-1, 1) \times (-1, y) \times \mathbb{S}^1 = D_{(-1, y)} \\
D_2 = \mathbb{R}^* \times (-1, y) \times \mathbb{S}^1.
\]

(5.69)

Then the first-exit time from \( D_2 \) equals \( \tau_0 \wedge \tau(y) \), where \( \tau_0 \) denotes the first time \( Z_t \) hits 0. We have \( C_1 = \partial D_1 \cap D_2 = \{ -1, 1 \} \times (-1, y) \times \mathbb{S}^1 \) and \( C_2 = \partial D_2 \cap D_1 = \{ 0 \} \times (-1, y) \times \mathbb{S}^1 \). Thus (5.60) yields

\[
\begin{align*}
\sup_{x \in \mathbb{C}_2} \mathbb{E}^x[\tau(y)] & \leq \frac{\sup_{x \in \mathbb{C}_2} \mathbb{E}^x[\tau_{-1, y}]}{1 - \sup_{x \in \mathbb{C}_2} \mathbb{P}^x\{\tau Z \leq \tau(y)\}} \sup_{y \in \mathbb{C}_1} \mathbb{P}^y\{\tau_0 \leq \tau(y)\}.
\end{align*}
\]

(5.70)

Using the reflection principle, one obtains \( \mathbb{E}^y[\tau_0] = \mathcal{O}(1/\gamma) \). Furthermore, we can write for any \( K > 0 \)

\[
\begin{align*}
\mathbb{P}^x\{\tau Z \leq \tau(y)\} & \leq \mathbb{P}^x\{\tau Z \leq K\} + \mathbb{P}^x\{\tau(y) \land \tau Z > K\}.
\end{align*}
\]

(5.71)
We choose \( K = N(\gamma^{-1} \lor T^*) \) for some \( N > 0 \). Then on one hand, Markov’s inequality, (5.62) and Proposition 5.13 yield
\[
\mathbb{P}^x \{ \tau(y) \land \tau_Z > K \} = \mathbb{P}^x \{ \tau_{-1,y} > K \} \leq \frac{\mathbb{E}^{x_2}[\tau_{-1,y}]}{K} \leq \frac{e_1(y)}{N}.
\] 

(5.72)

On the other hand, a well-known property of the Ornstein–Uhlenbeck process is that \( \mathbb{P}^x \{ \tau_Z \leq K \} \) behaves like \((K/\sigma)e^{-\gamma/\sigma^2}\) (see, for instance, [BG02, Proposition 3.3] or [BG04, Appendix]). Thus choosing for instance \( N^2 = e_1(y)\sigma e^{\gamma/\sigma^2}/(\gamma^{-1} \lor T^*) \) makes \( \mathbb{P}^x \{ \tau_Z \leq \tau(y) \} \) of order \( \sqrt{e_1(y)/(\gamma^{-1} \lor T^*)}\sigma^{-1/2}e^{-\gamma/2\sigma^2} \), which is negligible compared to the expectation of \( \tau_{-1,y} \) and to 1. This proves the result for initial conditions \( x \in \mathcal{C}_2 \).

In order to extend it to general initial conditions, it suffices to apply (5.59) and its twin relation, and to integrate over the initial distribution of \( Z \).
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