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Abstract—In this paper, we present a Mean Square Error (MSE) theoretical analysis for a multipath channel complex gains estimation algorithm with inter-sub-carrier-interference (ICI) mitigation in orthogonal frequency division multiplexing (OFDM) high speed mobile receiver. Each complex gain time-variation is approximated in a polynomial fashion within several OFDM symbols, where the polynomial coefficients are obtained from the estimated time-averaged gain values. After that, the channel matrix is easily computed and the ICI is reduced by using successive interference suppression (SIS) during data symbol detection. The algorithm performance is further enhanced by an iterative procedure. Theoretical analysis for Rayleigh channel with Jakes' spectrum and simulation results show that the low computational complexity proposed algorithm has good performance in the presence of high normalised Doppler spread.

Index Terms—OFDM, Time-varying channels, Polynomial approximation, Mean square error

I. INTRODUCTION

ORTHOGONAL frequency division multiplexing (OFDM) is an attractive technique for high-speed data transmission in mobile communication [7]. Assuming insertion of pilot tones (called comb-type pilot) into each OFDM symbol, the conventional channel estimation methods consist generally of estimating the channel at pilot frequencies and next interpolating the channel frequency response. The channel estimation at the pilot frequencies can be based on Least Square (LS) criterion, or Linear Minimum Mean-Square-Error (LMMSE) criterion for better performance [8]. In [9], low-pass interpolation (LPI) has been shown to perform better than all interpolation techniques used in channel estimation.

For fast time-varying channel, many existing works resort to estimate the equivalent discrete-time channel taps which are modeled by the basis expansion model (BEM) [3]. The BEM methods [3] are Karhunen-Loève BEM (KL-BEM), prolate spheroidal BEM (PS-BEM), complex exponential BEM (CE-BEM) and polynomial BEM (P-BEM). A great deal of attention has been paid to the P-BEM [4], although its modeling is rather sensitive to the Doppler spread; nevertheless, it provides a better fit for low, than for high Doppler spreads.

Our interesting is to estimate directly the physical channel instead of the equivalent discrete-time channel taps. That means estimating the physical propagation parameters such as multipath delays and multipath complex gains. In [1], we have proposed an algorithm for channel matrix estimation and inter-sub-carrier-interference (ICI) reduction whose execution is done per block of OFDM symbols. Assuming the availability of delay information, the complex gains time-variation within one OFDM symbol were obtained by interpolating the complex gains time average estimated over each symbol of the block. This algorithm (without ICI suppression) performs better than the conventional methods and becomes better with starting ICI suppression, but with high computational complexity.

In this paper, we present a new low-complexity iterative algorithm for complex gains estimation with ICI mitigation using comb-type pilot. By exploiting the nature of the channel, the delays are assumed invariant and perfectly estimated as we have already done in OFDM [1] and CDMA [2] contexts. Notice that an initial very performant multipath time delays estimation can be obtained by using the ESPRIT (estimation of signal parameters by rotational invariance techniques) method [10] [11]. First, we compute the complex gains time average over the effective duration of the OFDM symbol by using LS criterion as we have already done in [1]. Then, we show that each complex gain time-variation can be approximated in a polynomial fashion within several OFDM symbols where the coefficients of each polynomial are calculated from the estimated time average values. Hence, thanks to the polynomial modeling, the channel matrix can be computed with low complexity from the estimated coefficients and the ICI is reduced using SIS in data symbol detection. The present proposed algorithm has demonstrated a great improvement in performance while reducing complexity as compared to the one presented in [1] thanks to an iterative procedure. Moreover, we give a theoretical Mean Square Error (MSE) analysis (including lower bound computation) of our channel estimation algorithm in terms of the normalised (by the OFDM symbol-time) Doppler spread. This further demonstrates the effectiveness of the proposed algorithm. This paper is organized as follows. Section II introduces the OFDM system model and section III the polynomial modeling. Section IV presents polynomial coefficients estimation and iterative algorithm. Next, Section V gives some simulation results. We conclude the paper in Section VI.

Notation: The notations used in this paper are as follows. Upper (lower) bold face letters denote matrices (column...
vectors). \( \mathbf{x}_k \) denotes the \( k \)th element of the vector \( \mathbf{x} \), and \( \mathbf{X}_{k,m} \) denotes the \([k,m]\)th element of the matrix \( \mathbf{X} \). \( \mathbf{I}_N \) is a \( N \times N \) identity matrix and \( \text{diag}(\mathbf{x}) \) is a diagonal matrix with \( \mathbf{x} \) on its main diagonal. The superscripts \((\cdot)^T\) and \((\cdot)^H\) stand respectively for transpose and Hermitian operators. \( \cdot \), \( \text{Tr}(\cdot) \) and \( \text{E}[\cdot] \) are respectively the determinant, trace and expectation operations, and \( \text{Re}(\cdot) \), \( || \cdot || \) and \( (\cdot)^* \) are respectively the real part, magnitude and conjugate of a complex number or matrix. \( \| \mathbf{X} \|_2 \) is the Frobenius matrix norm and \( J_0(\cdot) \) denotes the zeroth-order Bessel function of the first kind.

II. OFDM SYSTEM MODEL

We denote the number of subcarriers by \( N \) and the sampling time by \( T_s \). The duration of an OFDM symbol is \( T = vT_s \) with \( v = N + N_g \) where \( N_g \) is the length of the cyclic prefix. In an OFDM system, the transmitter usually applies an \( N \)-point IFFT to a data block normalized QAM-symbols \( \{x_{\alpha}([b])\} \) (i.e., \( E[x_{\alpha}([b])x_{\alpha}([b])^*] = 1 \)) and adds a cyclic prefix (CP) as 

\[
S_{\alpha}(n) = \frac{1}{N} \sum_{b=\frac{-N}{2}}^{\frac{N}{2}-1} x_{\alpha}(n)[b]e^{j2\pi \frac{nb}{N}}, \quad \text{where } n \text{ and } b \text{ represent respectively the OFDM symbol index and the subcarrier index and } q \in [-N_g, N-1].
\]

The output baseband signal of the transmitter is sent over a multipath Rayleigh fading channel characterized by:

\[
h(t, \tau) = \sum_{l=1}^{L} \alpha_l(t) \delta(\tau - \tau_l T_s)
\]

where \( L \) is the total number of propagation paths, \( \alpha_l \) is the \( l \)th complex gain of variance \( \sigma_{\alpha}^2 \) and \( \tau_l \) is the \( l \)th delay normalized by the sampling time (\( \tau_l \) is not necessarily an integer). \( \{\alpha_l(t)\} \) are wide-sense stationary (WSS) narrowband complex Gaussian processes with the so-called Jakes’ power spectrum of maximum Doppler frequency \( f_d \) [5] and uncorrelated with respect to each other. The average energy of the channel is normalized to one (i.e., \( \sum_{l=1}^{L} \alpha_{\alpha}^2 = 1 \)).

At the receiver side, after passing to discrete time through low pass filtering and A/D conversion, the CP is removed assuming that its length is no less than the maximum delay. Afterwards, a \( N \)-point FFT is applied to transform the sequence into frequency domain. If we consider that the \( N \) transmission subcarriers are within the flat region of the frequency response of each of the transmitter and receiver filters, then, omitting the index time \( n \), the \( N \) received subcarriers are given by [1]:

\[
y = \mathbf{H} \mathbf{x} + \mathbf{w}
\]

where \( \mathbf{x}, \mathbf{y}, \mathbf{w} \) are \( N \times 1 \) vectors given by:

\[
\mathbf{x} = \begin{bmatrix} x[-\frac{N}{2}], x[-\frac{N}{2}+1], \ldots, x[\frac{N}{2}-1] \end{bmatrix}^T
\]

\[
\mathbf{y} = \begin{bmatrix} y[-\frac{N}{2}], y[-\frac{N}{2}+1], \ldots, y[\frac{N}{2}-1] \end{bmatrix}^T
\]

\[
\mathbf{w} = \begin{bmatrix} w[-\frac{N}{2}], w[-\frac{N}{2}+1], \ldots, w[\frac{N}{2}-1] \end{bmatrix}^T
\]

and \( \mathbf{H} \) is a \( N \times N \) channel matrix with elements given by:

\[
[H]_{k,m} = \frac{1}{N} \sum_{l=1}^{L} e^{-j2\pi \frac{kl}{N}} \tau_l \sum_{q=0}^{N-1} \alpha_l(qT_s) e^{j2\pi \frac{mq}{N}}
\]

where \( \{\alpha_l(qT_s)\} \) is the \( T_s \) spaced sampling of the \( l \)th complex gain and \( w[q] \) is white complex Gaussian noise with variance \( \sigma^2 \). The channel matrix contains the time average of the channel frequency response \( \mathbf{H} \) on its diagonal and the coefficients of ICI \( \mathbf{H}_{k,m} \) for \( k \neq m \).

III. COMPLEX GAIN POLYNOMIAL MODELING

In this section, we show that, for high realistic doppler spread \( f_d T \), each sampled complex gain \( \alpha_l = [\alpha_l(-N_g T_s), \ldots, \alpha_l((vN_c - N_g - 1)T_s)]^T \) within \( N_c \) OFDM symbols can be approximated with a polynomial model of \( N_c \) coefficients \( \mathbf{c}_l = [c_{l,0}, \ldots, c_{l,N_c-1}]^T \) such that, for \( q \in D = [-N_g, vN_c - N_g - 1] \), \( \alpha_l(qT_s) \) can be expressed as:

\[
\alpha_l(qT_s) = \sum_{d=0}^{N_c-1} c_{l,d} q^d + \xi_l[q],
\]

where \( \xi_l[q] \) is the model error. We also show that a good approximation can be obtained by calculating the \( N_c \) coefficients from only \( \overline{\alpha}_l = [\overline{\alpha}_{l,0}, \ldots, \overline{\alpha}_{l,N_c-1}]^T \), where \( \overline{\alpha}_{l,d} = \frac{1}{N} \sum_{q=d}^{d+N_c-1} \alpha_l(qT_s) \) is the time average over the effective duration of the \((d+1)\)th OFDM symbol of the \( l \)th complex gain.

Optimal Polynomial: The optimal polynomial \( \alpha_{\text{opt}}, \) which is least-squares fitted (linear and polynomial regression) [6] to \( \alpha_l \), and its \( N_c \) coefficients \( \mathbf{c}_{\text{opt}} \), are given by:

\[
\alpha_{\text{opt},l} = \mathbf{Q}^T \mathbf{c}_{\text{opt}} = \mathbf{Q} \alpha_l
\]

where \( \mathbf{Q} \) is a \( N_c \times vN_c \) matrix of elements \( [\mathbf{Q}]_{k,m} = (m - N_g - 1)(k - 1) \) and \( \mathbf{S} = \mathbf{Q}^T \mathbf{Q} \). \( \mathbf{Q} \) is a \( vN_c \times vN_c \) matrix.

It provides the MMSE approximation for all polynomials containing \( N_c \) coefficients, given by:

\[
\text{MMSE}_l = \frac{1}{vN_c} \text{E}[(\alpha_l - \alpha_{\text{opt}})^H(\alpha_l - \alpha_{\text{opt}})]
\]

\[
= \frac{1}{vN_c} \text{Tr} \left( (\mathbf{I}_{vN_c} - \mathbf{S}) \mathbf{R}_\alpha (\mathbf{I}_{vN_c} - \mathbf{S}^*) \right)
\]
where $\mathbf{R}_{\alpha} = \mathbb{E} [\alpha_i \alpha_j^H]$ is the $v \times v$ correlation matrix of elements of $\alpha_i$ given by:

$$
[\mathbf{R}_{\alpha}]_{k,m} = \sigma_{\alpha_i}^2 J_0 \left( 2 \pi f_d T_s (k - m) \right)
$$

(6)

The $N_c$ coefficients $\mathbf{c}_{opt}$ are correlated complex gaussian variables with zero-means and covariance matrix given by:

$$
[\mathbf{R}_{\text{opt}}]_{k,m} = \mathbb{E} [\mathbf{c}_{\text{opt}} \mathbf{c}_{\text{opt}}^H] = \left( \mathbf{Q} \mathbf{Q}^T \right)^{-1} \mathbf{Q} \mathbf{R}_{\alpha} \mathbf{Q}^T \left( \mathbf{Q} \mathbf{Q}^T \right)^{-1}
$$

(7)

Fig. 1 shows the average (over $L = 6$ paths) variance of each coefficient for $N_c = 3$. We notice that the variance decreases very quickly in terms of number of coefficients. That means the second and the third coefficients are very small.

**Desired Polynomial:** We now aim to find the polynomial approximation of $\mathcal{N}_c$ coefficients by knowing only $\mathbf{c}_T$. This polynomial and its coefficients are given by:

$$
\alpha_{\text{des}_t} = \mathbf{V} \mathbf{c}_{\text{des}_t} = \mathbf{V} \mathbf{c}_T = \mathbf{T}^{-1} \mathbf{c}_T
$$

(8)

where $\mathbf{T}$ is the transfer matrix between $\mathbf{c}_{\text{des}_t}$ and $\mathbf{c}_T$, and $\mathbf{V} = \mathbf{Q}^T \mathbf{T}^{-1}$. For $N_c = 3$, $\mathbf{T}$ is given by:

$$
\mathbf{T} = \begin{bmatrix}
1 & \frac{N-1}{2} & 0 & \frac{(N-1)(N-2)}{6} & \frac{(N-1)(N-2)}{6} & \frac{(N-1)(N-2)}{6} \\
1 & N-1 & v & \frac{(N-1)(N-2)}{6} & \frac{(N-1)(N-2)}{6} & \frac{(N-1)(N-2)}{6} \\
1 & \frac{N-1}{2} + v & \frac{(N-1)(N-2)}{6} & 2(N-1)v & 2(N-1)v & 4v^2 \\
1 & \frac{N-1}{2} + 2v & \frac{(N-1)(N-2)}{6} & 2(N-1)v & 2(N-1)v & 4v^2 \\
\end{bmatrix}
$$

Note that, for $N_c = 2$, the transfer matrix will be the $2 \times 2$ upper block matrix in the top-left corner of the matrix $\mathbf{T}$ with $N_c = 3$.

The MSE of this polynomial approximation is given by:

$$
\text{MSE}_{\text{des}_t} = \frac{1}{N_c \mathcal{N}_c} \text{Tr} \left( \mathbf{R}_{\alpha} + \mathbf{V} \mathbf{R}_{\tilde{c}_T} \mathbf{V}^T - \mathbf{R}_{\alpha} \mathbf{R}_{\tilde{c}_T} \right) = \frac{1}{N_c \mathcal{N}_c} \text{Tr} \left( \mathbf{R}_{\alpha} \mathbf{V} \mathbf{V}^T \mathbf{R}_{\tilde{c}_T} \mathbf{V}^T - \mathbf{R}_{\alpha} \mathbf{R}_{\tilde{c}_T} \right)
$$

(9)

where $\mathbf{c}_{\text{des}_t} = \alpha_t - \alpha_{\text{des}_t}$, $\mathbf{R}_{\tilde{c}_T}$ is the correlation matrix of $\mathbf{c}_T$ and $\alpha_t$, and $\mathbf{R}_{\alpha} \mathbf{R}_{\tilde{c}_T}$ is the cross-correlation matrix between $\alpha_t$ and $\mathbf{c}_T$ with elements given by:

$$
[\mathbf{R}_{\alpha}]_{k,m} = \sigma_{\alpha_i}^2 N_c \sum_{q_1 = k-v}^{k-q_1-v} \sum_{q_2 = m-v}^{m-q_2-v} J_0 \left( 2 \pi f_d T_s (q_1 - q_2) \right)
$$

$$
[\mathbf{R}_{\alpha,\alpha}]_{k,m} = \sigma_{\alpha_i}^2 \sum_{q = m-v}^{m+q-1} J_0 \left( 2 \pi f_d T_s (k - q - N_c - 1) \right)
$$

(10)

**IV. POLYNOMIAL COEFFICIENTS ESTIMATION AND ITERATIVE ALGORITHM**

In this section, we propose a method based on comb-type pilots and multipath time delays information to estimate the $N_c$ coefficients $\mathbf{c}_{\text{des}_t}$ of the polynomial approximation $\alpha_{\text{des}_t}$ for each path.

**A. Pilot Pattern and Estimation of Polynomial Coefficients**

The $N_p$ pilot subcarriers are evenly inserted into the $N$ subcarriers at the positions $\mathbf{P} = \{ p_s \mid p_s = (s-1)L_f + 1, s = 1, \ldots, N_p \}$ with $L_f$ the distance between two adjacent pilots. As we will see with equation (15), $N_p$ must fulfill the following requirement: $N_p \geq L$. The received pilot subcarriers can be written as the sum of three components:

$$
\mathbf{y}_p = \text{diag}(\mathbf{x}_p) \mathbf{F} \mathbf{a} + \mathbf{H}_p \mathbf{x} + \mathbf{w}_p
$$

(13)
where $\mathbf{x}_p, \mathbf{y}_p$ and $\mathbf{w}_p$ are $N_p \times 1$ vectors, $\mathbf{H}_p$ is a $N_p \times N$ matrix, $\alpha = [\alpha_1, \ldots, \alpha_L]^{T}$ and $\mathbf{F}_p$ is the $N_p \times L$ Fourier transform matrix with elements given by:

$$\alpha_{\ell} = \frac{1}{N} \sum_{q=0}^{N-1} \alpha_l (qT_s) \quad \text{and} \quad [\mathbf{F}_p]_{k,l} = e^{-j2\pi \frac{k}{N} \ell}$$

The first component of (13) is the desired term without ICI and the second component is the ICI term. By neglecting the ICI contribution, the LS-estimator of $\alpha$ is [1]:

$$\alpha_{LS} = G\mathbf{y}_p$$

where $G = \left( \mathbf{F}^H_p \text{diag}[\mathbf{x}_p]^H \mathbf{F}_p \right)^{-1} \mathbf{F}^H_p \text{diag}[\mathbf{x}_p]^T$. Estimating $\alpha$ for $N_c$ consecutive OFDM symbols, the $N_c$ polynomial coefficients of each complex gains are obtained (section 3) by:

$$\hat{\mathbf{C}}_{des} = \mathbf{T} \hat{\mathbf{A}}_{LS}$$

where $\hat{\mathbf{C}}_{des} = [\hat{c}_{des,1}, \ldots, \hat{c}_{des,L}]$ and $\hat{\mathbf{A}}_{LS} = [\hat{a}_{LS,1}, \ldots, \hat{a}_{LS,L}]$ are $N_c \times L$ matrices.

B. Iterative Algorithm

In the iterative algorithm, the OFDM symbols are grouped in blocks of $N_c$ OFDM symbols each one. The algorithm execution is done in two stages: initialization stage (IS) and sliding stage (SS). IS applies only to the first received block (i.e. $n = 1, \ldots, N_c$) and SS applies to each following OFDM symbol (i.e. $n > N_c$) while benefitting from $(N_c - 1)$ preceding time averages complex gains estimated with ICI reduced. IS and SS proceed as following:

initialization:

1. $i = 1$
2. if (IS): $\mathbf{Y}_{p(i)} = [\mathbf{y}_{p(1,i)}, \ldots, \mathbf{y}_{p(N_c,i)}]$ where $\mathbf{y}_{p(n,i)} = \mathbf{y}_{p(n)}$ $n = 1, \ldots, N_c$
3. elseif (SS): $n \leftarrow n + 1$
4. $\{[\hat{\mathbf{A}}_{LS}]_{k,m}, k = 1, \ldots, N_c - 1\} = \{[\hat{\mathbf{A}}_{LS}]_{k,m}, k = 2, \ldots, N_c\}$
5. $\mathbf{Y}_{p(n,i)} = \mathbf{y}_{p(n)}$

recursion:

1. if (IS): $\hat{\mathbf{A}}_{LS}^T = G\mathbf{y}_{p(i)}$
2. elseif (SS): $\hat{\mathbf{A}}_{LS} = G\mathbf{y}_{p(n)}$
3. compute the channel matrix using (11)
4. if (IS): $\hat{\mathbf{H}}_{n,i} = \mathbf{y}_{p(n,i)}$
5. elseif (SS): $\hat{\mathbf{H}}_{n,i}$
6. remove the pilot ICI from the received data
7. sub-carriers $\mathbf{y}_{d(n,i)}$
8. detection of data symbols $\hat{x}_{d(n,i)}$
9. $\mathbf{y}_{p(n,i+1)} = \mathbf{y}_{p(n)} - \hat{\mathbf{H}}_{p(n,i)} \hat{x}_{(n,i)}$
10. $i \leftarrow i + 1$

C. Computational Complexity

We now aim to find the implementation complexity in term of number of multiplication for the sliding stage. The matrices $\mathbf{F}, \mathbf{F}_p, \mathbf{G}, \mathbf{T}^{-1}$ and $\mathbf{M}_{(n,d)}$ are pre-computed and stored if the pilot subcarriers are fixed and the delays are invariant for a great number of OFDM symbols. The complexity for LS-estimator of $\alpha$ in step 1 is $L \times N_p$ and for estimation of $N_c$ polynomial coefficients in step 2 is $L \times N_c^2$. The computation cost of computing the channel matrix $\mathbf{H}_{(n)}$ in step 3 is $N_N(c + L)$, less than that in [1] which is $L(N^2 + 1)$. The complexity of removing the ICI in step 4, 5 and 6 is $N_p(N - N_p) + (N - N_p)(N - N_p + 1) + N_p(N - 1)$.

D. Mean Square Error (MSE) Analysis

Let $\Delta_p = [\mathbf{IC}_{p,1}, \ldots, \mathbf{IC}_{p,N}]$ with $\mathbf{IC}_{p,n}$ is the ICI for the $n$th symbol of $N_c$ OFDM symbols. The error of the estimator of $\alpha$ over $N_c$ OFDM symbols is defined as $\mathbf{E} = \hat{\mathbf{A}}^T - \mathbf{A}^T$. The error between the $l$th exact complex gain $\alpha_l$ and the $l$th estimated polynomial $\hat{c}_{des,l}$ is given by:

$$\epsilon_l = \alpha_l - \mathbf{V} \hat{\epsilon}_l = \mathbf{e}_{des,l} - \mathbf{v} \epsilon_l$$

where $\epsilon_l^T$ is the $l$th row of the matrix $\mathbf{E}$. So the MSE between the $l$th exact complex gain and the $l$th estimated polynomial is given by:

$$\text{MSE}_l = \frac{1}{v N_c} \mathbf{E}[\epsilon_l^H \epsilon_l]$$

where $v = \frac{\mathbf{E}[\mathbf{e}_{des,l}^H \mathbf{V}] \mathbf{V} \mathbf{e}_l}{\mathbf{v}^2}$.

$$= \text{MSE}_{des,l} + \frac{1}{v N_c} \mathbf{E}[\epsilon_l^H \mathbf{V}^H \mathbf{V} \epsilon_l] - \frac{2}{v N_c} \mathbf{Re} \left( \mathbf{V} \mathbf{e}_{des,l} \mathbf{V} \epsilon_l \right)$$

If ICI are completely eliminated then, the elements of $\mathbf{E}$ are uncorrelated with respect to each other and to the elements of $\mathbf{e}_{des,l}$. Thus, from (18) we have:

$$\text{MSE}_l (\text{without ICI}) = \text{MSE}_{des,l} + \frac{\parallel \mathbf{V} \parallel^2}{v N_c} \mathbb{E}[\mathbf{[\mathbf{E}]_{l,1}^2 \mathbb{E}_l}]$$

Interpreting the right hand side of (19), the first component is the model error, whereas the second component is the MSE of the $l$th estimated polynomial without ICI. This second component is due to the error of the estimator of $\alpha$ without ICI amplified by a gain $G = \frac{\mathbf{V}^H \mathbf{V}}{v N_c}$ linked to the polynomial modeling. So, the lower bound (LB) of the estimator of $\alpha$ (without ICI) leads to the LB of MSE$_l$ (without ICI).

The Standard CRAMER-RAO BOUND (SCRB) [14] for the estimator of $\alpha$ with known ICI is given by:

$$\text{SCRB}_\alpha = \frac{1}{SNR} \left( \mathbf{F}^H_p \text{diag}[\mathbf{x}_p]^H \mathbf{F}_p \right)^{-1}$$
where $SNR = \frac{1}{\sigma^2}$ is the normalized signal to noise ratio. Hence, the LB of the MSE between $\alpha_l$ and $\hat{\alpha}_{des}$ is given by:

$$LB_l = MSE_{des_l} + G \times |\text{SCRB}_a|_{l,l}$$

(21)

In our case, the estimator of $\alpha$ is the LS-estimator ($i.e., \hat{\alpha} = A_{LS}$). Hence, (18) and (19) become:

$$MSE_l = MSE_{des_l} + \frac{1}{vN_c}g_l^H R g_l$$

(22)

$$\text{with } R = E[\Delta_p^H V \Delta_p^T] + \sigma^2 ||V||^2 I_{N_p}$$

(23)

$MSE_l$ (without ICI) = $MSE_{des_l} + \frac{||V||^2||g_l||^2}{vN_c SNR}$

(24)

V. SIMULATION RESULTS

In this section, we verify the theory by simulation and we test the performance of the iterative algorithm. The normalized channel model is Rayleigh as recommended by GSM Recommendations 05.05 [12] [13], with parameters shown in Table I. A 4QAM-OFDM system with normalized symbols, $N = 128$ subcarriers, $N_y = \frac{N}{2}$ subcarriers, $N_p = 16$

<table>
<thead>
<tr>
<th>Path Number</th>
<th>Average Power(dB)</th>
<th>Normalized Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-7.219</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>-4.219</td>
<td>0.4</td>
</tr>
<tr>
<td>3</td>
<td>-6.219</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>-10.219</td>
<td>3.2</td>
</tr>
<tr>
<td>5</td>
<td>-12.219</td>
<td>4.6</td>
</tr>
<tr>
<td>6</td>
<td>-14.219</td>
<td>10</td>
</tr>
</tbody>
</table>

TABLE II

The gain $G$ in (21) with $N = 128$ and $N_p = 16$

<table>
<thead>
<tr>
<th>$N_c$</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{g}$</td>
<td>1.17</td>
<td>1.39</td>
<td>1.73</td>
</tr>
</tbody>
</table>

pilots ($i.e., L_f = 8$) and $\frac{1}{2} = 2MHz$ is used. (note that $(SNR)dB = \left(\frac{E_{\nu}}{N_0}\right)dB + 3dB)$. These parameters are selected in order to be (with a scale factor) in concordance with the standard Wimax IEEE802.16e. The BER performance is evaluated under a relatively rapid time-varying channel such as $f_d T = 0.05$ and $f_d T = 0.1$ corresponding to a vehicle speed $V_m = 140km/h$ and $V_m = 280km/h$, respectively, for $f_c = 5GHz$.

Fig. 4 shows the evolution of MSE with the iterations in terms of SNR for $f_d T = 0.1$. It is observed that, with all ICI, the MSE obtained by simulation agrees with the theoretical value of MSE. After one iteration, a great improvement is realized and MSE is very close to LB of our algorithm especially in low and moderate SNR regions. This is because at low SNR, the noise is dominant with respect to the ICI level and, at high SNR ICI is not completely removed due to the data symbols detection error. Fig. 4 also shows that, for $f_d T = 0.1$ and $SNR \leq 30dB$, the MSE of the polynomial approximation $MSE_{des}$ is negligible and the main contribution of the MSE is due to the LS-estimator. In this case, we indeed have from (21) that $LB_l \approx G \times |\text{SCRB}_a|_{l,l}$ since $MSE_{des}$ is negligible when compared to SCRB. So, to find the smallest possible LB we have to choose $N_c = 2$, since $G$ increases in terms of $N_c$ as shown in Table II. However, at high SNR, LB is asymptotic to $MSE_{des}$ thus, the smallest possible LB will be with $N_c > 2$ (see Fig. 3).

Fig. 5 gives the BER performance of our algorithm for
than our algorithm in [1]. Moreover, our iterative algorithm performs better than the conventional methods and than our algorithm in [1]. Moreover, our iterative algorithm offers an improvement in BER after each iteration because the estimation of ICI is improved during each iteration. After two iterations, a significant improvement occurs; the performance of our algorithm and the SIS algorithm with perfect channel knowledge are very close. At a high SNR, it is normal to not reach the performance obtained with perfect knowledge of channel and ICI because we have an error floor due to the data symbol detection error. This error floor could be decreased by using a detection scheme better than the SIS scheme.

Fig. 6 gives the BER performance after three iterations of our proposed iterative algorithm, for $N_c = 2$ and $f_d T = 0.1$, with imperfect delay knowledge. SD denotes the standard deviation of the time delay errors (modeled as zero mean Gaussian variables). It can be noticed that the algorithm is not very sensitive to a delay error of $SD < 0.1T_s$. By using the ESPRIT method [10] to estimate the delays, we have a $SD < 0.05T_s$ for all SNR as shown in Fig. 7. When combined with the ESPRIT method, our algorithm thus has negligible sensitivity to delay errors.

VI. CONCLUSION

In this paper, we have presented a low-complexity iterative algorithm to estimate polynomial’s coefficients of multipath complex gains and mitigate the inter-sub-carrier-interference (ICI) for OFDM system. The rapid time-variation complex gains are tracked by exploiting that the delays are assumed invariant (over several symbols) and perfectly estimated. Theoretical analysis and simulation results of our iterative algorithm show that by estimating and removing the ICI at each iteration, multipath complex gains estimation and coherent demodulation can have a great improvement especially after the first iteration for high Doppler spread. Moreover, our algorithm performs better than the conventional methods and its BER performance is very close to the performance of SIS algorithm with perfect channel knowledge.
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