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Abstract. Here we present a new non-recursive minimal-time solution to the Firing Squad Synchronization Problem which does not use any recursive process. In 1962, E. Goto designed an iterative algorithm which uses Minsky-McCarthy’s solutions to synchronize in minimal-time. Our solution does not use any standard recursion process, only some “fractal computation”, making it a purely iterative synchronization algorithm.

Introduction

The firing squad synchronization problem (FSSP for short) has been the subject of many studies since 1957 when Myhill stated it and Moore reported it (see [Mo64]). We can state the problem as follows:

Does there exist a finite automaton such that a chain of $n$ (whatever $n$ could be) such automata would be synchronized at some time $T(n)$ after being initiated at time $t = 0$? Each automaton is connected with its two neighbors and is assumed to be structurally independent of the number $n$.

The synchronization is a configuration such that each automaton is in a so-called firing state which was never used before time $T(n)$ and the ignition configuration is a configuration such that every automaton but the first one of the chain is in a quiescent state.

Besides the fact that numerous papers were published about it and many different solutions were designed to solve the problem in various conditions, one of the very first solution made by Goto remained mythical for a long time. His courses notes are not available and Goto has not published his solution elsewhere. Many years later, Umeo (see [Um96]) was the first who tried to reconstruct it as he was able to talk to Goto himself who then gave him some old incomplete drawing. After that, Mazoyer (see [Ma98]) made a possible reconstruction of it but did not published it.
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In this paper we do not try to strictly reconstruct Goto’s solution but to use his main idea to build a new minimal-time solution with the following interesting characteristics in mind:

- the iterative process ensures that we do not need a complex discretization process;
- the set of signals used is small; we will see that an implementation will give us the opportunity to use only two different signals (slope 1 and slope 3);
- there is only one “cut” of the line;
- we want to obtain a solution whose energy consumption is lower than $n^2$;

1. The schema

Figures 4, 5, 6 illustrate the overall mechanism involved. Roughly speaking, we can say that the main idea, due to Goto (see [Go62]) is to split the line into successive sublines

the lengths of which are a sequence of powers of 2 ($2^0$, $2^1$, $2^2$, etc.), from the left and from the right. We will use this iterative decomposition to place some minimal-time firing squad. Of course it is possible to use any minimal-time solution, even the one we are constructing as Gerken did, but we choose to use some specific solutions able to efficiently synchronize powers of 2 - see [Yu08].

As it is not always possible to cover the line with such left and right sublines something must be built in the middle to ensure that the residue is also correctly synchronized, either ensuring some overlapping or filling the hole.

Different constructions are involved:

- splitting the line into successive sublines of lengths powers of 2 from the left;
- starting appropriate minimal-time solutions on the left sublines;
- splitting the line into successive sublines of lengths powers of 2 from the right;
- starting appropriate minimal-time solutions on the right sublines;
- filling the *empty space* in the middle of the line when necessary.

In the following we will always consider that cells of the chain are numbered from 0 (the left cell) to $n−1$ (the right cell) and that the time starts at 0.

2. Splitting the line into successive sublines of length $2^i$ from the left

Splitting a line into successive power of 2 is easy and is illustrated in Figure 1(a). Suppose that length $l$ has already been constructed in space, *i.e.*, the distance between the abscissas of the two sites $P'_i$ and $P'_{i−1}$ is $l$.

From $P'_i$ two signals are issued. The first, of slope 1, goes to the left until it meets the previous stationary signal issued from $P'_{i−1}$, then bounces back in the reverse direction until it meets the signal of slope 2 issued from $P'_i$ to the right. That crossing point $P'_{i+1}$ is the new starting point of the next construction. If we start with $l=1$, then it is easy to see that all powers of 2 are successively constructed in space.

The previous construction is due to Goto, but for different reasons that we will explain later, we need to also use another construction illustrated in Figure 1(b). Suppose that length $l$ has been constructed and that $P_i$ and $P'_i$ are located on the same vertical and distant by $l$. Then, the meeting of the signal of slope 1 issued from $P'_i$ and the signal of slope $\frac{3}{2}$ issued from $P_i$ is $P_{i+1}$ and is exactly at distance $2l$ (in space) from $P_i$. At the same time if we start a signal of slope 2 from $P'_i$, it meets the stationary signal issued from $P_{i+1}$
at point $P'_{i+1}$ distant from $P_{i+1}$ by $2l$. Then again it is easy to see that if we start with $l = 1$, all powers of 2 are successively constructed in space.

We shall also need the middle $P''_i$ of $P'_iP_{i+1}$ which is obtained by starting a signal of slope 2 from $P_i$.

Starting from $P'_1 = [1,1]$ then, with the preceding constructions, one can see that, for all $i \geq 2$, the constructed points have the following coordinates:

- $P_i = [2^i - 1, 3(2^{i-1} - 1)]$ (2.1)
- $P'_i = [2^i - 1, 2^{i+1} - 3]$ (2.2)
- $P''_i = [3.2^{i-1} - 1, 5.2^{i-1} - 3]$ (2.3)
- $Q_i = [2^{i-1} - 1, 5.2^{i-1} - 3]$ (2.4)

The previous signals and the above equations are more easily viewed with the help of Pascal’s triangle modulo 2 (which is obtained via Wolfram’s rule 60) as one can see in Figure 2.

### 3. Synchronizing left sublines

To synchronize the cells of the left constructed sublines, one can use the schema illustrated by Figure 3(a).

Every stationary signal issued from $P_i$ meets the return of the main signal (a line of equation $y = 2n - x$) at $S_i = [2^i - 1, 2n - 2^i + 1]$ where a minimal-time solution can be started with an initiator at right using the stationary signal issued from $S_{i-1}$ as a border.

### 4. Splitting the line into successive sublines of length $2^i$ from the right and synchronizing them

The construction is illustrated by Figure 3(b). As one can see, we use the left construction to build the right sublines. From every $Q_i$ a signal of slope 1 is started to the right.
until it meets the return of the main signal, then at that point a stationary signal is set up which will meet the symmetric counterpart of the return of the main signal issued from the middle of the line at a point named $S_i'$. From each of those points, a minimal-time solution can be started with an initiator at left, using the stationary signal issued from $S_{i-1}'$ as a border.

5. Filling the empty space

Depending on the length of the line it is necessary to carefully consider what happens in the middle of the line. Points $S_i$ and $S_i'$ are symmetric relative to the middle of the line. Depending whether $S_i$ is left or right to $S_i'$, the last left and right sublines overlap or not. A simple analysis shows that there exists three different cases to consider about the position of points $P_i$, $P_i'$, $P_i''$ relatively to the return of the main signal (signal of slope 1 issued from the left cell which bounces back from the right border).

Whatever be $n$, there exists $i$ such that one and only one of the following cases occurs:

1. $P_i$, $P_i'$ and $P_i''$ are all constructed before the main signal has returned and $P_{i+1}$ is not;
2. $P_i$ and $P_i'$ are constructed before the main signal has returned and $P_i''$ is not;
3. $P_i$ is constructed before the main signal has returned and $P_i'$ is not.

5.1. Case 1: $P$, $P'$ and $P''$ before

Figure 4 illustrates the case where there is an index $i$ such that $P_i''$ has been built before the main signal has returned and it is not the case for $P_{i+1}$. With the help of Eqs 2.1
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Figure 3: Synchronizing sublines

and 2.3, these two conditions lead to:

\[
\begin{align*}
5.2^{i-1} - 3 & \leq 2n - 3.2^{i-1} + 1 \\
2n - 2^{i+1} + 1 & < 3(2^i - 1)
\end{align*}
\]

then to

\[
\begin{align*}
2^{i+1} - 2 & \leq n \\
n & < 2^{i+1} + 2^{i-1} - 2
\end{align*}
\]

and the following equation holds

\[
2^{i+1} - 2 \leq n < 2^{i+1} + 2^{i-1} - 2 \tag{5.1}
\]

In that case synchronization is achieved by constructing the following firing squads:

- \( i \) minimal-time FS are started on sites \( S_k = [2^k - 1, 2n - 2^k - 1] \) (1 \( \leq k \leq i \));
- \( i \) minimal-time FS are started on sites \( S'_k = [n - 2^k - 1, 2n - 2^k - 1] \) (1 \( \leq k \leq i \)).

A special case has to be considered for \( S'_i \) as \( P'_{i+1} \) has not been built by definition. To build \( S'_i \) it is sufficient to compute \( Q_i = [2^i - 1, 5.2^{i-1} - 3] \) and its meeting point with the return of main signal, \( i.e. \) the meeting point of \( L : y = x + 2^{i+1} - 2 \) and \( L' : y = 2n - x \) which has abscissa \( n - 2^{i+1} + 1 \);

- an additional minimal-time FS can be started on site \( S_i \), propagates to the right and uses the stationary signal issued from \( P''_i \) as its end-of-line.

For this schema to work we must verify that:

- \( S'_i \) can always be built on time (it must appear before the middle of the line)
• \( S'_i \) must appear at the left of \( P''_i \), so that all cells in between \( S_i \) and \( S'_i \) can be synchronized by an appropriate FS.

We know that \( S'_i \) has coordinates \( n - 2^i + 1 \) and that \( P''_i \) has abscissa \( 5.2^{i-1} - 3 \) then we must have:

\[
\begin{align*}
\frac{n}{2} &\leq n - 2^i + 1 \\
n - 2^i + 1 &< 5.2^{i-1} - 3
\end{align*}
\]

which is

\[
\begin{align*}
2^{i+1} - 2 &\leq n \\
n &< 7.2^{i-1} - 4
\end{align*}
\]

which is implied by Equation 5.1

![Figure 4: P, P' and P'' before](image)

5.2. Case 2: P and P’ strictly before, P” after

Figure 5 shows what is constructed when there is an index \( i \) such that \( P'_i \) has been built strictly before the return of the main signal and that it is not the case for \( P''_i \). With the help of Equations 2.2 and 2.3, these conditions lead to:

\[
\begin{align*}
2^{i+1} - 3 &< 2n - 2^i + 1 \\
2n - 3.2^{i-1} + 1 &< 5.2^{i-1} - 3
\end{align*}
\]
which gives

\[
\begin{align*}
3.2^{i-1} - 2 &< n < 2^{i+1} - 2 \\
\end{align*}
\]

and the following equation holds

\[3.2^{i-1} - 2 < n < 2^{i+1} - 2\]  \hspace{1cm} (5.2)

In that case synchronization is achieved by the following constructions:

- \(i\) minimal-time FS are started on sites \(S_k = [2^k - 1, 2n - 2^k - 1] \) (1 \(\leq k \leq i\));
- \(i - 1\) minimal-time FS are started on sites \(S'_k = [n - 2^k - 1, 2n - 2^k - 1] \) (1 \(\leq k < i\));
- a minimal-time FS is started from \(S_i\) propagating to the right and using the stationary signal issued from \(P''_i\) as its end-of-line.

For this schema to work some conditions must be verified:

- \(P''_i\) must be constructible;
- \(S'_{i-1}\) must be at the left of \(P''_i\) so that the appropriate FS started at site \(S_i\) synchronizes at least the cells in between \(S_i\) and \(S'_{i-1}\).

We know that the abscissa \(x\) of \(S'_{i-1}\) is solution of \(2n - x = x - 2^i + 1 + 2^{i+1} - 3\), so that \(x = n - 2^{i-1} + 2\). So we must have:

\[
\begin{align*}
3.2^{i-1} - 1 &\leq n \\
n - 2^{i-1} + 2 &\leq 3.2^{i-1} - 1 \\
\end{align*}
\]

which gives

\[
\begin{align*}
3.2^{i-1} - 1 &\leq n \\
n &\leq 2^{i+1} - 3 \\
\end{align*}
\]

which is exactly the condition of Equation 5.2.

Figure 5: \(P, P'\) before, \(P''\) after
5.3. Case 3: P before, P’ and P” after

Figure 6 illustrates the construction when there is an index $i$ such that $P_i$ has been built before the return of the main signal and that it is not the case for $P_i'$. Then with the help of Equations 2.1 and 2.2, we have:

\[
\begin{align*}
3.(2^{i-1} - 1) & \leq 2n - 2^i + 1 \\
2n - 2^i + 1 & \leq 2^{i+1} - 3
\end{align*}
\]

thus

\[
\begin{align*}
2^i + 2^{i-2} - 2 & \leq n \\
n & \leq 3.2^{i-1} - 2
\end{align*}
\]

and the following equation holds

\[
2^i + 2^{i-2} - 2 \leq n \leq 3.2^{i-1} - 2 \tag{5.3}
\]

In that case synchronization is achieved by constructing the following firing squads:

- $i$ minimal-time FS are started on $S_k = [2^k - 1, 2n - 2^k - 1]$ ($1 \leq k \leq i$);
- $i - 1$ minimal-time FS can be started on $S_k' = [n - 2^k - 1, 2n - 2^k - 1]$ ($1 \leq k < i$).

Note that $S_{i-1}'$ is built by a special process issued from $Q_{i-1}$ as done in case 1.

For all this to work correctly, some conditions must be verified:

- $S_{i-1}'$ must appear on the left of $S_i$, such that an every cell will be synchronized.
- $S_{i-1}'$ must appear on time (before the middle cut of the line).

We know that the abscissa $x$ of $S_{i-1}'$ is solution of $2n - x = x - 2^{i-2} + 1 + 5.2^{i-2} - 3$ then that $x = n - 2^{i-1} + 1$. So we must have:

\[
\begin{align*}
n - 2^{i-1} + 1 & \leq \frac{2^i - 1}{2} \\
\frac{2^i - 1}{2} & \leq n - 2^{i-1} + 1
\end{align*}
\]

which gives

\[
\begin{align*}
n & \leq 3.2^{i-1} - 2 \\
2^i - 2 & \leq n
\end{align*}
\]

which is implied by Equation 5.3.

As for every integer $n$ , there exists $i$ such that $2^i - 2 \leq n < 2^{i+1} - 2$, from Equations 5.1, 5.2, 5.3, this proves the main result of this paper.

**Theorem 5.1** (Yunès). *The schema synchronizes every line of length $n \in \mathbb{N}$.*

6. Conclusion

A strict implementation of the preceding schema is possible but we would like to show how many interesting optimizations can be done.

First we can remark that if any minimal-time solution can be used to synchronize the sublines, every subline has a length which is a power of 2. Then according to Yunès and Umeo (see [Yu08] and [Um07]), we know that it is possible to synchronize a line of length $2^k$ with only 4 states, such solutions are algebraic and do not use any signal. Thus using such a construction will certainly lower down the total number of states.

But more than this, if we use one of these 4-state solutions then we can use them as the support for the construction of all the interesting points $P$, $P'$, $P''$ and $Q$ as one can see in Figure 2.
Now one can remark that there are only two kinds of signals: slope 1 and slope 3. And the signal of slope 3 is only used to cut the main line into two equal parts. We actually do not know if an explicit construction of this signal is necessary.

Besides the fact that such a schema is the very first one, one can observe that it has many interesting characteristics which probably nobody never thought about.
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