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STOCHASTIC STOKES’ DRIFT, HOMOGENIZED FUNCTIONAL
INEQUALITIES, AND LARGE TIME BEHAVIOUR OF BROWNIAN
RATCHETS

ADRIEN BLANCHET*, JEAN DOLBEAULT, AND MICHA} KOWALCZYK!

Abstract. A periodic perturbation of a Gaussian measure modifies the sharp constants in
Poincaré and logarithmic Sobolev inequalities in the homogenization limit, that is, when the period
of a periodic perturbation converges to zero. We use variational techniques to determine the ho-
mogenized constants and get optimal convergence rates towards equilibrium of the solutions of the
perturbed diffusion equations.

The study of these sharp constants is motivated by the study of the stochastic Stokes’ drift. It
also applies to Brownian ratchets and molecular motors in biology. We first establish a transport
phenomenon. Asymptotically, the center of mass of the solution moves with a constant velocity, which
is determined by a doubly periodic problem. In the reference frame attached to the center of mass, the
behaviour of the solution is governed at large scale by a diffusion with a modified diffusion coefficient.
Using the homogenized logarithmic Sobolev inequality, we prove that the solution converges in self-
similar variables attached to the center of mass to a stationary solution of a Fokker-Planck equation
modulated by a periodic perturbation with fast oscillations, with an explicit rate. We also give an
asymptotic expansion of the traveling diffusion front corresponding to the stochastic Stokes’ drift
with given potential flow.

Key words. Stochastic Stokes’ drift; Brownian ratchets; molecular motors; asymptotic expan-
sion; doubly-periodic equation; Fokker-Planck equation; moment estimates; contraction; transport;
traveling potential; traveling front; effective diffusion; intermediate asymptotics; functional inequal-
ities; sharp constants; Poincaré inequality; spectral gap; generalized Poincaré inequalities; spectral
gap; Holley-Stroock perturbation results; logarithmic Sobolev inequalities; interpolation; perturba-
tion; homogenization; two-scale convergence; minimizing sequences; defect of convergence; loss of
compactness.

MSC (2000): Primary: 26D15, 35B27; Secondary: 60E15, 80M40

1. Introduction. This paper is devoted to the analysis of the large time be-
haviour of the solution of

fi=Af+V-[VY(z—wte)f], zeR! ¢t>0. (1.1)

We are interested in the case where v is continuous, periodic: ¥ (y + k) = 1(y) for
any (y,k) € R? x Z? and will simply write 1 as a function of y € T? ~ [0,1)%.
Furthermore w € R is a constant and e € R? is a fixed vector, such that |e| = 1.
With these notations, ¢)(z — wte) represents a periodic potential in R? moving with
a constant speed w in the direction of the vector e, that is a traveling potential.
Problem (1.1) is a simple model describing diffusion of particles in the presence of
a periodic, wave-like potential. This problem is known as the stochastic Stokes’ drift,
see [11], a model in which particles suspended in a liquid and subject to diffusion
experience a net drift due to a wave traveling through the liquid. When v is periodic
but asymmetric, (1.1) is also a simple model of Brownian ratchet. When there is no
diffusion, the net drift of particles is equal to w when w is small, but decays to 0
when w is large. One may expect that in the presence of a diffusion the situation is

*EPI SIMPAF — INRIA Futurs, Parc scientifique de la haute-borne, 59650 Villeneuve d’Ascq,
France & Laboratoire Paul Painlevé, Université de Lille 1, 59 655 Villeneuve d’Ascq Cédex, France.
E-mail: blanchet@ceremade.dauphine.fr

fCeremade (UMR CNRS no. 7534), Université Paris-Dauphine, Place de Lattre de Tassigny,
75775 Paris Cédex 16, France. E-mail: dolbeaul@ceremade.dauphine.fr

*Universidad de Chile, Facultad de Ciencias Fisicas y Mateméticas, Depto Ingenierfa Matemética,
Blanco Encalada 2120, Piso 5, Santiago, Chile. E-mail: kowalczy@dim.uchile.cl

1



different since, due to the Brownian motion, some particles will move in the direction
opposite to the wave train. This is indeed the case and the asymptotic speed of the
center of mass is decreased by the diffusion. The effective diffusion of the particles
is also changed by the traveling wave. Surprisingly, it can be decreased or increased,
depending on w, an effect which is apparently not mentioned in the physics literature.
This last statement is perhaps less obvious although similar effects are already known
in the context of homogenization theory, see e.g., [26, 45]. To address the mutual
influence of transport and diffusion in the stochastic Stokes’ drift, we will analyze the
large time asymptotic profiles of solutions of (1.1). A first step will be to characterize
the speed of the traveling front and to show that it is asymptotically the same as the
speed of the center of mass of the solution. Then, in the reference frame attached
to the center of mass, a time rescaling transforms the traveling potential into an
oscillating term whose influence on the large time behaviour can be understood using
the tools of homogenization theory. A major difficulty is due to the fact that the
small parameter for the homogenization approach is actually 1/v/t, where t — oo
is the time variable. Moreover, several length scales have to be taken into account.
The position of the center of mass is of the order of ¢, while the typical size of the
front grows like v/¢. Typical relaxation rates are exponential at small scale, but of
the order of 1/v/t when measured globally in L'.

A key tool for the understanding of the stochastic Stokes’ drift rewritten in self-
similar variables attached to the center of mass, is the logarithmic Sobolev inequal-
ity for a Gaussian measure perturbed by a bounded oscillating potential, namely
dpe(x) == 21 e=9@/€)=121*/2 4z - Most of this paper is devoted to the analysis of the
large time behaviour of the solution to

1
uf:Au8+V~{xu5+EV¢(Z>uE}7 reRY >0, (1.2)

for e < 1. As for 1, we shall assume that ¢ is of class C2, periodic: ¢(y + k) = ¢(y)
for any (y,k) € R? x Z?, and simply write ¢ as a function of y € T ~ [0,1)?. If
w = 0, one can expect that (1.2) with ¢ = 1 gives a description of the large time
behaviour of the solution of (1.1) in self-similar variables, with ¢ ~ 1/y/t as t — 0o .
In the analysis of (1.1), ¢ and 1 are related but not equal if w # 0 (see Lemma 2.3).

Problem (1.2) has already been studied in the context of diffusive turbulent flows,
see [25, 36] and references therein. In particular in [25], and in a much more general
framework than ours, the homogenized limit of (1.2) is considered and the results are
stated in terms of bounded measures. Here we focus on the case of one-dimensional
potential flows. By using logarithmic Sobolev inequalities, we give a different type of
results based on the relative entropy with respect to the solution found by a formal
asymptotic expansion. Our point of view is not to homogenize (1.2) but rather con-
sider the limit ¢ — oo keeping £ small but constant. Using the associated logarithmic
Sobolev inequalities, we obtain stronger convergence results for the solutions of (1.1):
the two-scale convergence of measures is replaced by a strong convergence in L', and
estimates of the rates are deduced from the sharp constants in logarithmic Sobolev
inequalities.

The literature on the stochastic Stokes’ drift and Brownian ratchets is huge.
Let us mention a few introductory papers, and contributions which are relevant for
our purpose, from the physics point of view. As for the stochastic Stokes’ drift, we
first refer to [30], which contains many results of interest for our paper: there the
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asymptotic speed of the center of mass, or drift velocity, is computed in the case of
a sinusoidal traveling potential (also see [35, 21]) and the diffuse traveling front is
exhibited on the basis of numerical results.

Brownian ratchets generically refer to drift-diffusion models in which a time pe-
riodic forcing coupled to some asymmetry induces a transport at large scale which
would not occur without an explicit time-dependence. The denomination of Brownian
ratchets covers a large variety of models, which are believed to be of fundamental im-
portance for the description of motion at sub-cellular scale in mathematical biology.
Rocking ratchet models are related with traveling potentials, see [11]. The notion of
traveling potential and the connection with Brownian ratchets is explored in [15, 27].
We refer to [40] for the notion of tilted Smoluchowski-Feynman ratchet, which makes
an explicit connection between the stochastic Stokes’ drift and ratchet mechanisms.
See Remark 2.1 for more details. For introductory papers to ratchets and their ap-
plications in biology, see [35, 12, 41, 1, 7, 31, 33]. For more insight from the physics
point of view, see [40]. A broad historical perspective is given in [27]. An attempt
of typology can be found for instance in [41]. We will not give specific references for
instance to the ratchet and pawl model considered by M. v. Smoluchowski and R.
Feynman and suggest the interested reader to refer to one of the papers quoted above.
There are also many applications of ratchet models, for instance to SQUID devices,
which are out of the scope of this paper. Some issues, like effects due to the asym-
metry of the potential, which are important in specific contexts, are not relevant for
our approach, but corresponding references can be found in the above review papers
as well.

As far as mathematical issues are concerned, one can quote [32, 19, 18, 24, 9,
28, 38]. We also refer to the recently published book of B. Perthame, [37], for a
broader overview of transport issues in mathematical biology. Other references con-
cerning mathematical methods which are not directly connected with the stochastic
Stokes’ drift or Brownian ratchets, like results on functional inequalities or methods
of homogenization theory, will be quoted later in the paper, when needed.

This paper is focused on the mathematical description of the intermediate asymp-
totics of (1.1) and on the inequalities which govern the behaviour of the solutions
of (1.2). Qualitative properties — some of them are mentioned without proof in this
paper — are more relevant from the physics point of view and will be described else-
where, see [14]. Here we first study the large time behaviour of the solutions of the
stochastic Stokes’ drift. We perform a formal asymptotic expansion and give a sketch
of a proof in Section 2. The key tool is the logarithmic Sobolev inequality for the
measure dpu. , which corresponds to the unique stationary Gibbs state of (1.2). The
main effort in this paper is directed towards the study of the homogenized limit of a
family of functional inequalities, which interpolate between Poincaré and logarithmic
Sobolev inequalities, and govern the rate of convergence to equilibrium for (1.2), see
Sections 3 and 4. More precisely, we are interested in the limit of the sharp constants
of these inequalities as ¢ — 04 . We give a formal expansion in Section 3, state the
main result in Theorem 4.1, and give its proof in Sections 5 and 6 using a variational
approach. A statement on rates of convergence for the solutions of (1.2) is given in
Section 7.

2. Stochastic Stokes’ drift and logarithmic Sobolev inequalities. Con-
sider a solution of (1.1). A first case, which is particularly simple, is the case w = 0.
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Let R(t) := /1 + 2t. The function u defined by the change of coordinates

1 T
ft,z) = RT(t) u <logR(t)7 R(t)) ,

is a solution of
w=Au+V-(zu)+ RV (uVy(Rz)), reRI, >0,

u(t =0,2) = fox), xr € R,
where, in the new variables,
Rt)y=¢€¢" Vt>0.

For large values of ¢, we can formally regard ¢ = 1/R(t) as a small parameter and it
is reasonable to expect that the behaviour of the solution is well described by (1.2)
with ¢ = 4 in the limit e — 0 .

When w # 0, Equation (1.2) is also going to play a role in the large time behaviour
of the solutions of (1.1), but the description is not as simple as above. The combination
of the drift, which is time-periodic, and of the diffusion induces a motion of the center
of mass. The speed of displacement is known as the ballistic velocity, see [26, 45], or
drift velocity, see [35, 21].

As a preliminary step, consider the periodic problem in T¢ c R?

g =09+ V- (gVi(z —wte)), zeTd t>0,

g(t =0,2) = go(x) = ZkerO($+k)’ zeT?,

for which, by linearity of the equations (see [40] for more details), we get

g(t,.I) :Zf(t7$+k) V(t,’l}) eR* x T?.
kEZ

Moreover, like in [24], one can prove that g converges exponentially fast to a time-
periodic solution g, of (2.1) under some technical assumptions on ¢ . The solution
is unique by a contraction property along the flow, and so is also the unique time-
periodic solution.

Consider now a solution f of (1.1). Assume for simplicity that [, fo dz = 1.
Then [;, f(t,-) dz =1 for any t > 0 and we can define the position of the center of
mass by

zZ(t) :== /Rda:f(t,a:) dzx .

An integration by parts shows that

di
d—f:/Rdxft dx = —d Rde/J(a:—wte)f(t,x) dx

—d Z » Vi(z —wte) f(t,x + k) dx

kEZ

—d | Vi(zr—wte)g(t,z) dx

Td
N —d [ Vi(z—wte)gool(t,z) dx .
— 00 Td
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If we define
1
c= —d/ dt [ Vi(x—wte)goo(t,z) dz (2.2)
0 Td

then a more careful analysis of (2.1) even shows that % —c converges at an exponential
rate. Hence

Z(t)y ~ct as t— o0,

and it makes sense to introduce the change of coordinates

ft,x) = % U (log R, :C_;te> , (2.3)

with R(t) = v/1+ 2t as above, in order to understand the large time behaviour of f.
In the new variables, the equation is

u=Au+V(zu)+RV-[u(ce+ VY (Rz+ 3 (R*—1)(c—w)e))] .

At this point, we shall assume that d = 1 to simplify the discussion. The higher
dimensional case is similar. The time-periodic solution g., can also be written as a
function of © — wt (here e = 1) since the solution is unique and can be obtained as
follows. The function goo(t, ) = g.,(z — wt) solves the equation

(gw)ww + ((w + W) gw)m =0, (24)

with periodic boundary conditions. If we take a primitive of (2.4), we get that
T (go)e + (W+ ) g, = A(w) (2.5)

is constant. By taking one more integral of (2.5), using the normalization condition
fol gw(x) dz =1 and the definition of ¢ = ¢(w) given by (2.2), we get that

1 1
w—c(w):w/o gwdx—l—/o Y g, dv = Aw) .

Some elementary but tedious computations show that c¢(w) < w, limy, 0, c(w)/w >0,
c(w) is positive for large values of w, and lim,_. c(w) = 0, see [14]. As a digression
we observe that in general we have |¢(w)| # |¢(—w)|, when 9 has no simple symmetry,
which means that the average speed of particles in the stochastic Stokes’ drift depends
on the direction in which the potential moves.

REMARK 2.1. This feature of (1.1) is reminiscent of the Brownian ratchet mech-

anism. Actually, if f is a solution of (1.1), we may observe that f(t,x) = f(t,z—wt)
is a solution of

fo=Foat (w+y)f),, zeR,t>0,

a problem which is known as the tilted Smoluchowski-Feynman ratchet, see for in-
stance [40]. For more general drifts, this equation has also been considered from a
physics point of view for the understanding of flow reversals, under the condition that
Y is explicitly time-dependent, see for instance [7, 13, 22, 89, 41].
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We continue the analysis of the stochastic Stokes’ drift. After rescaling, the
equation for u becomes

U = Uze + (x ) + R[(¢(Rz — 5 (R* — 1) A(w)) + c(w)) u], . (2.6)

If we had w = ¢(w), we would get A(w) = 0 and the analysis would then be the
same as in the case w = 0. Such an equality is however false, and a more detailed
analysis is required. Let us continue our heuristic approach by introducing a two-scale
function U such that

u(t,x) = U(t,z;s,y) with s= % (R2 -1 Aw), y=Rzx,
in the large R = e’ limit. Using the chain rule, the equation for U is
Uy — AR*U,
=Uss +2RUqy + R*Uyy + (2 U)x + R*[(¢/ (2) +¢) U], + R(¥'(2) +¢) Uy,

with z := y —s. A closer inspection of this equation shows that it depends only on ¢,
z and z, and so we can write U = U(¢,x; z) as a function of ¢, x and z. With some
slight abuse of notations, U is a solution of

Up = B (Uea+ AUA[(#(2) + ) U], ) +R(2U.+(¥/(2) +¢) U) +(Usat(a V). ) -

Notice that the above equation can be obtained directly by looking for solutions
of (2.6) such that u(t,z) = U(t,x;2) with z :== Rz — § (R* — 1) A(w) in the large
R = et limit. Using ¢(w) — A(w) = w, we can rewrite the equation for U as
U, — Uy — (zU), = R2<Uzz + (w1 (2)U )z) + R(2 U, + (¢'(2) +c) U) (2.7)
where ¢ = ¢(w) . With the ansatz
U(t, 25 2) = go(2) h(t,x) + RTUD (t,2;2) + O (R72)

the terms of order R? are canceled in the equation. If we formally solve the equation
order by order, then, at order R, we find that

U(l)(th; Z) = gf.;l)(z) hw(t’ l‘) ’

where gﬁ,l) is given as a solution to the equation

)=+ (49 o) = 20002 = (#() + ) (2.8)

A necessary and sufficient condition for the existence of a solution to the above equa-
tion is the fact that the average on (0,1) of the right hand side of the equation is 0.

Since all functions are periodic and fol 9w (z) dz =1, we recover the condition

/0 V'(2) gu(2) dz 4+ c(w) = 0.

Notice that gu(}) is unique up to the addition of a constant and a multiple of g, .
Further assume that

1
/ g =0. (2.9)
0



At order R” = 1, the solvability condition is

This can be recovered by integrating (2.7) with respect to z, up to higher order terms.
Hence we obtain a modified Fokker-Planck equation

ht = Rw hzm + ($ h)r 5

where, using (2.9), the effective diffusion coefficient is given by

= 1+/ V'(2) g (2) dz . (2.10)
LEMMA 2.1. Let x be the unique periodic solution of
— (@' t+w) X =Y +cw) (2.11)

such that fol xdz =0. Then
1
:/ 11+ X2 9o dz .
0

—1
As a consequence, we have Kw\y_o = (fol e dz fol eV dz) and lim,, oo kK, = 1.

Proof. The expression of k,, is adapted from [26]. For completeness, we give a sketch
of the proof. First of all, the function y exists and is uniquely defined, as the minimum
of the strictly convex functional y +— fol (A2 + [¢ + c(w)]x) e =% dz on the

space {X € pcr( fo xdz = 0} The only property of x that we shall use is
that for any smooth test function f,

/1(11/4-0)de:/lx(f'+(1/)’+w)f>ldz.

0 0

from which it follows that

1 1
Hw:1_2/ X(gw)zdz_/X(w/""c)gde
0 0

using (2.8). A few integrations by parts and the fact that (g,). +w gw + %' g = A(w)
is constant allow to prove (2.11).

The limit case w — 0 follows from the observation that (X/ e’w)/ =¢'e V. An
asymptotic expansion in terms of 1/w shows the limit as w — 0. O

For large t, h(t,-) converges to

e 2 Ky
hoo = ’
(z) V2T Ky
and moreover,
[A(t,) = hoollL1r) = O (7). (2.12)
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To see this, it is sufficient to use the logarithmic Sobolev and the Csiszar-Kullback
inequalities as follows.

2
|z

Let u € L} (R?) be such that [p, udr =1 and define u, (z) = (270)~2 ¢~ 2= for
any o > 0. By the logarithmic Sobolev inequality, we have

/u10g<u>dm<o/ U
R U 2 R4

where /2 is the sharp constant. By the Csiszdr-Kullback inequality,

1 u
2
[u = Uo7 (ray < Z/Rdu log (%) dx .

It is then easy to check that (2.12) holds by computing % Jg b log (h/hso) da (see
Section 3 for more details).

2

Vu =z g

— 4+ —
u g

Summarizing our formal computations, we have found that
_ ) T ) -2 —t

with R = e’ and 2 = Rz —  (R? —1) A(w) . By undoing the change of variables (2.3),
we obtain in the original variables the following asymptotic expansion

w—c(w) i
flt,z) = {gw(x —wt) — &%gg)(x - wt)} m (1 + O(t_1)> .

The goal of this paper is to justify the above result. Under some simplifying
assumptions, we will prove that U(t, x; 2) — g (2) hoo () converges to 0, at an expo-
nential rate, see Theorem 2.6. The main tool is the logarithmic Sobolev inequality
associated to the measure dp(z) := Z7' e #@/9)=12"/2 4z ~see Theorem 4.1. Also
see Lemma 2.3 for the role of ¢ = —logg,, -

With the notations
LoU = U.. + U + ((w+¢'(2)) U)
LU= (2Us+ (W) + U )
Lo U= Uy + (z U)z - U

z

and U := Uo—I—R_l U; +R? Us,

Uo(t, x5 2) := gu(2) h(t, x) ,
Ui (t, z;2) == g\ (2) ha(t, z)
Us(t,x; 2) := gw2)(z) haeo(t, ) |

where g, and g&l) are defined as above repectively by (2.4) and (2.8), and g&z) solves

(92).. + (W + () 92 ) +2(). + () +) gl + (1= k) g =0,
8



it turns out that u(t, ) = U(t,z;2) with R = R(t) = €', z = Rz — 1 (R? — 1) A(w)
is a solution of (2.6) if and only if LU = 0. A careful computation shows that, in
general,

LU= —(L1U2+L2U1) Ly Uy .

R R2

2

z|

Consider ho (z) = ¢ 2" and define Uy, := % [Uoo 0+ R 1Us1+R2 Uoo,g],

2T Ky (t
with z = e’z — § (e — 1) A(w) and Usg 0(t, 73 2) := g (2) hoo(t, @), Uso (t, 25 2) ==
gu(})(z) hooo(t, ), Usoa(t, x; 2) := gff)( ) hoo 3z (t, ) . The coefficient Z is determined
in such a way that, with R = R(t) = €f,

T

/u (ta3Re— L (R~ 1) A(w)) da = 1.
Since Uy, is only an approximate solution, we have
Z 1
LUp==U,+—=F
u 7 Uoo + I

where F/U is a polynomial of order four in z, with bounded coefficients depending
ont,zr and z. Let us define

Uso(t, ) = Usg (t, 256" 2 — 1 (e — 1) A(w)) (2.13)
and

f(t,z) :==F (t,z;e' . — 3 (e* — 1) A(w)) .

The key observation, which is the reason why among various functional inequal-
ities, we are especially interested in logarithmic Sobolev inequalities is given in the
following lemma. Such an idea has been used for Brownian ratchets in [9, 24] and in
case of diffusions with source terms in [23].

LEMMA 2.2. Let u be a solution of (2.6). Then

d
T Rulog(uoo> dm——/Ru

Proof. The functions u and u., respectively solve the equations

9 .
Z f
dx + A +et [ —udr (2.14)

R Uoco

Ut = Ugy + (@,(ta ‘T) u)”ﬂ

and

Z
(uoo)t - (uoo)a:x + (@/(tﬂt) uoo)x - E Uso + e_tf 5

for some function ¢ . The result follows by writing

d u10g< ) dac*/ {1+log<u>} utd:cf/i(uoo)tdx
dt Uoso R Uoo R Uoo

9



and integrating by parts. O

As the next step of the proof, we need to relate the relative entropy fR u log(u/uss)

with the relative Fisher information [, |(log(u/uoo)) ? wdx . This can be done using

the following lemma.

LEMMA 2.3. Assume that ¢ is C2, periodic. There exists a function C = C(t)
which is positive, finite for t > 0 large enough, such that for any v € L*(R),

/Rv log (ui) do < C(t)/R

-1
Let K := (fol g dz fol g5t dz) . Then tlirgo C(t) = k/2 is positive and satisfies

«|

2

Yo _ LLOO)I vdx .

v Uoo

K 1 , -

— <k < — max g, - | min g, .
K/w K/UJ [071] [0>1]

Moreover, lim,_,oK/k, = 1.

Proof. The result follows from Theorem 4.1 with p = 1, K given by (3.7), ¢ :=

—log g., , after a change of variables x — z/,/k,, , and from Lemma 5.2. The limit of

K/ky as w — 0 has been established in Lemma 2.1. O

The main purpose of this paper is to show Theorem 4.1. To control the conver-
gence of u t0 U, we need to control the two source terms in (2.14).

LEMMA 2.4. With the above notations, if us is given by (2.13), then

limsup e
t~>+oop Z(t)

Proof. This follows from a direct computation. O

Next we have to control fR us fudz. To keep our results as general as possible,
we will assume that

limsup/ lz[* u(t, x) dr < oo (2.15)
t——+oo R
if w is a solution of (2.6). We expect that this property is true for a large class
of solutions, but have managed to prove it only under technical assumptions, by
constructing a super-solution as follows. ~

Let a(t, ) = U(t,z;2) :=Ugp+ R"* U1 + R™2 Uy, with z = 'z — § (e* — 1) A(w)
and 00 =g, B, 01 = gu(}) Bw ,Up = g&z) BII, and where h is the solution to

Loh=—petn, h(t=0,)=vy.

Here we choose n(z) := n1(z/0) + Ahoo, 0 > 0, and n; € S(R) is a smooth even
function such that nm(z) > 1/e if || < 1 and m(z) = exp(—|z|) if |x|] > 1. The
parameters u, v and o > oy are positive constants. Tedious computations that we
shall omit here show that

. dh
P

LU < —cpetnte”

4
Co |h$t| + Z Ck
k=1

10



for some positive constants ¢, cg, cx., k=1, 2,... 4. As a consequence for some
choice of the parameters p > 0, ¥ > 0 and ¢ > 0, and for some n > 0, arbitrarily
small, there exists 7'(n) > 0 such that £ (e?7(" — 1) A(w) is integer,

LU<O0 Vt>T(n)
and
w(T,z) > (hoo(gc)—n)+ =:B(x) VxzeR.

By undoing the change of variables and using the invariance by translation of (1.1),
we finally obtain the following estimate.

PROPOSITION 2.5. If v is C?, periodic and if u is a solution to (2.6) with a
compactly supported initial data fo such that, with the above notations, for some
K>0,

foSKB(e_T(”)m) VeeR,

then, u(t,-) < a(t+T(n),-) and as consequence, u satisfies (2.15).

Proof. By decomposing h on Hermite functions hy,(z) = wg(y) e 1¥/*/4 k € N, with
y=a//Fa, wo(x) = e /% and wy i (z) = V2 (&4 + Z) wy, for all k € N, it can be
proved that all coefficients, except the one corresponding to k = 0, decay like et As
a consequence, limsup,_, | o [¢ |#|* h(t,2) dz < co. O

Summarizing, we have the following result, on the intermediate asymptotics of
the solutions of (1.1), using the change of coordinates (2.3) with R(t) = v/1 4 2¢.

THEOREM 2.6. Assume that v is C?, periodic. Consider a solution u of (2.6)
and assume that (2.15) holds. Then for any § > 0, we have

Jim e~ (min(L =N 1y (4) — o[ 11 (ray < 00 .

It is noticeable that as soon as k > 1, the rate of convergence in L! is governed
by the logarithmic Sobolev inequality of Lemma 2.3. We know that K/k, < k,
lim,_oK/k, = 1 and at least for ¢(z) = sin(27 ), we numerically observe that
K/t > 1 for any w > 0.

3. Entropy methods and homogenization of functional inequalities. As
already mentioned, our approach relies on entropy methods based on a logarith-
mic Sobolev inequality. We shall actually study Poincaré and logarithmic Sobolev
inequalities, and a whole family of generalized Poincaré inequalities which interpo-
lates between the usual Poincaré inequality and logarithmic Sobolev inequalities, see
[10, 5, 34, 4, 17, 9]. We will establish the expression of the sharp constants for such
inequalities in the limit &€ — 0 and show that the large scale behaviour of the so-
lution is given by a Fokker-Planck equation with a modified diffusion. The method
applies to much more general equations, and drift forces which are not of the form
V(¢(z/e) +|z|?/2), but for sake of simplicity, we will only consider the case of Equa-
tion (1.2).

The strategy of entropy methods is quite simple. Let

o= bzl —a(z/e)

M Jra e~ 3lz2=9(z/¢) 15
11




be the unique stationary solution to (1.2) with mass M = [p,u®(t,z) dz (which
is always independent of ¢), and compute the time evolution of the convex entropy
E® [u€] of the solution to (1.2) as

d

Z EPRE ()] = 1 [l (t,)]
where
1 u \? U
@] -—
o=t [ |(GE) - ror (1)) e
and

2
€
uc, dx

o= [ ()7 ()

for any p € (1,2]. We will prove that, for any sufficiently smooth function u,

Lew EW ) < 10}y, (3.1)
P

for some positive constant Ce(p ), thus providing a exponential rate of decay of Egp ) [us(t, )],
which by the generalized Csiszar-Kullback inequality, see e.g. [9, 44], controls ||u® (¢, -)—
US|l Lr (e uz_dey - The rate is sharp if the constant is optimal.

The main purpose of this paper is to understand the limit of Cép ) ase — 0. Notice
that the case p = 2 in (3.1) corresponds to the Poincaré inequality (with respect to the
measure uS_dz), while in the limit case corresponding to p — 1, E)[u] converges to

E(l)[u] -:/ lu|? log [uf* dx
© 0 Jpa uSo|?

and (3.1) with p = 1 is a logarithmic Sobolev inequality. Inequality (3.1) will be
referred to as the generalized Poincaré inequality or the convex Sobolev inequality
following the definition of W. Beckner in [10] (in the Gaussian case), and later gener-
alized in [6]. Also see [17, 34] for related issues.

The main tools of our approach are variational. We perform a detailed analysis
of minimizing sequences. The difficulty comes from the fact that equality cases are
sometimes achieved only by trivial functions, e.g. constant functions in the case of a
Gaussian weight. E. Carlen and M. Loss proved in [16] that equality in the euclidean
logarithmic Sobolev inequalities, that is for Lebesgue’s measure on R?, occurs for and
only for Gaussian functions, which make simultaneously the entropy and the energy
terms equal to zero. In some cases, this can also be seen as a consequence of the
Bakry-Emery method, see [43], but this is not the case in the present framework.
Hence, one has to carry a detailed analysis of the convergence and handle possible
lacks of compactness.

Although not surprising from the point of view of homogenization theory, our
estimates differ by several aspects of standard problems which have been abundantly
treated in the literature. For instance, we deal with non compact domains, in func-
tional spaces with oscillatory measures and determine sharp constants even in cases
where there is no nontrivial solution to the Euler-Lagrange equations associated to

12



the corresponding variational problem. As far as we know, tools of homogenization
theory have not been used much in the framework of logarithmic Sobolev inequali-
ties and semi-group theory. We think that this is an extremely interesting field with
applications of large interest.

Let us start with an observation that provides us with a simplifying assumption.
Since adding a constant to the potential does not produce any change for the solution
of (1.2), we can assume that

/I["i e Wy =1. (3.2)

As a consequence, we observe that the function

7(z) == / e W) doy (y)
oTd

where do(y) = y - v(y) dog(y) , is such that, by (3.2) and because of the periodicity

of ¢,
/ T(2)dz = / do (y)/ e W) 4y = d.
T4 oTd T¢

Here we denote by v(y) the unit vector at y € T which is orthogonal to T and
pointing outwards, and by dog the measure induced by Lebesgue’s measure on OT¢.
Let zo € T be such that 7(z9) = d. Such a 2 exists if, for instance, 7 is continuous
and periodic. We shall from now on assume that zg = 0, so that

/aw e *Wdo(y)=d.

As a consequence,
/ Y-V, (e—¢(y>) dy=0. (3.3)
Td

Before going to precise statements, let us make a formal asymptotic expansion
which explains the qualitative behaviour of the solutions. Assume that the solution
of (1.2) can be written as

ut(t,z) = u® (t@, z _gw(J) +eu® (t,x7 z —6900) +e2u® (t,m, :c —€x0> +0(e%)
(3.4)

for some zg € T¢. By O(¢?), we mean that the remainder term is of lower order as
well as its derivatives with respect to x. Choosing xg # 0 is equivalent to shift ¢
of zo. Hence, by an appropriate choice of xy, we can impose that (3.2) holds. We
shall also assume that all functions y +— u() (¢, z,y) are periodic for any fixed ¢t > 0,
x € R Let

v(i)(t,x,y) =y (t,z,y) W i=1,2,3.

Injecting this ansatz for u®(¢,z) in (1.2) and formally solving the equation order by
order in e, we find that the functions u(? , i =1, 2, 3, solve the following equations.

13



At order e~2:
Ayu® + v, - (u(o) Vy(b(y)) =0,
that is v(©) does not depend on y. As a consequence, we have

V,u® = -V, ¢(y) ul® .

We may also observe that

/ u®(t,x) de = / v O (t, z) dz + O(e) ,
Rd R4

so that M. := [p, v (t,z) dz = M +O(e) ase — 0.

At order e~!:
Au +9, - (4D Vy6(y)) = =V - (29,00 + V() u®) = V,6(9) - Vau®
that is
v, (e—m) (Vyv‘” + va(m)) —0,
which amounts to write that
oW (t, z,y) = Voo O (t, ) - w(t, y)

where w(t, y) = (w;(t, y))?zl is a solution to the so-called cell equation, that is w; is,
up to an arbitrary constant, an y-periodic solution to

Uy (70 (Tyw;+¢5)) =0 (3.5)

and e; is the unit vector with coordinates (d;;)%;, where §;; stands for Kronecker’s
symbol. A solution of the cell equation is given by

for some constant c¢;; to be determined. Using the periodicity of w; with respect to y; ,
an integration on T¢ gives

0ij = Cij/ e?W dy
Td

o )
(Clj)zzl de 6¢(y) dy

Thus we have obtained that

e®
14



By the Maximum Principle, it is not difficult to see that w is uniquely defined if we
further assume that
/ wdy=0.
Td

u(l)(t7 xZ, y) - va(o) (SC) . w(t’ y) Gid)(y) .

This means

At order €% = 1:

u? =v,- (vyu@) 1y® vy¢(y)) 1V, - (qu(o) s u<o>>
+ V.- (29,00 + 9,00) u) +y- Vu®,
that is
ul = v, (e—¢(y> vyv@)) +V, - (va(O) + M<0>) 0]
+ V.- (2 V,ut) + V,6(y) u(l)) +y0®.v, (e’¢’(y)) .

We do not need to solve the equation for v(2) but can simply examine the solvability
condition which goes as follows. Formally integrate with respect to y € T¢ to get

[vt(o) e (va(o) + xv(o))} /d e W dy
T

= . [ Oy, (e—¢(y>) dy+/ yo© .V, (e—¢(y>) dy
Td Td

:vw./ V00 (t, 2, y) e~ dy
Td

d
9290 Ow.;
=3 v TY =) gy

8$i ail,'j Td 8y2

i, j=1
1
AL _/ ~6w) g
v de ed’(y) dy Td € Y
1
=N | —— 1] .
v de e‘i’(?:/) dy

where we have used the fact that v(°) does not depend on y, the periodicity in ¥,
an integration by parts, the condition (3.3), the solution to the cell equation (3.6),
and the normalization condition (3.2). Notice that if (3.3) does not hold, we can still
choose ¢ in (3.4) so that, in the second line,

/ (ro +y) -V, (eﬂb(y)) dy=0.
Td

The choice of xg in (3.4) is therefore determined by the solvability condition at order
€% = 1 in the formal asymptotic expansion. Let
K. 1 B 1
T de ed(w) dy de e—?) dy - de ed(v) dy
15
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and observe that K < 1 since by Cauchy-Schwarz’ inequality,

2
1= </ 1dy) < / e?®) dy/ e~ %W dy .
Td Td Td

The equation satisfied by v(? is
v =KA® 4+ V. (x v<0>) . (3.8)

The standard theory of the Fokker-Planck equations then shows that v(®) converges
as t — oo to

0) M2

'U( 2K

0o (J?) = (27TK)d/2 €
Moreover, with the notation (2.10), we observe that by Lemma 2.1,

Ku ey = K.

Summarizing, we have obtained that the solution u® (¢, z) of (1.2) can be written as
u®(t,x) = (v(o) (t,2) + e Vot z) - w (t, E) + 0(62)) e ?(2)
5

where w is a solution to the cell problem (3.5) and v(?) is a solution to the Fokker-
Planck equation (3.8), with diffusion coefficient K given by (3.7), which converges to

the Gaussian function v . Hence we have the following diagram:

L'nL? —3le1?-¢(=/s)  two-scale |2
us(t, x) —  uS (r) =M —3— TEEE M o= e 0W)
’ t—00 0 fRd eiélz‘ —¢(z/¢€) dz £—0 (2 ﬂ') /

I i

two-scale _ L'nL? _l=2
Ut (t, ,T) [_:_,_6 ’U(O) (t7 x) e »(y) tjo W e 2K e o(y)
(3.9)

It is interesting to observe that the diagram does not commute, and that the ho-
mogenized problem, that is, the limit of u® (¢, x) as € — 0, behaves for large values of ¢
like the solutions of a modified Fokker-Planck equation (3.8) with diffusion coefficient
K < 1. We shall see in Corollary 7.1 that, as t — oo, the rate of convergence in the
first line is given by

_ (p)
v — ugo |l Lo (e, (uz, )1t —vde) = O (6 2ce t/p)

where 2C§p)/p converges to K as ¢ — 0 for any p € (1,2]. Ast — oo, the rate of
convergence in the second line is determined by

10© — Uég)HLP(Rd,(vf)g))l—Pdw) -0 (e—Kt/p>

for any p € (1,2]. The goal of the rest of this paper is to establish the limit of Cép)
and to justify the above formal asymptotic expansion.
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4. Main result. On R? 3 z, let po(z) := Z5 ' e 1*°/2 where Zy = (2m)%/2 is
the normalized centered Gaussian function. For any € > 0, define

pe(x) = Z7 e /) po(x)  with Z, = / e @/ o (x) da .
Rd

The function ¢ is a periodic function of R% such that

¢(z) = ¢p({z}) VaoeR?

where [z] is the unique element of Z¢ such that {z} € [0,1)? ~ T and {z} = z — [z].
To the measures (ue)e>0, we associate the optimal Poincaré constants

2
Céz) = inf 7&@ |Vu2| dpe
Jgaw dpe =0 Jra lul? dpse
0%#ue HY(du.)

for any € > 0. Here the space H'(du.) = H'(R?, du.) is the completion of D(R) with
respect to the norm u — [ [p.(|Vul? + [u]?) dus}l/Q. We also define v := Z71e™?
with Z = [}, e”?dy and H] (T dv) as the space of functions in H}, (R%, dv) which
only depend on {z}. Under Assumption (3.2), Z =1.

We can also define the sharp constant in the logarithmic Sobolev inequality by

2
¢ = inf b Nu'\ Cliug
Vu +# 01d'u€ a.e. fRd |u|? log (m) dpie
ueH (dﬂa)

for any € > 0, and the sharp constant in a family of generalized Poincaré inequalities
which interpolates between the Poincaré and the logarithmic Sobolev inequalities

o | Vul? dpe
c = (p—1) inf . Jaa [Vl he ;
Vu # 0 du. a.e. Jga lul? dpe — (f]Rd |u|2/P dus)
u € H'(dp.)

where p € (1,2) is a parameter. See [4, 5, 6, 8, 9, 10, 17, 34] for more details. We
may observe that the above definitions are consistent in the sense that

im —— U e — U e = upPlog \ w5 — e
p—1y p— 1 R4 H Rd H Rd & fRd |u|2 d/LE H

When p — 2, one does not recover directly the definition of the Poincaré constant,
since

1 p
lim —— U luf? dpre — (/ 2/ due) ] :/ fuf? dpse — (/ [l dug)
p—2_ p— 1 Rd Rd Rd R4

is not equal tofRd |u|? dpe — (fRd u dus)z, but as already noted in [4], c? is equal to
the Poincaré constant.
With Oscra(¢) := maxpa ¢ — minga ¢, let

k := exp (—Oscra(9)) .
17
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THEOREM 4.1. Assume that ¢ is a C? function on T¢ . With the above notations,
for any p € (1,2],

lim C? =Kc{ .
e—04
Moreover, lim._q, W e kel kel
Here K is given by (3.7): K=1/ [}, e®W) dy , and we observe that K < 1 as soon

as ¢ is non trivial. In this paper, since we are dealing with the harmonic potential,

or equivalently, with the Gaussian measure, the constant Cép ) is explicit: C(()p ) = /2,
see [10], but our results are easy to generalize to other potentials which are uniformly
strictly convex, up to bounded perturbations. As far as we know, it is an open question

to determine whether lim. .o, 5(1) = KCél) or not.

It remains to check that C” is the constant which appears in (3.1). If we assume
that M = 1, which is not a restriction because of the homogeneity, we may observe
that, as a function of (,

p—1 e p—1 p
CHcﬁEip)[C(vum)z/”]:/ﬂw o] dpse + v ot /Rd |07 dpse

achieves its minimum as a function of ¢ > 0 for

¢! :/ [v|?P dp, .
Rd

The result then follows since

e ictwus ) = ol de— ([ o )|
- Rd R

4 CP
0 g0us ) = [ (7o due
D Jrd

and

5. Some preliminary results for the proof of Theorem 4.1.

5.1. An upper estimate. With e € S9! we use ue(z) = x - e, which is an
eigenfunction associated to 1, the first non-zero eigenvalue of —A + z -V, as a test
function. This gives a non explicit upper estimate for Cs(p ) for any € > 0 and allows
us to investigate the limit ¢ — 0:

lim lue |? due = gin%/d |Vue |* due =1,
-0 JRr

e—0 Rd

21/p 1 1
li P dp. =="=T(=+=),
81—>I% R |Ue ‘ He ﬁ <2 + p)

1ir%/ lue |? log |ue |* due = log2 — 2 + v ~ —0.729637 ,
E— Rd

where v &~ 0.577216 is Euler’s constant. The function

—1
k(p) = P . pe(1,2),
1—2/rp(1y1
VT 2 Tp
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is an increasing function on (1,2) such that lim, ;. 1/x(p) = —log24+2—~ =~ 1.37054
and 1/k(2) =1 — \/2/7 =~ 4.94767 .
LEMMA 5.1. Assume that ¢ € L>®(T9) satisfies (3.2). Then

lim C) < w(p)

5.2. Perturbations of convex Sobolev inequalities. Perturbing the measure
in the case of a Poincaré inequality is essentially trivial. In the case of the logarithmic
Sobolev inequality, this has been done by R. Holley and D. Stroock in [29]. More
general entropy functionals have been considered in [6], which cover all p-entropies
(see definition below). Also see [3, 17]. For completeness we give a simple proof of
this result.

Assume that for some probability measure du , the following convex Sobolev in-
equality holds

[ e - @ - ¢ ] de<c, [ @IVl du Vue B dw.

Here we denote by @ the average of u with respect to du: @ := [wdp. The left hand
side is what we call a @-entropy according to, for instance, [17]. Assume next that
dfi is a measure which is absolutely continuous with respect to du and such that

e ldu<dip<e %du pae.

for some constants a, b € R.

LEMMA 5.2. Under the above assumptions, if ¢ is a strictly convex C® function,
then

/ [o(w) — (@) — (@) (u — ©)] di < C, / o) [Vul? dfi ¥ u € H'(dp)

where @ := [udp/ [dp and Cp:=ebC,.
Proof. With the notation ¢’ = ‘Z—f , consider the function
b () = () —t' () + (D) u.
Its unique critical point is such that
d
0= —
dt
that is t = @. By computing
fr@) ="' (t) (@ —t),_; — ¢"(W) = —¢"(u) <0,

we observe that @ is the unique global maximum point of f. As a consequence,

[p(t) —t'(t) + "() u] = ¢"(t) (u—1)
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The result follows as a consequence of the following computation

e, [ wlvaPdnzc, [ w/var da

which completes the proof. O
uP —1—p(u—1)

p—1 !

COROLLARY 5.3. With the above notations, if ¢ is bounded on T, then for any
pe[1,2],

Lemma 5.2 applies in the case p(u) =

cw > ge—ows) .

5.3. Two scale convergence. Let us recall some standard results on the two-
scale convergence, taken from [2]. We will consider the space C>°(T?) of infinitely
differentiable functions u on R¢ such that u(z + k) = u(z) for any 2 € R? and any
k € 7%, and denote by L?(T?) and H'(T¢) the corresponding Lebesgue and Sobolev
spaces of periodic functions.

PROPOSITION 5.4. Let Q be an open set in R%. If (u:)eso 45 a bounded sequence

in L2(2), then there exists a subsequence of (ug)eso , still denoted by (u:)e>o, and a
function ug € L*(2 x T9) such that

lim ; ue(x) (33, g) dx = //qurd uo(x,y) p(z,y) dedy , (5.1)

e—0

for all smooth y—periodic function @. Moreover, (u:)->o weakly converges in L*(2) to

u(z) = /W ug(z,y) dy

and

lim [Jue |22 (@) = fluollzz@xrey 2 [lusllL2(0) -

Property (5.1) provides a definition of the two-scale convergence. The next result
is taken from [2, Proposition 1.14].

PROPOSITION 5.5. Let © be an open set in R and consider a sequence (ue)e>o
which weakly converges to u, in H'(Q). Then there exist a subsequence of (uz:)e>o ,
still denoted (ug)eso, which two-scale converges to u.. Moreover, there exists a
function u; € L? (Q,Hl(Td)) such that (Vug)eso two-scale converges to (z,y)
Vaus(z) + Vyui (z,y) .

We observe that uy is defined up to the addition of a constant. Similar results
could be stated in the framework of the periodic unfolding approach of [20], but since
the point of our paper is not to look for optimal regularity condition on ¢, we will
use the setting of the more standard theory of two-scale convergence.
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5.4. Some compactness properties. Recall that by Poincaré’s inequality,

with C(()Q) =1, we have
U —/ u djig
Rd

[ 1wuk am = [
Rd Rd'

By the logarithmic Sobolev inequality, with Cél) =1/2, we also have

2
duo Y ue H' (R dug) . (5.2)

2
/ |Vul? duo > Cél)/ lu|? log # dpo Y ue H (R, duo) . (5.3)
Rd R4 f]Rd [ul? duo

Also notice that
d 1
/Rd (|Vu|2 +5 u|2> dpo > 7 /R 2> [u]? duo Y u € HY(RY, duo) , (5.4)

which easily follows by writing that

2

u d 1
0< — dx = 24 2w ) d —7/ 2 |u|? dug .
_/Rdv< To) z /Rd<|VUI +QIUI) po = Rd\l‘l [ul* dpo

Summarizing, by (5.2), H'(R% dug) is embedded in L2(R% dug). By (5.3)-(5.4),
any bounded sequence (u,)nen in HY(R? dug) is such that (|u,|?)nen satisfies the
Dunford-Pettis criterion, which shows its weak compactness in L' (R?, dj) and there-
fore the compactness of (uy )nen in L2(R%, dug).

LEMMA 5.6. The embedding H'(R?, dug) — L*(R%,dug) is compact.

The interplay of the Gaussian measure with Lebesgue’s measure is essential for
getting moments, as seen above. Let us give a more detailed proof of Lemma 5.6 in
the framework of Lebesgue’s measure.

Proof. Let (un)nen be a sequence of functions in H'(RY dug) which is such that
IVunll72(pa gy < 1 and define uy, == v,/ \/hio :

1 d
/ |V |? duo = / |V, |? dz + 7/ |z|? |vn|? do — f/ |vn|? da .
Rd Rd 4 Jra 2 Jra

The last term is obtained by an integration by parts, and is bounded by assumption.
Hence [p. |Von|? dz and [o, |#]? [v,]? da are simultaneously uniformly bounded. Us-
ing the logarithmic Sobolev inequality, (5.4), we also know that

1
/ |un|2 1og|un|2 dpg :/ |vn|210g|vn|2 dx—i—logZO/ |vn|2 dx + 7/ |x\2 \vn|2 dx
R4 R4 Rd 2 Jra

from which it follows that [¢, [v,]? log |vn |* dz is also uniformly bounded. By Dunford-
Pettis’ theorem, (|v,|?)nen is weakly compact in L*(R%, dx). Denote by v the weak
limit in L?(R%,dz) of (vn)nen, after extraction of a subsequence if necessary. By
Sobolev’s embedding, we also know that v, converges almost everywhere to v. Hence
(|vn|?)nen weakly converges in L*(R9, dz) to |v|?, using:

lim [ty —ul® dpg = lim v, —v|? dx
n—00 Jpd n—00 Jpd

lim |vp|? dx +/ |v|* dz — 2 lim U v dx
R R4

n—oo n—oo Rd

lim v | dw—/ lv|* dz = 0.
d Rd

n—oo R

21



Notice that much more is known:
Vu, — Vu in L2(R? duo)
Vo, = Vv in L*(R?, dz)
v, — v in L*(RY, dx)
zv, = zv in L2(RY dr)
Tu, = zu in L2(RY, dug)
The same results as in Lemma 5.6 also hold under the weaker assumption that
(|Vun|?)nen and (Jun|)nen are uniformly bounded, thanks to Poincaré’s inequality,

(5.2). As a consequence of Lemmas 5.2 and 5.6, and of the results of Section 5.3, we
obtain the following result.

COROLLARY 5.7. Let (e,)nen be a decreasing sequence such that lim, . €, = 0
and consider a sequence (up)nen of functions in H*(RY, du.,)) such that ([Vun|?)nen
and (Jun|)nen are uniformly bounded. Then there exists a function u € H*(RY, dug)
such that, up to extraction of a subsequence, wu,, converges tou weakly in H*(R?, dug) ,
strongly in L*(R?, duo) and u, e=?@/%n) as a function in L*(R?, dug) two-scale con-
verges to u(x)e W) .

5.5. A uniform integrability estimate. Define A\, := 1/C§2).

LEMMA 5.8. Assume that ¢ € L>(T?). There exists a positive constant K. such
that, for any uw € H*(du.) with [p,u dpe =0,

/ ful? log uf? dpse
(951

1
< -+ KE/ |Vu|? du. + (1 + AE/ |Vu|? d%) log (1 + )\8/ |Vu|? dus>
e Rd Rd R4

where Q1 = {z € R? : u(z) > 1ae.}.

Proof. We recall that by definition of C§2) , using fRd u dpe = 0, we have

c§2>/ luf? dp. g/ Vul? dp. | (5.5)
Rd R4

Using the monotonicity of ¢ — ¢ logt on (1,00), it follows that

(/ |u2dua> log (/ Juf® due) < <1+/ Juf® due) log <1+/ Juf® dua)
]Rd Rd Rd ]Rd
< <1+)\€/ |Vu|? d%) log <1+)\5/ |Vu|? d%) )
Rd Rd

By definition of C'él) , we obtain

/ lu|? log [ul? du. < (1 + )\E/ |Vul? du€> log (1 + )\E/ |Vul? d,ug)
R4 R R4

1
+ C(l)/Rd \Vu|2 dﬂs . (56)
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Now, by (5.4), we have

/ |2? Jul* dpo < 4/ |Vul® duo +2d/ lul? duo -
R4 R4 R4
We can then write
e—\|¢\|Loo<Td)/ |x|2 |u|2 dpe < 4/ ‘VU‘Q djie —|—2d/ |u|2 dyse |
R4 Rd R4

which, combined with (5.5), amounts to

/|m|2|u\2du6sze"¢"Lw<Td>(2+dAa>/ Vul® dp . (5.7)
Rd R4

The neXQt step is an adaptation of the so-called Carleman estimate. Let Z. :=
Joe e~ 1*" du, . On Q| we have
1

U2
[t og af? + 1) de = [ lg(") e —Nog 7. [ Jul? dp.
Q¢ Q¢ Zz " elal Q¢

1 1
which is bounded from below, using Jensen’s inequality and the convexity of ¢t —
t logt, by

Juf? oo juf ) 20t
lo Z7lem el g
2(/ qudus> 10g</ UIzdus>-
o5 o

As a consequence, using sup,., —t logt = 1/e, we obtain

/ ful? log ul? dpse
Qf

—— [ Jul* tog uP? du.
Qg

1
glogze/ |u‘2due+,+/ || |ul® dpe
Qe e Qs

e 1
<1og(/de o dus>/dIUI2dus+€+/d|$IQIUI2dus~
Re Re Re

[ 1l tog el d.
QF

(5.8)
We conclude by writing
[ gl due = [l toguf? dpc + | [ Jul? log el .
Q Rd Qs
and using (5.5)-(5.8). O

Let Q4 := {x eER? : u(z) > A a.e.} for any A > 1. A straightforward conse-
quence of Lemma 5.8 is the following uniform integrability property.

COROLLARY 5.9. Assume that ¢ € L>(T?). With the above notations, for any
B > 0, there exists a C.(B) > 0 which depends only on € and B, such that, for any
uwe H'(dpe) such that [p,udpe =0, if [, |Vul? due < B, then

C.(B)
u2d€< < VA>1.
/QA' P < gty A2
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5.6. Interpolation between the Poincaré inequality and the logarith-
mic Sobolev inequality. We first recall a standard comparison result for the best
constants.

(p) (2)
LEMMA 5.10. For any p € [1,2], C2” < EC™.
Proof. Assume that p € (1,2). By definition of ci?) | for any u € H(du.),

2 du. — 2/p d p
Cép) f]Rd |u‘ e (fRd |u‘ ,us) < / |VU|2 dy. |
p— 1 Rd

Assume that v =14 nv and consider the limit  — 0. A Taylor Expansion at order
two in 7 shows that

2 2
= ¢l y? V [v|? dpe — </ |v] d:“'s)
p R4 R4

which proves the estimate. A similar computation also holds in the case p=1. O

u+om»5n{/|vm2w% —
R4

The next result is taken from [4] (also see [34] for an earlier partial result).

THEOREM 5.11. [4] For any p € [1,2], the following estimate holds

1 2 p\* c?
< L1 (20 e v am €
p—1 p 2cM

As a straightforward consequence of Lemma 5.10 and Theorem 5.11, we get the
following result.

COROLLARY 5.12. [4] If Ce(l) = %Cg) , then Cép) = gCE(Q) for any p € [1,2].

As observed by Latala and Oleskiewicz in [34], for a given u € H'(du.), the
function g(p) := p log ( [ga [u[*/P dp.) is such that

P 2
T (/ |u[*/P dua) q"(p)
]Rd

2
/m%mmeUWwWw%(/wwmwwg
Rd R4 R4

is nonnegative by the Cauchy-Schwarz inequality, so that g is convex. Hence f(p) =
e9P) is also convex because f”(p) = (¢”(p) + ¢'(p)?)f(p). This proves that, for any
pe (1,2,

flp) - Q@) Jra lul? dpe — (Jga |u|2/p)17 dpe
p—1 B p—1

2
< [ tog () = -
< [ o (i ) e = —£O)

There is however no a priori reason to expect that f”(1) should be finite for an
arbitrary u € H(du.) .
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6. Proof of Theorem 4.1.

6.1. The Poincaré inequality. We start with the case p = 2. As a consequence

of Corollary 5.7, for any € > 0, there exists a non-trivial minimizer u. to Ce(z) such
that [p, te dpe =0, [ga |ue]® dpe =1 and

_v. (e—émz—m/s) We(x)) = €y (z) e~ lal*~o(e/e) (6.1)

Let ¢ € D(RY) and ¢ € D(R?, C>(T%)). We test (6.1) by ¢ +¢c @1 (-, -/€) . Integrat-
ing by parts this yields

/Rd e [Vm@(fc) +eVazpr (:c, g) + Vyo1 (:v, g)} dpe

=cl /Rd ue [«p(x) +epr (:c g)} dyt.

As e — 04, up to the extraction of a subsequence, the sequence (uc)eso, not
relabelled, weakly converges in H'(R¢, dug) to some function wu, , and according to
Proposition 5.5, there exists a function u; € L? (RY, H'(T%)) such that (Vue)->o

two-scale converges to (z,y) — Vyu.(x) + Vyui(z,y). Let IC62) = lim, o, e

Taking the limit € — 04, we obtain a two-scale homogenized equation:
/ / [qu*(w) + Vyui(z, y)] [ngo(x) + V1 (z, y)] e~ 2172 gz dy (6.2)
R4 xTd
kP [ [ w@) e e o0 dnay.
Rd xTd
An evaluation with ¢ = 0 shows that u is given as a solution of
Yy [0 (Vyui () + Veua (@) | =0,

Exactly as in the introduction, this amounts to write that

ur (2, y) = Vaua(z) - w(y)

where w = (wj);l:l is the solution to the cell equation (3.5). Using (3.6), we find that

e?
Vyui(z,y) = [fwed’(y)dy - 1] Vaeug(z) .

By testing (6.2) with ¢ = u, (up to an appropriate regularization procedure if neces-
sary) and ¢1 = 0, and using (3.2), we get

Vous |

e :/d”/ A2 dpo -
- de ed(¥) dy o 0 na |u ‘ o

We can also observe that

/ Uy dpg = lim ue dpe = 0.
Rd

€—>O+ ]Rd
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Altogether this proves that

(2)
&) o )
Ky’ > Tre?® dy =KC)” .
On the other hand, it is not a priori granted that u, is optimal for C((f) . However, if
w is the solution of (3.5) and if we use
Ue () = ue(x) + € Vyue(z) w (g)

where ue(z) = x - e has already been defined in Section 5.1 and is optimal for Céz) ,
we find by two-scale convergence that

Vi | d
K& < lim —— Jgu [V Pe kel
€0+ fRd |tc|? dpe — (fRd Ue d.ue)
This completes the proof of Theorem 4.1 in case p = 2. O

6.2. The generalized Poincaré inequality. For p € [1,2), deciding whether
¢) is achieved or not by some non trivial function v € H'(RY du.) is a difficult
question. For e = 0, in the case p = 1, E. Carlen and M. Loss in [16] proved that CéQ)
is not achieved (equality in the logarithmic Sobolev inequality with Gaussian weight
holds only for constants, which are explicitly excluded when taking the infimum).
Here we establish a much simpler result which is sufficient to conclude in the proof of
Theorem 4.1. The following result is inspired by a result in [42] for the logarithmic
Sobolev inequality.

PROPOSITION 6.1. Let ¢ be a continuous function on T¢ and take p € (1,2),
€ > 0. Then, with the above notations, either

cl) < gcg)
is achieved by some non trivial function, or
p

Ca(p) =5 C§2)

is not achieved by any non trivial function.

Proof. Let u. be an optimal function for Cg(z) . An elementary computation shows
that

-1 Vul|? due
Cép) < lim (p2 )fRd Vug| 2# 5= QCE(Q)
n—ee fRd |ug| dpe — (fRd \U?| /p dﬂa) 2
where
" 1
ug =1+ — e -

Consider now a minimizing sequence (ty,)nen ,

lim (r—-1) f]Rd [Vun|? due —cw

n—0oo fRd ‘un|2 dﬂe - (f]Rd |Un|2/p d//fe)p R
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for which we additionally assume that [, |[Vu,|? due # 0 for any n € N and, using
the homogeneity, fRd |un|? due = 1. By Holder’s inequality,

P
(/Rd |un|2/p dﬂe) < /Rd |un|2 dpie ,

so that 6, = [ou|un|® dpe — (Jga |, |?/P dus)p < 1 for any n € N. Let § =
liminf,, oo Op .

If § > 0, then (u,)nen strongly converges to some function u in L*NL2(R%, dp.) ,
up to the extraction of a subsequence, and by lower semi-continuity, fRd |Vul? du. <

liminf, oo [ga |[Vtn|? dpe . Moreover, since [ |ul? due — ([pa |u|?/P due)p =§>0,
u is not constant and it is therefore a minimizer for Cép ),

If 6 = 0, then, up to the extraction of a subsequence, 7, := (fRd |V, |? dug)l/2
also converges to 0 and almost everywhere, lim,, ooty (2) = limy, o0 p = 1 where

Uy, 1= / U e
Rd

The sequence (vp,)nen+ With v, 1= % is such that, for any n € N,

1
/ ‘V'Un‘Q dﬂ\e:q, / U dpge =0,
R Un, R

On P
=2 02 :/ |1+77nvn|2 dﬂe_ (/ |1+77n7}n|2/p d,“/s) .
Un Ty, R R

For any p € (1,2), there exists a positive constant ¢, such that

2 2 —
‘|1—|—x|%—1—;x— p2px2’§cp(1—|—x2) VezeR.

Hence, for A > 1, large,

1 2 2 2-p
./Rd (|1+nnvn|p—1—pnnvn— o 77,211)721) dpe

n2

A2
S / fn U'n d/‘LE
lon|<A

+ CP/ (1+ vg) dpie
[vn|>A

where (f2)nen is a sequence of bounded functions, with a bound depending on A,
which converges almost everywhere to 0. The term f‘vn‘ <A fAv2 dp. converges to 0
by Lebesgue’s theorem of dominated convergence. On the other hand, by Corol-
lary 5.9, we get

1 C-(1/u?)
1+02) dp. < — + —L12
/Ivn|>A( +vy,) dpe < A2 + log A2

Summarizing, we have found that

2 2 2—p
/ 11+ 1 vn|? due = 1"‘*7711/ U, dpie + > 7772L/ U?m d/is+0(77721),
R p R p R4

=0
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_2(10—1)/ 2 2 2 1 1
671_ P Rdvn d#’E 77n+0(77n)+0 A2 +10gA N

Since fRd |Vo,|? due = 1, A can be chosen arbitrarily large and

(p _ P Jra [Von|? due n;,
Cl =2 lim 5 3 57 s
2 n=o0 Jpa of dpe 1 + 0(117)

it turns out that liminf,,_ fRd 0,21 dpe > 0, so that

2
o0 Py Jre[VOnl e p oy
€ 2 n—oo fRd v2 dpe 2 ¢
thus completing the proof. O

Proof of Theorem 4.1 if p € (1,2). Let (£,)nen be a decreasing sequence such that
lim, o €, = 0. Up to the extraction of a subsequence, if Céf) =& Cg) foranyn € N,
then lim, o Cgﬁ) = KC(()p )| Otherwise, Céi) < gCéi) for n large enough. According
to Proposition 6.1, Céfj) admits a minimizer. The same analysis as in the case p = 2

can be done, thus proving again that lim,_,. C¥) = KC(()p ), O

6.3. The logarithmic Sobolev inequality. The case p = 1 is not completely
understood. The lower bound on lim._.q, 5(1) follows from Corollary 5.3. The upper
bound is a consequence of Corollary 5.12. One can also get a direct proof as in the
proof of Proposition 6.1, by considering u :=1 —i—% ue where u. is an optimal function
for C§2) .

7. Rates of convergence. The rate of convergence of the solution of (1.2)

1 2
corresponding to uc(t,x) Lok ugo(x) in Diagram (3.9) follows from Theorem 4.1.

t—oo

Notice that [[u® — uS,|| 1o (. (us_y1-ran) < €210 (W0 (0))1 77 [Juf — uS,[| o (ra g -

COROLLARY 7.1. Assume that ¢ is a C? function on T¢. With the notations

of the introduction, if u is a smooth solution of (1.2), then there exists a constant
A = Alug] such that

—4.c®
||u€ — uioH%p(Rd,(uio)l_pdx) <Ae 4aCPtlp s

for any p € (1,2], where lim._o, 4C§p)/p =2K <2, and lim._,o, 4C§1) <2K<2.

Hence, it is not only that the average profile converges to v(?) which solves (3.8)
with a diffusion coefficient K, but also the rate of convergence which is modified by a
factor K.

Proof. By Theorem 4.1 and Inequality 3.1,
EP[u(t, )] < EPugle 417 vi>0.

If p = 2, the result is already proven. If p = 1, it follows from the Csiszar-Kullback
inequality, see, e.g., [44]. Otherwise, according to the generalized Csiszar-Kullback
inequality (see for instance [9], and replace Lebesgue’s measure by dy. ), we have

2

2 2—p
P 2p P P —1—p(v—1
(/ lv— 17 due> < — (/ v dus> / P ) dpe
R4 D Rd Rd p—1
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which, applied with v = u®/u_, gives the result. O
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