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Abstract—The paper presents an object segmentation approach
that combines optical flow and active contour modelto
characterize objects and follow them in video sequees. Our
aims is to discriminate moving objects from a stati background.
The approach is based on a minimization of a functiwal of
energy (E) which uses perceptual information in regns of
interest (ROI) in an image, in conjunction with a nixture of
Gaussian to model voxels of the background image drthose of
the visual objects. In this work, we compute the djcal flow then
we use the result of the optical flow as an inputni an active
contour model. Experiments with a number of test sagences are
promising and extend the humerous works on this syéct.

Keywords : Optical Flow, Active Contour, Tracking, |mage and
Video Segmentation

INTRODUCTION

A fundamental step for video/image retrieval byteon is
the calculation of the visual features. In contexte most
relevant content consists in represented subjatiierthan the
whole scene. The distinction between focused abjectd
background permits to calculate the visual featwk®ach
object alone, making more effective the retrievabkkt
Segmentation of moving objects from a video segeds@an
important task whose applications cover domaing dike
video compression, video surveillance or objecbgadtion.
Image segmentation, widely employed in medical imgg
computer vision, production quality control, e the process
to extract meaningful regions from an image. Howgtke
definition of meaningful region is dependent frorhet
applicative context. Generally, an image segmearighrocess
should capture image parts that are perceptudiyaat. The
definition of what is perceptual relevant charages any
segmentation method. In this work, the meaningfglons are
these related to the focused objects that are imomoMany
image segmentation techniques can be found imlitez. They
can be roughly classified in region-based and aorbased
approaches. More recently [1-2], it was suggestatlit should
be possible to follow edges in images by suggestingrve in
an image, and then letting the curve itself mova teuitable
shape and position. This curve should have phypicaierties
like elasticity and rigidity, and be attracted bgges in the
image. For the contour to be attracted to edgdseiimage an
energy image is created, which has high values aviiee
original image has edges and low values otherwidee
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attractor image gives the contour a potential eneby
summing the energy in the points the contour pastbe
contour itself has an internal energy level detaati by its
shape and by minimizing the total energy one ainessanooth
contour that follows the original image’s edgeslwel

Since we can distinguish moving objects from static
elements of a scene by analyzing norm of the dpfloav
vectors, this one is incorporated in a region-baaetive
contour model in order to attract the evolving oamtto
moving objects contours. Optical flow aims to measuotion
field from the apparent motion of the brightnesdtgra.
Computation of the optical flow can be achieved rbgny
different methods, among a large literature [3-4].

Our objective is to construct a segmentation metidd to
identify what properties characterize objects aistirdjuish
them from other objects and from the background Tibe of
optical flow procedures together with other segraton
techniques has been already exploited in other svi&ik but to
the end to get a more accurate estimation of théoméeld.

In this work we have used a modified Active Contour
Model, in order to fit contours to shapes in 3D ges. This
includes finding good ways of representing thevactiontour
as well as how to iterate and control the contdhe operator
suggests an initial contour, which is quite clas¢he intended
shape. In 3D the image, force is defined in theesway as in
2D, but the internal energy has to be calculated slightly
different way, which also leads to a modificatidrtiee Euler-
Lagrange-equation. To improve the detection stdgeenergy
criterion and the evolution equation are defined-gimension
and we combine active contours with an implemeotatf
optical flow. There are different ways to perfornoving
objects segmentation , using different mathematézdiniques.
Our aims is to discriminate moving objects from tatis
background. In this work, we compute the opticahfthen we
use the result of the optical flow as an input m active
contour model. We used optical flow to detect zowbgre
there is real activity. Then, one carries out tiededtion of
objects of interest in these zones. A preprocessidgrivative
of the optical flow field is used to delimit zongswhat the
energy function is minimized, to segment out theeeh
dimensional objects from video sequence.

The first task of the algorithm exploits the cueeni
motion analysis for moving area detection. Contbased



segmentation is a difficult task if we use the ogitiflow as an
input of our video segmentation. Such a functionmsre
related to a region information as consequenceidbha to
incorporate region information from the inside amdtside
seems more natural than using this function as deyn
potential.

The proposed method has been developed as a
processing stage to be used in methodologies awid for
video/image indexing and retrieval by content.

The remainder of the paper is organized asvall The next
section summarizes the optical flow estimation. tisac 3
describes tracking and the active contour modeselttion 4,
results and evaluation are provided, and finallynatuding
remarks are offered in section 5.

OPTICAL FLOW BASED 2D+T ACTIVE CONTOUR M ODEL

Optical Flow

The optical flow intrinsic image is a vector flovelfl that
records, point wise, the instantaneous velocity pattern
displacements within the plane of image formatlois widely
recognized that the optical flow function must lbbjected to
further processing in order to recover surfaces/anghapes
whose identity, location, size, attitude (slat &}, rotation,
and translation parameters are canceled within
spatiotemporal patterns of the time varying optit@b field.
At least three criteria are generally judged tdrbportant for
rating the performance of optical flow methodssEioptical
flow methods should lead to flow fields that haveghh
resolution in both space and time. The optical fleector

obtained at each spatiotemporal point should atelyra

represent the velocity within a small volume dV=(dy, dt) of
image (space, time) rather than representing treraged
velocity over a more extensive volume of space tnmb.
Second, flow derivation methods should be suffityegeneral
to be applicable to a wide range of natural imagatiger than
require strong restrictions on the image formapoocess and
scene content. Third, optical flow methods shoutdt he
overly sensitive to noise, which is introduced, éaample, by
censor electronics [6].

We describe here the optical flow: This is the appta
motion of the brightness patterns across the inpday®e. This
is based on the assumption that if an object claitg@osition
across frames then its intensity pattern remaies#me. Given
a continuous image f(x,y,t), one can form the Tayeries
expansion of this function as:

f(x+dxy+dyt+ dtE f(xyt)+ fxdx+ fydy+ fidt +higher

order terms
where fx=0f /10X .

According to the optical flow constraint (OFC), ebj
movement in spatial-temporal domain will generaighiness
patterns with certain orientations. We suppose tthatoptical
flow is constant on a neighbourhood of each pixetd]
neighbourhood).We define the brightness constanogtcaint
equation (OFC) for standard 2D optical flow asfiren:

QX , o 20w (£ 1, ).y )=—f, = Ofve £=0

Horn and Schunk [7] suggest an alternative mettard f
disambiguation based on relaxation. The spatioteatpo

pr%r_adient method vyieldsIfv=—fi where [If =(fx,fy)and

\=(WVy ). The ambiguity problem is solved subject to a
smoothness constraint given in terms of measurg@dhtns,
DZ(Vx)and DZ(Vy)

The laplacians can be approximated IEI§(\A<)=V><—\_IX

and [ 2(w )=Vy_\_/y are be the average velocity components for

some image neighborhood. The derivation of an wniqu
solution results from the minimization of a speciénergy
function given as:

EX(xyF O fv+ fi 2+ (020 )2 H D2 (w )]

The first term ensures that the solution is a close
approximation to the spatiotemporal equation, wthitesecond
term introduced by a Lagrange multiplier ensurestorefield
solution smoothness. To minimize the energy fumcko one

th
Ras to set the derivative pe(naﬁ,aﬁ) equal to zero. This
OV aVy

yields the following equation:
A2+ £t fx vy =2y, — fx i
fx A2+ f2w=A2v,— fy fi

Assuming that 02[[1?(w )] /0=l |, the solution to the
system of equation is,

szﬁ— fx—% and Vy=V_y— fy—%

The iterative algorithm for multiple frames is :
t=0
Initialize ¥ (Xy,0) and Vv (Xy,0)

For t=1 until max frames do

v (XY W (Xyt—1)- fxg

¥ (Y8 ¥ (xyt-1)- fy 5

EndFor

Active Surfaces

Deformable statistical models have proven to behliig
useful in many applications. Especially with regpedo
segmentation tasks, they can be very effective thadefore
they form an active field of research.

There are two well-known active contour segmentatio
methods: Geodesic Active Contours by Caselles.g8hband



Region Competition by Zhu and Yuille [9]. In bothethods,
the evolving estimate of the structure of inteissepresented
by one or more contours. An evolving contour islesed
surface C(x,y,t) parameterized by variables x, ¢ laythe time
variable t. The contour evolves according to thiofdng
partial differential equation (PDE):

0 -EN
ot Cxybh=FN

N is the unit normal to the contour, and F represdme
sum of various forces that act on the contour m tiormal
direction. These forces are characterized as iateamd
external: internal forces are derived from the tooris
geometry and are used to impose regularity comssrain the
shape of the contour, while external forces incoafm
information from the image being segmented. Actieatour
methods differ in the way they define internal amdernal
forces. Mean curvature of C is used to define titerinal force.

We use a regularized function in the energy. Wepsap
that the statistical parameters can be estimatetegpective
region. Then , the functional energy exhibit thikofeing form,

E(C)= j [[ 4o (xy)dxdydtr [ [hou (xys)dxdydt

out

where the integrands,kand k, depend on f.

Domain Cin (inside C) represent objects to detelitien
Cout (outside C) represent background.

For example, the piecewise-constant segmentatiatehud
Chan Vese [10], utilized for the experiments favarsurve
which yields the least total squared error appraxiom of the
image by one constant inside the curve and anathiestant
outside the curve:

kin=(f —4n )2 andkout=(f —Liut )2 where fin and Lbutdenote
the mean values of finside and outside C.

In our case, we computed voxel probabilities P. gitudability
that f(x,y,t) is drawn from the spherical Gaussiistribution
{,LI,U} is denotedP(f |,u,0’) and can be estimated using:

1
P(f - I e_ﬁHf_M"H
( |,U,U) (U\/ZTP

In many cases, the basic RGB components may provic%]

very valuable information about the environment.wduer,

the perceptual models, such as HSV or HIS, are im¢tudive

and therefore enable the extraction of characiesisiccording
to the model of human perception. Our goal is theiton of

the image sequence into homogeneous regions witlurcor

texture properties in its interior. We considerhe@® region
modelled by a three-variant Gaussian distributiBn.the mean
vector and the covariance matrix characterises dbleur

region behaviour and the probability of a voxef pelonging

to a 3D region Ri is given by:

p(f,»|u,o—)%e—;(?j—m ) (F =)

27y

is the voxel colour vectorg, is the colour

—

where f j

mean vector of the region i ard, its covariance matrix.

In [11] we proposed a method which combines active
contours with an implementation of optical flow. Wxtended
the energy formulation of active contour by inchglian
additional force resulting from the calculation tbe optical
flow.

In this work, we propose to use the result of tpécal
flow as an input in an active contour model. Motietection
produces a coarse motion mask as described irefii. Each
pixel of an image frame f(x,y,t) is classified a®wimg or
stationary by exploiting the result of the corrasgiog optical
flow and a motion blob mask is obtained. Obtaindygect
masks are further refined using mathematical mdggyoand
holes in the motion are filled. Then, active comgoare started
from the motion blob boundaries and evolved towaling
object boundaries. Since the active contour segatientrelies
on the color or intensity differences between baskgd and
foreground in the motion mask , the method is nstable and
robust across very different appearances, non-hensms
backgrounds and foregrounds.

RESULTS

To validate the method that we have described, we
implemented a moving and tracking object segmeontati
system. The figure 1 shows optical flow results $ample
frames in our test bed sequences. As can be smarFgurel-
a, certain objects can contain holes due to apepublem.
We refined the detection stage using mathematicaphology
to fill holes and eliminate noises in the motiorheR, the
motion mask is deduced .

Generally, pixel movement is sensitive to movingddws
and illumination changes that can alter object shaand can
result in false detections, making detection aadking of real
object nearly difficult. The parameters for the ioalt flow
method use a neighborhood size W = 9x9x9 and dlitha

The 2D +t optical flow method produces less noiag a
ore compact foreground masks compared to pixeedas
ackground subtraction methods or 2d , since igirdtes
temporal information from isotropic spatial neighilooods.




Figure 3:Images sequences

Figure 4:Active contour results with optical flonask

Figure 1: 2d+t Optical flow results and Motion mask

Figure 2 shows the resulting object segmentatiagheaend
of active contour evolution in the image. Active ntaur
evolution moves the contour from initial contoursvards
object boundaries. The method refers to the backgto
estimation method by mixture of Gaussians.

Figure 2: Active contour extraction for our benchiknsequences:

If the sequence collects noise like movement, & csitical
for persistent object segmentation and tracking.

DiscussiON AND CONCLUSION

In this paper, we have proposed a method of segmgent
2d+t images based on optical flow and active cantoadel.
This allows bridging the semantic gap from the l@vel
description. The evaluation showed that the propp@gproach

. . . ives good results according to our test. Nevesdwl
non-moving regions such as part of the ground, Zxbtical 9 . X : .
flow successfully identifies only the moving objecfThen, SCMEtimes two problems with motion blob detectios a
active contour evolution moves the contour from thetion (1) holes: motion detection produces holes insittsv s
mask boundaries inwards toward object boundaries. moving homogeneous objects, because of the aperture

Figure 3 illustrates the effect of contour refinenmside problem.

the motion mask. Active contours can separate tbjgge to (2) inaccurate object boundaries: motion blobs larger
high color contrast of regions of interest (RO#hpared to  than the corresponding moving objects, because treggons
background. The approach refine object boundaried a actually correspond to the union of the moving objecations

segment objects into individual masks. In figur¢hd input  in the temporal window, rather than the region ied in the
image sequences and its segmented representatighewn, current frame.
the segmented blobs reflect the semantic objects.

While image sequences particularly sequence 2-gaiton



The combined approach produce dense and accuttitalop
flow fields. It provides a powerful and closed reggntation of
the local brightness structure. We construct a segation
method able to identify what properties characteibjects
and distinguish them from other objects and frone th
background. Also, the method integrate perceptual
informations of the color and texture propertiesomder to
better detect the object that has to be segmented.
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