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ABSTRACT. This paper is concerned with the study of a geometric flow whose law involves
a singular integral operator. This operator is used to define a non-local mean curvature
of a set. Moreover the associated flow appears in two important applications: dislocation
dynamics and phasefield theory for fractional reaction-diffusion equations. It is defined by
using the level set method. The main results of this paper are: on one hand, the proper
level set formulation of the geometric flow; on the other hand, stability and comparison
results for the geometric equation associated with the flow.

Keywords: fractional mean curvature, mean curvature, geometric flows, dislocation dy-
namics, level set approach, stability results, comparison principles, generalized flows
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1 Introduction

In this paper, we define a geometric flow whose law is non-local. We recall that a
geometric flow of a set € is a family {€;};~0 such that the velocity of a point z € 9,
along its outer normal n(z) is a given function of x and n(z) for instance. In our case, this
velocity does not only depend on z and n(z) but also on a fractional mean curvature at x.
Our motivation comes from two different problems: dislocation dynamics and phasefield
theory for fractional reaction-diffusion equations.

1.1 Motivation and existing results

Mathematical study of non-local moving fronts recently attracted a lot of attention
(see in particular [[J] and references therein). An important application is the study of
dislocation dynamics [J].

Dislocation dynamics

Dislocations are linear defects in crystals and the study of their motion gives rise to
the study of a non-local geometric flow. In recent years, several papers were dedicated to
this problem. We next briefly recall the results contained in these papers.

A dislocation creates an elastic field in the whole space R?® and this field creates a
force (called the Peach-Koehler force) that acts not only on the dislocation that created
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it (self-force) but also on all dislocations in the material. We restrict ourselves here to
the case of a single curve. We also assume that this curve moves in a plane (called the
slip plane).

The level set approach [B4), [3, [[G] is a general method for constructing moving inter-
faces. It consists in representing €, as zero level sets of functions u(t,-). The geometric
law satisfied by the interface 0€); is thus translated into an evolution equation satisfied
by w. This approach is used in [B] to describe the dynamics of a dislocation line. If 9 is
the zero level set of a function u(t, -), the following non-local eikonal equation is obtained

owu = (c1(x) + K[z, u])| Dul

where ¢; is an external force and [z, u] is the Peach-Koehler force applied to the curve
(N = 2 in this application).

We briefly mentioned above that the Peach-Koehler force is created by the curve. Let
us be a bit more specific. This force is computed through the resolution of an elliptic
equation on a half space (corresponding to the law of linear elasticity). This equation
is supplemented with Dirichlet boundary conditions. On one hand, the boundary datum
equals the indicator function of the interior of the curve. On the other hand, loosely
speaking, the force on the curve equals the normal derivative of the solution of the elliptic
equation. Hence, the integral operator which defines the Peach-Koehler force is a Dirichet-
to-Neumann operator associated with an elliptic equation. In particular, the operator is
singular.

In order to define solutions for small times, the authors of [f consider a physically
relevant regularized problem and x|z, u| reduces to

/ co(z)dz
{z:u(2)=>0}
with ¢g € Wl’l(RN).

The magor technical difficulty of this paper is that ¢y does not have a constant sign and
consequently, solutions corresponding to ordered initial data are not ordered; in other
words, comparison principle does not hold true. In particular, this is one of the reasons
why solutions are constructed for small times. If ¢; is assumed to be large enough, Alvarez,
Cardaliaguet and Monneau [f] managed to prove the existence and uniqueness for large
times.

The difficulty related to comparison principle is circumvented in [I9 by assuming that
the negative part of ¢y is concentrated at the origin. The Peach-Koehler force s[z,u] (in
the case of a single dislocation line) is defined in [[9] as

/ Sign(u(z + 2) — u(z))co(2)dz = /

co(z dz—/ co(z)dz (1)
{z:u(z+2)>u(z)} {ziu(z+2)<u(z)}

where sign(r) equals 1 if r > 0 and —1 if » < 0. After an approximation procedure, the
problem can be reduced to the study of

aU = [cl(x) + / Uz +2) — U(:c))co(z)dz} DU
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where ¢y is smooth, non-negative and of finite mass. We used the letter U instead of u
in order to emphasize the fact that a change of unknown function is needed in order to
reduce the study of the original equation to the study of this new one.

A second important remark is that solving such non-local etkonal equations does not permit
to construct properly a geometric flow. More precisely, if the initial front 9€) is described
with two different initial functions ug and vy, it is not sure that the zero level sets of the
corresponding solutions u and v coincide. In other words, the invariance principle does
not hold true.

Still assuming that the negative part of ¢q is concentrated at the origin, a good geo-
metric definition of the flow is obtained in [[[7] by considering a formulation “a la Slepcev”
of the geometric flow. The equation now becomes

Oyu = {cl(x) +/ co(2)dz || Dul . (2)
{zwu(t,z+2)>u(t,x)}

We point out that, with such a formulation, we cannot deal with singular potentials cq.

Notice that in [I7], several fronts move, and they are interacting. The motion of a
single front is a special case. Eventually, existence results of very weak solutions in a very
general setting are obtained in [[J] and uniqueness is studied in [fj.

In [[T), it is proved that if ¢(z) is smooth and regular near the origin and behaves
exactly like |z| 7 =1 at infinity, then a proper rescaling of (f]) converges towards the mean
curvature motion (see Proposition [] and Theorem f below).

We finally mention that Caffarelli and Souganidis [[I] consider a Bence-Merriman-
Osher scheme with kernels associated with the fractional heat equation (that is to say the
heat equation where the usual Laplacian is replaced with the fractional one). They prove
that this scheme approximates the geometric flow at stake in this paper.

Phasefield theory for fractional reaction-diffusion equations

Our second main motivation comes from phasefield theory for fractional reaction-
diffusion equations [PT]. If one considers for instance stochastic Ising models with Kac
potentials with very slow decay at infinity (like a power law with proper exponent), then
the study of the resulting mean field equation (after proper rescaling) is closely related to
phasefield theory for fractional reaction-diffusion equations such as

1
O + (~A)Pu 4  f(f) =0

where (—A)*/2? denotes the fractional Laplacian with a € (0,1) (in the case presented
here) and f is a bistable non-linearity. In particular, it is essential in the analysis to deal
with singular potentials. Indeed, we have to be able to treat the case where

1
co(2) = BREE




with @ € (0, 1). It is also convenient to use the notion of generalized flows introduced by
Barles and Souganidis [[J] in order to develop a phasefield theory for such reaction-diffusion
equations. See [B]] for further details and [[[§] for analogous problems.

1.2 A new formulation

The main contributions of this paper are the following:

e to give a proper level set formulation of dislocation dynamics for singular interac-
tion potentials; in particular, sufficient conditions on the singularity to get stability
results and comparison principles are exhibited;

e to shead light on the fact that the integral operator measures in a non-local way the
curvature of the interface;

e to study the geometric flow in detail: consistency of the definition, equivalent defi-
nition in terms of generalized flows, motion of bounded sets etc.

Because v(dz) = c¢y(z)dz is singular, we cannot define [z, u| as in (). Indeed, we
must compensate the singularity as it is commonly done in order to get a proper integral
representation of the fractional Laplacian. We recall that the fractional Laplacian can be
defined as follows

—N\)*?u(z) = —cn(a u(x +2) —u(w a2
(=8 ula) = —ente) [ (o +2) = ule) s

where cy(a) is a given positive constant depending on N, «. Notice that if @ < 1 and
u is Lipschitz continuous at x and w is globally bounded, the integral is well defined. If
a > 1, the integral is not convergent in the neighbourhood of z = 0. In this case, the
fractional Laplacian is defined either by considering the principal value of the previous
singular integral or by writing

(—A)*u(z) = —cn () /(u(x +2) —u(x) = Du(z) - ZlB(Z))|Z|dTZ+°‘

where 15(z) denotes the indicator function of the unit ball B. Notice that we used the

fact that the singular measure

v(dz) = 2 3)

- |Z|N+a

(with @ € (0,2)) is even in order to get (at least formally)

/(Du(x) - le(z))VﬁTZM — 0

As far as the fractional mean curvature is concerned, we must compensate the singular-
ity of the measure v in a geometrical way. We explain how to do it when v(dz) = ¢(z)dz
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with ¢o(2) = |z|7V 7. Hence, we start from ([l). We use the fact that ¢y is even in order
to get (formally)

v(z€ RY : Du(z)-2>0)=v(z € RN : Du(x) -2 <0).

Straightforward computations yield

/sign(u(m +2) —u(z))eo(2)dz =

v{z :u(x+2) > u(x), Du(x) - 2 <0} — v{z :u(z + 2) <u(x), Du(x) -z >0}.

We thus define an integral operator x|z, u| for a general singular non-negative measure v
as follows

klr,u] = v{z tu(z+2) > u(z), Du(z)-z < 0} —v{z : u(z+2) < u(z), Du(z)-z > 0}. (4)

We explain below in detail (see Lemma ) the rigourous links between the different for-
mulations we considered up to now.

Notice that this definition makes sense even if v is not even. We recall that the
fractional Laplacian is a Lévy operator. Since Lévy operators [ are defined for singular
(Lévy) measure that are not necessarily even, this seems to be relevant to define the
fractional mean curvature for singular measures that are not necessarily even.

We can say that this singular integral operator measures in a non-local way the curva-
ture of the “curve” {u = wu(z)}. Indeed, loosely speaking, we can say that in Formula (f])
the first part (resp. the second one) measures how concave (resp. convex) is the set
Q={z:u(r+2) > u(r)} “near 2. Moreover, we prove (see Proposition f] below) that,
when v is given by (f), the function (1—«)k[z, u] converges as a € (0,1) goes to 1 towards
the classical mean curvature of {u = u(z)} at x. This is the reason why we refer to k[z, u]
as the fractional mean curvature of the curve {u = u(z)} at point z.

The variational case

When the singular measure v(dz) has the form

v(dz) = — (V . G(z)) dz
for a vectorfield GG, the previous singular integral operator can be written as follows

sl 1] :/ (G(z) Vu(z + z) )a(dz)—bg ( Vu(x) ) ( Vu(z) ) Vu(z)

e \ ) Vulz +2) V@) \ o)) e

D

where o denotes the surface measure on the “curve” {z : u(z + z) = u(x)} and where
b6 = Ji.vu(e)2m0y G(2)0(dz) is a vector field of RY.




Remark that the example we gave above is of this form. Indeed

dz 1 z
¢ (v 2 .
2| N+a a(V ‘z|N+a) <

It is quite clear on this new formula that the singular integral operator is geometric
(in the sense that it only depends on the curve and not and its parametrization u) and
“fractional”.

After this work was finished, we have been told that non-local minimal surfaces are
being studied by Caffarelli, Roquejoffre and Savin [[(]. Loosely speaking, they study sets
whose indicator functions minimize a fractional Sobolev norm || - ||ge, @ € (0,1). They
prove in particular that local minimizers are viscosity solutions of x[x, u] = 0.

Comments and related works

We gave two different formulations in the case of singular potentials. We think that
Formulation (H) is the proper one in order to get a complete level set formulation of the
geometric flow even if Formulation (fJ) is somehow more intuitive since it only involves
the curve itself. In particular, the approach proposed by Slepcev [2q] can be adapted (see

([4) below).

The level set equation we study has the following form
Ohu = ,u(m) {cl(az) + K|z, u]] |Du| in (0,400) x RY (6)

supplemented with the following initial condition
uw(0,2) = ug(z) in RY (7)

where p denotes p/|p| if p # 0, 1 denotes the mobility vector field, ¢1(x) is a driving force.

Equation ([j) is a non-linear non-local Hamilton-Jacobi equation. A lot of papers are
dedicated to the study of such equations. In our case, the main technical issues are the
definition of viscosity solutions, the proof of their stability and the proof of a strong
uniqueness result. We somehow use ideas from [ and combine them with the ones from
[, even if the results of these two papers do not apply to our equation.

From a physical point of view and as far as dislocation dynamics is concerned, the
measure v(dz) = cy(z)dz should be v(dz) = g(z/|z])|z|7~1dz but in this case, the frac-
tional mean curvature is not well defined (see Remark []). It is also physically relevant to
say that close to the dislocation line, in the core of the dislocation, the potential should be
regularized. On the other hand, it is important to assume that v(dz) ~ g(z/|z|)|z| N ~td=
as |z| — +oo since this prescribes the long range interaction between dislocation lines.
Another way to understand this difficulty is to say that in the core of the dislocation, the
potential is very singular and the singularity should be compensated at a higher (second)
order. On one hand, this can explain the loss of inclusion principle for such flows (if one



can define them for large times). On the other hand, one can think that in this case,
the first term in such an expansion should be a mean curvature term. This can make
sense since curvature terms are commonly used to describe dislocation dynamics. It can
be relevant to add one in ([). However, we choose not to do so in order to avoid techni-
calities and keep clear some important points in the proof of the stability result and the
comparison principle.

In order to better understand properties of the fractional mean curvature flow, a
deterministic zero-sum repeated game is constructed in [BJ] in the spirit of 23, R9].

Organization of the article. In Section P}, we first give the precise assumptions we
make on data. We next give the definition(s) of the fractional mean curvature x[z,-]. In
Section [J, we first give the definition of viscosity solutions for (), we then state and prove
stability results. We next obtain strong uniqueness results by establishing comparison
principles. We also construct solutions of (f]) by Perron’s method. We finally give two
convergence results which explain in which limit one recovers the classical mean curvature
equation. In Section [, we verify that the zero levet set of the solution u we constructed
in the previous section only depends on the zero level set of the initial condition. This
provides a level set formulation of the geometric flow. In the last section, we give an
alternative geometric definition of the flow in terms of generalized flows in the sense of

-

Notation. SV~! denotes the unit sphere of RY. The ball of radius ¢ centered at z is
denoted by Bs(z). If x = 0, we simply write Bs and if moreover § = 1, we write B. If
p € RV \ {0}, p denotes p/|p|. If A is a subset of R? with d = N, N + 1 for instance,
then A¢ denotes R?\ A. For two subsets A and B, AU B denotes AU B and means that
AN B =1{. The function 14(z) equals 1 if 2 € A and 0 if not.

Acknowledgements. This paper is partially supported by the ANR grant “MICA”.
The author thanks R. Monneau and P. E. Souganidis for the fruitful discussions they had
together. He also thanks G. Barles and the two referees for their attentive reading of this
paper before its publication.

2 Preliminaries

In this section, we make precise the assumptions we need on data and we give several
definitions of the fractional mean curvature.

2.1 Assumptions

Here are the assumptions we make on the singular measure throughout the paper.

ASSUMPTIONS.

(A1) The mobility function p : SN~ — (0, 400) is continuous.



(A2) The driving force ¢; : RY — R is Lipschitz continuous.

(A3) The singular measure v is a non-negative Radon measure satisfying

for all 6 > 0, v(RY\ Bs) < 400,
forallr > 0,e € SV v{ze€B:r|z-e|<|z—(2-e)e|?} < 400,
V(RN \ B;) =0 asd — 0,
for all e € SN, rviz€B:rlz-e|<|z—(z-e)e]*} =0 asr — 0
(8)
(Bs denotes the ball of radius 0 centered at the origin and B = B;) and the last
limit is uniform with respect to unit vectors e € SV—1.

(A4) The initial datum uo : RY — R is bounded and Lipschitz continuous.

We point out that the set {z € B: r|z-¢| < |z — (2 - e)e|*} appearing in the second and
the fourth lines of (f) is the region between an upward and downward (with respect to
vector e) parabola.

Even if the assumptions on the singular measure look technical at first glance, they
are quite natural in the sense that they imply several important properties:

e the measure is bounded away from the origin;

e the singularity at the origin (if any) is a weak singularity in the sense that the
fractional mean curvature of regular curves can be defined; if the reader thinks of
the example given in (f), this means that we choose o < 1;

e Parabolas {z : 7zy = |#/|?} (which are the model regular curves for us) can be
handled, even when they degenerate (r — 0).

Example 1. The Standing Example for the singular measure is

z dz
VSE(dZ) =g (m) |Z|N+a

with ¢ : S¥~1 — (0, +00) continuous and « € (0,1). The measure in (f) corresponds to
the isotropic case (g = 1).

2.2 Fractional mean curvature

In this subsection, we make precise the definition of fractional mean curvature. Our
definition extends the ones given in [[[3, [1] where v(dz) = ¢y(z)dz to the case of singular
measures.

Let us define the fractional curvature of a smooth curve I' = {2 € RY : u(z) = 0} =
o{x € RY : u(x) > 0} associated with v. If u is C%' and Du(z) # 0, then the following
quantity is well defined (see Lemma [I] below)

kK2, T =Kz, u] = [z, u] — K]
R, T = ki, u] = k] [, u] — k*

(9)
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where

(10)

and

u(x), DU() 2 <0)
z>

u(z), D 0) .

We will see later (see Lemma [ below) that these functions are semi-continuous and this
explains the choice of notation we made. In order to understand the way these quantities
are related to the geometry of the curve {u = u(z)}, it is convenient to write for instance

ki z,ul =v(z:0 < —Du(z) -z < u(z + 2) — u(z) — Du(z) - 2) .

As shown on Figure [, ][z, u| measures how concave the curve is “near” x and k; [z, u]
how convex it is.

Lemma 1 (Fractional mean curvature is finite). If u is C%' at point x, i.e. there evists
a constant C = C(z) > 0 such that for all z € RY

u(z + 2) — u(z) — Du(z) - 2| < Clz*
and its gradient Du(z) # 0, then k.[z,u] are finite.
Ifuis C*' at x and Du # 0 everywhere on {y € RY : u(y) = u(z)} and v is absolutely
continuous with respect to the Lebesque measure, then k% [z, u] are finite and

Kz, u] = K|z, ul.

Remark 1. One can check that this lemma is false if @« = 1 in the Standing Example [I.



Proof. We only prove the first part of the Lemma since the second part is clear.
Since v is bounded on RY \ B; for all § > 0, it is enough to consider

(K)"lx,u] = v(z € Bs:u(z+2) > u(z), Du(x)-z <0)
v(z€Bs:0<re-z <uz+2)—u(z)+re-z)

where 7 = |Du(z)| # 0 and e = r~'Du(z). If now zy denotes e - z and 2’ = 2z — zye, and
if we choose ¢ such that r — C'd > 0, we can write

() "z,u] < v(z € Bs:0<rzy <Oz +C|l%)
< v(2€B;:0<C M (r—Cé)ay < |

and the result now follows from Condition (§). O

The following lemma explains rigourously the link between (f]) and (B) and the link
with the formulation used in [[7] in the case where v is a bounded measure.

Lemma 2 (Link with regular dislocation dynamics). Consider ¢y € L'(RY) such that
co(x) = co(—x). Then

1
/ co(2)dz = = /co + K[z, ul
{zuta+2)>u(to)} 2

/&gn (x +2) —u(z))eg(2)dz = %FL*[SL’,U]
1
/51gn (x+2) —u(z))c(2)dz = 5/{*[x,u]
with sign®(r) = 1 (resp. sign,(r) = 1) if r > 0 (resp. v > 0) and —1 if not and with

v(dz) = co(z)dz.

Since the proof is elementary, we omit it.

We conclude this section by stating two results which explain the link between two
special cases of fractional mean curvature operator and the classical mean curvature op-
erator. The first one appears in [[J] (see their Corollary 4.2). We state it in a special case
in order to simplify the presentation.

Proposition 1 (From dislocation dynamics to mean curvature flow — [[3]). Assume that
v = v° has the following form

v(dz) =1°(dz) = # ( )dz

5N+1|1n5|

with ¢y even, smooth, non-negative and such that co(z) = |z| 7Nt for |z| > 1.
Assume that u € C*(RY) and Du(x) # 0. Then

Kl u) = £z, u] — C div (‘g—z‘) (z)

as € — 0 for some constant C' > 0.

10



Remark 2. In [[[J], general anisotropic mean curvature operators can be obtained by
considering anisotropic measures v(dz).

This result can be compared with the following one.

Proposition 2 (From fractional mean curvature to mean curvature). Assume that v has

the following form
dz

‘Z|N+a

v(dz) =v*(dz) = (1 — «)
with o € (0,1).
Assume that u € C*(RY) and Du(x) # 0. Then

o ) Du
klx,u] = k*[z,u] — Cdiv (m)

as @« — 1, a < 1, where C' is some positive constant.

Remark 3. Anisotropic mean curvature can be obtained by considering

v (dz) = (1 — a)g <i) |Z|dNZ+a .

2|

Sketch of the proof of Proposition [J. For all 7, we first choose d such that
1
|u(x + 2) —u(x) — Du(zx) - z — §D2u(x)z 2| <)z (11)

If e denotes —Du(x) and W (z) denotes u(x + z) — u(z) — Du(x) - z, we have
Kzu] = vz eRY:0<e- 2 <W(2)}
v {zeRY :W(z)<e-2<0}

dz dz
- (1-a) | ~(1-a) |
{z€Bs:0<e-2<W(2)} |Z|N+a {z€Bs:W (2)<e-z<0} |Z|N+a
+0(1 —a)

since |2| 7N is a bounded measure in B§.
In view of ([]), it is enough to prove the result for W(z) = Bz - z where B is a
symmetric N x N matrix. Hence we study the convergence of

dz dz
Ko = (l—a)/ 7—(1—04)/ e
{2€Bs:0<e-2<Bz-z} |Z|N+a {2€Bs:Bz-2<e-2<0} |Z|N+a

We next use the following system of coordinates: z; = é-z and z = (21, /). We now write
Bz-z=bzi + (b, - )+ B2 -2

for some b; € R, ¥} € RV and a (N — 1) x (N — 1) symmetric matrix B’. We thus want

to prove
K — |e| "B’

11



as o — 1. We can assume without loss of generality that |e| = 1. For z € Bs, we have

e-z<Bz-z = 5 <(1-C0)'B 2
2n>(1-0C8'BY -2 = e-2>Bz-z.

Hence, it is enough to study the convergence of

o dz dz
K :(l—a)/ N—l—a_(l_a)/ N+a
{(21,2')€Bs:0<21<B’z'-2'} |Z| {(21,2")€Bs:B’2"-2' <21 <0} |Z|

SN_2

If 0(df) denotes the measure on the sphere , We can write

N d J
ke = - f v (=) |
(nsieiivgenzprsn T (erieizsprevznzy
g r2B'6-0 rN-2
= (-0 / / / o(df)drdz
0eSN=2:B/0-0>0 Jr=0 J z1=0 (22 + r2)(N+a)/2
5 r0 PN=2
—(1-a) / / / o(df)drdz .
PeSN—2:B/0-0<0 Jr=0 J z1=r2B'0-0 (Z% —+ 7~2)(N+a)/2

We next make the change of variables z; = 727 and we get

~ g B'6-0 1
K* = /9 ESN72:B/9'6>0(1—a) / N / L PRI o(df)drdr —(...).

We finally remark that

B0-0 1
/
Vr € (0,0), /T:o (T27_2+1)(N+a)/2—>B€-9as5—>0.

In particular, for 6 small enough,

,v
B'6-60 1

(1—77)B’9-9§/

/
o (r?7m2 4+ 1)V+e)/2 <(+n)B0-0.

It is now easy to conclude by remarking

5
(1-— a)/ P =6
0

/ 9@90’(d9)=0[]v_1
SN-2

where I denotes the (N — 1) x (N — 1)identity matrix and C' is a positive constant. [
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3 Viscosity solutions for (fj)

3.1 Definitions

The viscosity solution theory introduced in [P§ suggests that the good notion of so-
lution for the fractional equation (f]) is the following one.

Definition 1 (Viscosity solutions for (F)). 1. An upper semi-continuous function w :
0, 7] x RN is a viscosity subsolution of () if for every smooth test-function ¢ such
that uw — ¢ admits a global zero maximum at (t,x), we have

Bi(t,3) < (Do) [q(x) T ->]] Dé(t.2) (12)

if Do(t,x) # 0 and 0,o(t, x) <0 if not.

2. A lower semi-continuous function u is a viscosity supersolution of (B) if for every
smooth test-function ¢ such that u— ¢ admits a global minimum 0 at (t,z), we have

di(t,2) > u(DoE.2) [q(:c) T oot ->]] D620, 1) (13)

if Do(t,x) # 0 and Oyp(t, x) > 0 if not.

3. A locally bounded function wu is a viscosity solution of (f) if u* (resp. u.) is a
subsolution (resp. supersolution).

Remark 4. Given 6 > 0, the global extrema in Definition [I] can be assumed to be strict
in a ball of radius § centered at (¢,x). Such a result is classically expected and the reader
can have a look, for instance, at the proof of the stability result in [q].

If one uses the notation introduced in [BG], the equation reads
Owu+ F(x, Du,{z :u(x + 2z) > u(x)}) =0 (14)

with, for z,p € RY and K C RV,

Flz,p, K) = —up)|er(@) +v(KN{p-2<0}) —v(KN{p-z>0}|p| ifp#0,
0 if not

where K€ is the complementary set of K. With this notation in hand, one can check that
this non-linearity does not satisfy Assumption (F5) of [Pg]. The idea is to check that,
somehow, Assumption (NLT) in [[q] is satisfied and stability results thus hold true.

Let us be more precise. We previously associated with «[-, -] the following non-local
operators (see the proof of Lemma [I])
()] = w(zeByiofwt2)>0(@). Do) <0). o

(k1) [z, p, 0] = v(z¢ Bs: ol +2)>d(x), z-p<0).

In the same way, we can define
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e the negative non-local curvature operators (k; )", i = 1,2,
e upper semi-continuous envelopes of these four integral operators (k%)™ i = 1,2,

e and lower /upper semi-continuous total non-local curvature operators (k,)"°, (k*)"°,
i=1,2.

By using the idea of Lemma [, it is easy to see that

(k")20x, p,u] = l/(Z ¢ Bs:u(t,x+ z) > u(t,x)) —v(z¢ Bs:p-2>0), (16)
(k) p,u] = v(z¢ Bs:ult,x+2) >u(t,z) —v(z¢ Bs:p-2>0).

We can now state an equivalent definition of viscosity solutions of ([).

Definition 2 (Equivalent definition). 1. An upper semi-continuous functionu : [0, T]x

RY is a wiscosity subsolution of (B) if for every smooth test-function ¢ such that
u — ¢ admits a mazimum 0 at (t,x) on Bs(t,x), we have

Oro(t,x) < w(Do(t,x)) [Cl () + (), (8, )] + (57) [, ult, ')]} |Do|(t,x) (17)

if Do(t,x) #0 and 0,¢(t, x) <0 if not.

2. A lower semi-continuous function u is a viscosity supersolution of (B) if for every
smooth test-function ¢ such that uw— ¢ admits a global minimum 0 at (t, x), we have

Or(t,x) > u(Do(t,x)) {61(93)+(/€*)1’6[$,¢(t, M (k) [, ult, ')]} | Dol (o, 0) (18)

if Do(t,x) # 0 and 0,¢(t,x) > 0 if not.

3. A continuous function u is a viscosity solution of (f) if it is both a sub and super-
solution.

Remark 5. Equivalent definitions of this type first appeared in [B5 and since the proof is
the same, we omit it.

Remark 6. Remark fl applies to the equivalent definition too.

Remark 7. Definition P seems to depend on ¢. But since all these definitions are equivalent
to Definition [l], it does not depend on it. Hence, when proving that a function is a solution
of ([), it is enough to do it for a fixed (or not) § > 0.

3.2 Stability results
Theorem 1 (Discontinuous stability). Assume (A1)-(A3).

o Let (uy)n>1 be a family of subsolutions of (f) that is locally bounded, uniformly with
respect to n. Then its relazed upper limit u* is a subsolution of ().
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e [f moreover, u,(0,x) = ul(z), then for all x € RY
u(0,7) < ug(x)
where uf is the relaxed upper limit of ug.

o Let (Ug)aca be a family of subsolutions of (@) that is locally bounded, uniformly
with respect to o € A. Then u, the upper semicontinuous envelope of sup, uq @s a
subsolution of ([).

Even if this result follows from ideas introduced in [q] together with classical ones, we
give a detailed proof for the sake of completeness.

Proof. We only prove the first part of the theorem since it is easy to adapt it to get a
proof of the third part. The second one is very classical and can be adapted from [} for
instance.

Consider a test function ¢ such that u* — ¢ attains a global maximum at (t,z). We
can assume (see Remark [) that u* — ¢ attains a strict maximum at (¢,2) on Bs(t, ).
Consider a subsequence p = p(n) and (t,,z,) such that

wt,w) = Hm up(ty, 2p) -

Classical arguments show that u, — ¢ attains a maximum on Bs(t, x) at (s,,y,) € Bs(t, x)
and that

(Sp,Yp) — (L) and  wpy(sy,yp) — u'(t,2).
Since u, is a subsolution of (H), we have
5t80(5p> yp) S

—

(Dp(sp, yp)) [e1(yp) + (K*)176[yp> o(sp, )] + (K*)276[yp> D2p(8p; Yp), ulsp, )] [ |1 Dpl(8p, Up)

if Dp(t,,z,) # 0 and Oyp(t,, z,) < 0 if not. If there exists a subsequence ¢ of p such that
Dy(sq,y,) = 0, then it is easy to conclude. We thus now assume that Dp(s,,y,) # 0
for p large enough. In view of the continuity of ;4 and ¢y, the following technical lemma
permits to conclude. O

Lemma 3. Assume that Dyp(s,,y,) # 0 for p large enough.
o Assume moreover that Do(t, ) # 0. Then
(s,9) = (&)ly, 0(s,)]  and  (s,y) = (5")*°[y, Dep(s, y), ty(s, -)]
are well defined for i = 1,2 in a neighbourhood of (t,z) and

lim sup {(/ﬁ*)l"g[yp, ©o(sp, )]} < (5)"[z, o(t, )]

p

lim sup {mm[%  Da sy Yp)s sy, ->]} < ()2, Dup(t, 2), o8, )]

p

as soon as uy(sy, y,) — u(t,x) as p — +00.

15



o Assume now that Dp(t,z) = 0. Then, fori=1,2,
(K*)l’é[ypa ©(8p, ')]4’(“*)2’6[(%’ Dp(8p, yp)s ulsp, )] [|1Dol(8p,yp) — 0 as p — +o0.

As we shall see, this lemma is a consequence of the following one.

Lemma 4 ([q]). Consider f, and g, two sequences of measurable functions on a set U
and f > limsup” f,, g > limsup® g,, and a,,b, two sequences of real numbers converging
to 0. Then

v({fp = ap,9p = 0} \{f 20,9 >0}) =0 asn— +oo.

We mention that in [Rg], the measure is not singular and there is only one sequence of
measurable functions but the reader can check that the slightly more general version we
gave here can be proven with exactly the same arguments. An immediate consequence of
the lemma is the following inequality

limsupv({f, > ap, g, > by}) <v({f > 0,9 >0}).

Proof of Lemma [J. Let us first assume that De(t, ) # 0. In this case, for (s,y) close to
(t,x), Do(s,y) # 0 and all the integral operators we consider here are well defined (see
Lemma [[]). Recall next that, for i = 1,2, (k%) = (k%)*° — (k;)"°. Hence, it is enough
to prove that

lim sup {w:)“[yp, oo ~>]} < ()l (1, )]

p

lim inf {(/i*_)l’é[yp, o(sp, )]} > (1), (t, )],

P

lim sup {(@)2’5[%, Do (5ps Up)s (5. ~>1} < (53)*[, Dasp(t, ), (1, )]

p

it { 52T Doy )51 | < (6%, Dalt ). ().

p

In order to prove the first inequality above for instance, choose f,(2) = ©(sp, yp +2) —
Sp(ta Zlﬁ'), ap = QO(Sp, yp) - Sp(ta Zlﬁ'), gp(z) = _Dw(slhyp) 2 bp = 0 in Lemma @

We now turn to the case Dy(t,z) = 0. We look for § = ¢, that goes to 0 as p — +00
such that [Dy(s,, y,)| < C6, and

(“1)1’51) [yp’ ‘P(Szn ')HD‘P(SP’ yp)| — 0 and (KJ*_)MP [yp> Qp(spa ')”DSO(SIH yp)| — 0

as p — +o00. This is enough to conclude since Condition (§) implies that

(Ki)wp Yo, Do(5p,Yp), u(Sp, )| Dp(5p, yp)| — 0
("{*_)276? W Do(8p, Yp), U(Sp, )| D(8p, yp)| — 0.
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We only prove that the first limit equals zero since the argument is similar for the second
one. If 7, denotes |Dy(sy,y,)| and e, denotes —r, ' Dip(sp,y,), and zy = ep - z and
2 =z — zye,, then

(53)" Y, ( NDe(sp, vp)|
=rpv(2 € By, 1 0 <rpep - 2 < (8p, Yp + 2) — 0(Sp, Yp) + 16 - 2)
<rp(z € Bs, : 0 <rpay < C|2)P + Cz5)
<rp(z € Bs, : 0 < rpan < C2')* + Cpzn)

where C' is a bound for second derivatives of ¢ around (t,z). Now if we choose J, =
rp/(2C), we get

(53) " [yp, 9(5p, NI D5 )| < 1ypr(z € By, 1 0 < (rp/20) 2y < |2])
< ru(z€B:0< (r,/20)2n < |Z?)
and the last limit in (§) permits now to conclude. O

3.3 Existence and uniqueness results
Let us first state a strong uniqueness result.
Theorem 2 (Comparison principle). Assume (A1)-(A4). Assume moreover
(A3’) For alle € SN~ and r € (0,1)
rv{z€Bs:rlz-e|]<|z—(2-e)e|’} =0 asd—0 (19)
uniformly in e and r € (0,1) and

v(dz) = J(2)dz with J € WYY RN \ Bs) for all 6 > 0. (20)

Consider a bounded and Lipschitz continuous function ug. Let u (resp. v) be a bounded
subsolution (resp. bounded supersolution) of (F). If u(0,x) < ug(x) < v(0,z), then u < wv
on (0,+00) x RY.

The proof is quite classical. The main difficulty is to deal with the singularity of the
measure.

Proof of Theorem 8. We classically consider M = sup, ,{u(t,7) — v(t,7)} and argue by
contradiction by assuming M > 0. We next consider the following approximation of M

- ‘i
M.,= sup AHu(t,z)—v(s,y)— Q 6Kt|95 y|®

—nt — alz?}.
t,5s>0,x,ycRN 27 2
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Since u and v are bounded, this supremum is attained at a point (£, 5,%,7). We first
observe that M&a > M/2 > 0 for n and « small enough. Since u and v are bounded, this
implies in particular

gl?

nt + eKt% +alZ|* < Cy (21)

where Cy = ||t]|0o + [|V]|oo- i
Classical results about penalization imply that (¢,3,Z,9) — ({,1,7,7) as v — 0 and
(t,t,Z,7) realizes the following supremum

Kt|z - y|2

Ms,a = Sup {u(tvx) o U(ta y) —€ - 77t OK‘SL’|2}
t>0,z,yeR 2
It is also classical [[4] to get, for ¢ and 7 fixed,
alz]* - 0asa—0. (22)

We claim next that this supremum cannot be achieved at ¢ = 0 if €, a,n are small
enough. To see this, remark first that M., > M/2 > 0 for n and « small enough and, if
t = 0, use the fact that wg is Lipschitz continuous and get

M —yl? 2 1
0<— < sup {ug(zr) —uo(y) — M} < sup{Cor — g—g} = 5035

z,yeRN 2e >0

and this is obviously false if € is small enough. We conclude that, if the four parameters
are small enough, f > 0 and § > 0.

Hence, we can write two viscosity inequalities. In order to clarify computations, we
introduce the function M (p) defined as follows

_Ju@lIpl ifp#0,
M(p)_{o ifp=0.

It is easy to see that M is uniformly continuous and it trivially satisfies

[ M(p)] < llpllolpl -

In the following, wy; denotes the modulus of continuity of M.
We now write viscosity inequalities: for all § > 0,

£

t—35

n—+

[\)

> (@) + ()7, 60(3, )] + (5[, 5,0 (5, )]) M (D)

2

where p = =¥ and
£

o t—3)2 x — g2
bultr) — d&w+(2v)+f“|2f|+m+auﬁ

- s —1)> Ay —z)? - N
ou(sy) = ult®)~ U W IR
ol 2e

< (@) + ()7, du(t, )] + (K7)*°[F,  + 20, u(t, -)]) M (P + 2ai)



Substracting these inequalities yield

kilZ =P kilZ =P S
n+ Ke s < lpllso || Der|lsoe - + lletlloowns (2v/ Cor) + Tt (23)
(we used (B7])) where
Tnl = ((’%*)1’5[:%7 (bu({? )] _'_ (H*)Zé[j’ﬁ _'_ 20[1” U(t: )]) M(ﬁ + 20(2%)

- (m)l’é[g, 0u(5, )] + (5215, (5, ~>1) M),

Our task is now to find 0 = d(«v, €) so that the right hand side of this inequality is small
when the four parameters are small. We distinguish two cases.
Assume first that there exists a sequence «,, — 0 and &,, — 0 such that

p=p,—0.
In this case, we simply choose 0 = 1, K = 2||u|loo||Dc1||co and we pass to the limit as
n — +oo in (BJ) and we get the desired contradiction: n < 0.
Assume now that for a and ¢ small enough, we have a constant C. independent of «

such that
5| > C. > 0. (24)

In this case, the following technical lemma holds true.

Lemma 5. By using ([9), we have

A =12
T, < %05(1) + %wM(Q Coar) + 0, (1)[e] + Cseltt o]

where Cy appears in (R1) and Cs only depends on J, ||p]loc and § (we emphasize that the
third term goes to 0 as o — 0 for fized € ).

The proof of this lemma is postponed. We thus get (recall that p = e’(Z — §)/e)

| 2

N ~12
K Kt|x Yy |
n+uKe 725

kil =g 1 1 kil —9
§C€-—:f—+0ﬂ+wa@MGﬂH?pﬂD+%Uﬂd+aw Y

where C' only depends on ¢;, v and ||u|«x + ||v]|« and Cjs is given by the lemma. By
choosing K = 2(C + Cj), we get

ngcu+%wM@MQﬂy+émm+ogmm.

By letting successively « and 6 go to 0, we thus get a contradiction. This achieves the
proof of the comparison principle. O
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Proof of Lemma []. We first write

T < pllool(55)01E, dulE, IB + 20| + [|llool () |[, 60 (5, )]
H (5212, + 203, u(l, )w(|20])

+(<m*>2’5[ 5+ 208 u(i, )] — (5[, 5.0(3, ~)])M(ﬁ)-

We thus estimate the right hand side of the previous inequality. We start with the first
two integral terms.

[(K))[2, ¢ult, )] (K5, dulf, )] + (57)V[F, u(t, )] ~
v(z€Bs:0< —(p+2az) -z < (a+ eKt/~(25))|Z|2)
+v(2 € Bs: 0> —(p+ 20i) - 2 > (a4 57/ (2))|2])

v(z € Bs : |ep + 2ead||e - z| < C(n)|z]?)

IAIA

IN

where we use (RI]) to ensure, for a, e small enough,
ekt 1
7 +ae < §6Kco/n +1:= C(n)

If now r,. denotes |ep + 2caz| and we choose 0 < r,./(2C(n)), we use ([J) to write

e 1
() N[2, dult, )]|P + 202 = gm,al/(z € Bs : racle- 2| < C(n)lz]?)
1 1
< gra,az/(z € Bs : §ra,€|e 2| < C(n)|z — (e- z)e|2)
2C
< (77){ sup rv(z € Bs:rle-z| <|z—(e- z)e|2)}
€ e€SN=1re(0,1)
Los(1)
= —o )
05

Since az — 0 (see (1)), we choose for instance

Arguing similarly, we get for § < 4‘30'?

(5.1, 6005, ol < Zos(1)

As far as the third integral term is concerned, we simply write
S - . - 1
()22, u(l, wn([202]) < v(Bfwwm(|20d]) < 5@ (2v/Coa)
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(we used (2])). We now turn to the last two integral terms. In view of ([[{), we can write

)
)

T = (k)*[,p+2ai,u(t,-)] — (k
v(z ¢ Bs:u(t,t+2) >u(t,
—v(z2¢ Bs: (p+2az)-2>0

DG, 5 v(E, )]
) —v(z ¢ Bs:v(8, 5+ 2) >v(3,7))
J+v(z¢ Bs:p-2z>0).

Now, we use (B0) to get

Tnl - /
B

Remark next that the definition of (¢,§,,7) implies the following inequality: for all
z e RY,

J(Z - i’)l{u(g’,)>u(g75£)}(z)dz - /Bc J(Z - gj)l{v(g,.»u(g,g)}(z)dz + 0a(1)[€] .

c
§ 5

5 2
u(t, ) — uf. ) < v(5,2) — 0(5.9) + (|2 — |af?) - P TE

This implies that for |z| < R, ., we have

1{u(£,~)>u(£,:f:)}(2) < 1{v(5,v)>u(§,§)}(z)

where

R2 _ (a|j‘2 + €K£|:i' - 'g|2)
o,

2e

eC?
(o0 + 22735)
eC?
8C (n)«

Qlm 2+

>
where C; appears in (B4). We used here (B9). Hence, we have

T < / J(z—a?)dz+/ |J(z—2)— J(z —7)|dz
|2|> Ra e

2€B§
< | . JE)dZ+ G|z — gl = oa(l)le] + Colz — 7]
o> g
where we used once again (P3). It is now easy to conclude. O

We now turn to the existence result.

Theorem 3 (Existence). Assume (A1)-(A4) and (A3’). There then exists a unique
bounded uniformly continuous viscosity solution u of (@), ([)-
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Proof. We first construct a solution for regular initial data. Precisely, we first assume
that uy € CZ(RY) (the function and its first and second derivatives are bounded).
Because we can apply Perron’s method, it is enough to construct a sub- and a su-
persolution u* to (f) such that (u").(0,2) = (u™)*(0,2) = wup(xz). We assert that
ut(t,x) = up(x) £ Ct are respectively a super- and a subsolution of () for C' large
enough. To see this, we first prove that there exists Cy = Co(||D?upl|s) such that for all
r € RY such that Duo( ) # 0, we have

(I, wo] + [K7|[2, wo] )| Duo ()] < Co - (25)

In order to prove this estimate, we simply write for x such that Dug(x) # 0

1
((53)"" [, o] + (52)"" [, uol) | Duo(w)| < 2v(z € By :rle - 2 < S| Duglloo|2[*)r
<2(z€Bs:rle-z| <Clz—(e-2)el)r <C,
where 7 = |Dug(x)|, C' = max(||Dugl||s, 1) and e = Dug(x)/r and § = r/(2C') and C,, is
given by (f). On the other hand

(k%)% [, wo] + (57)* [, uo])| Duo ()] <

We thus get Estimate (P3).

If now ug is not regular, we approximate it with ujl € CZ(R") and can prove that the
corresponding sequence of solutions u,, converges locally uniformly towards a solution wu.
Since this is very classical, we omit details (see for instance []). O

We now explain in which limit one recovers the mean curvature flow. To do so, we
state two convergence results. Their proofs rely on Propositions [l and f]. The first one
(Theorem []) appears in [[J] and the second one can be proved by using Proposition J.

Theorem 4 ([[5]). Assume that p =1, ¢; =0, ug is Lipschitz continuous and bounded

and .
V(dZ) =V (dZ) m ( > dZ

with ¢y even, smooth, non-negative and such that co(z) = |z|™V7 for |z| > 1. Then the
viscosity solution u® of (f), ([1) converges locally uniformly as e — 0 towards the viscosity

solution u of
Du
=C|D
Ou = C| u|d1v<|D |)

(C is a positive constant) supplemented with the initial condition ([]).

Theorem 5. Assume that p =1, ¢y =0, ug s Lipschitz continuous and bounded and

dz

‘Z|N+a

v(dz) =v*(dz) = (1 — «)
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with o € (0,1). Then the viscosity solution u® of (f]), () converges locally uniformly as
a — 1 towards the viscosity solution u of

) Du
Oyu = C|Du| div <|D—u)

(C is a positive constant) supplemented with the initial condition ([]).

4 The level set approach

In the previous section, we constructed a unique solution of (i) in the case of singular
measures satisfying (A3) and (A3’) and for bounded Lipschitz continuous initial data (see
(A4)). In the present section, we explain how to define a geometric flow by using these
solutions of (f]). Precisely, we first prove (Theorem []) that if v and v are solutions of
(B) associated with two different initial data uy and vy that have the same zero level sets,
then so have u and v. Hence, the geometric flows is obtained by considering the zero level
sets of the solution u of () for any (Lipschitz continuous) initial datum. We also describe
(Theorem [) the maximal and minimal discontinuous solutions of ([) associated with an
important class of discontinuous initial data.

Theorem 6 (Consistency of the definition). Assume (A1)-(A3) and (A3’). Let uy and
vo be two bounded Lipschitz continuous functions and consider the viscosity solutions u,
v associated with these initial conditions. If

{r e RY up(x) >0} = {zeRY:y(x)>0}
{r e RN :up(z) <0} = {zeRY:y(x) <0}

then, for all time t > 0,

{z e RY :u(t,z) >0} = {zcRY vt ) >0}
{r eRY tu(t,z) <0} = {zeRY:v(tz) <0}

In view of the techniques used to prove the consistency of the definition of local

geometric fronts (see for instance [§), it is clear that this result is a straightforward

consequence of the following proposition.

Proposition 3 (Equation (f) is geometric). Consider u : [0, +00) x RY a bounded sub-
solution of (f) and 6 : R — R a upper semi-continuous non-decreasing function. Then
O(u) is also a subsolution of (f).

Such a proposition is classical by now. It is proved by regularizing € (in a proper way)
with a strictly increasing function 6", by remarking that x*[x,0"(u)] = £*[x,u] in this
case, and by using discontinuous stability. Details are left to the reader.
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Thanks to Theorem [, we can define a geometric flow in the following way. Given
(To, D, Dy ) such that Ty is closed, D are open and RN = I'y U D U Dy, we can write

Df ={z e RY 1 yp(z) > 0}, Dy = {x € RY 1 up(x) <0}, Ty = { € RY : up(x) = 0}

for some bounded Lipschitz continuous function ug (for instance the signed distance func-
tion). If u is the solution of (f) submitted to the initial condition u(0,z) = ug(x) for
x € RV, then Theorem [ precisely says that the sets

Df ={z e RY 1 u(t,z) > 0},D; ={z e RY :u(t,r) <0}, = {z € RY : u(t,x) = 0}

does not depend on the choice of uy.
The next theorem claims that there exists a maximal subsolution minimal supersolu-
tion of ([]) associated with the apropriate discontinuous initial data.

Theorem 7 (Maximal subsolution and minimal supersolution). Assume (A1)-(A3) and
(A3’). Then the function 1p+ p, —1p- (resp. 1p+ —1p-p,) is the mazimal subsolution
(resp. minimal supersolution) of (B) submitted to the initial datum 1ptor, — 1p- (resp.

1D0+ - 1D5ur0)-

This result is a consequence of Proposition ] together with discontinuous stability and

]

the comparison principle. See [, p. 445] for details.

We conclude this section by showing that a bounded front propagates with finite speed.

Proposition 4 (Evolution of bounded sets). Assume (A1)-(A8) and (A3’). Let Qg be
a bounded open set of RN : there exists R > 0 such that o C Bgr. Then the level set
evolution (T'y, D}, D;) of (090, Q, (0)¢) satisfies D7 UTy; C Bgycs with

C=|leillec — inf v(z€RY:0<e-2< 2]
eeSN—1

as long as R+ Ct > 0.

Remark 8. Another consequence of this proposition is that, if there are no driving force
(¢; = 0), then the set shrinks till it disappears.

Proof. The proof consists in constructing a supersolution of (H), (). It is easy to check
that C' is chosen such that

u(t,r) = Ct +Ve2 + R? — /2 4 |z

is a supersolution of (f]). Since Br = {z € RY : u(0,z) > 0}, we conclude that D} U
Iy € {z € RY : u(t,x) > 0} = Bpgeyy with R°(t) = \/(Ct+ Ve2 + R?)2 — 2. Hence,
DfUT, C ms>OBRE(t) = Bprict. ]

24



5 Generalized flows

In this section, we follow [ and give an equivalent definition of the flow by, freely
speaking, replacing smooth test functions with smooth test fronts.

In order to give this equivalent definition, we use the geometrical non-linearities we
partially introduced in Section f]. For all ,p € RY and all closed set F C RY and open
set O C RV

Fu(z,p,F) = _“@)_Cl(x””(f'ﬁ{p'zSO})—V(fcﬂ{p-z>0}_\pl if p#£0,
0 if not ,

Fropo) = 4 D) a@+rOn{p-z<0) =0 nfp-z20} | ifp#0,
0 ) ) if not .

We can now give the definition of a generalized flow.

Definition 3 (Generalized flows). The family (O;)ico,r) of open subsets of RN (resp.
(Fi)ieqo) of closed subsets of RY ) is a generalized super-flow (resp. sub-flow) of (B) if for
all (tg, o) € (0,4+00) xRN, r >0, h > 0, and for all smooth function ¢ : (0; +00) x RY —
R such that
1. 0ip+ F*(z, D, {2 : ¢(t,x + 2) > &(t,x)}) < =84 in [to, to + h] x B(wo,7)
(resp. Oyp + Fu(, Do, {z: o(t,x + 2) > ¢(t,x)}) > =04 in [to, to + h] x B(xo, 7))

2. D¢ # 0 in {(s,y) € [to,to + h] x B(zg,7) : ¢(s,y) = 0},

3. {y e RV : ¢(to,y) > 0} C O,
(resp. {y € RN : ¢(to,y) <0} C RN\ F, ),

4. {y & B(xo,7) : ¢(s,y) > 0} C O for all s € [to,to + h),
(resp. {y & B(xo,7) : ¢(s,y) <0} C RNV \ F, for all s € [to,to + h]),

then {y € B(xo,7) : ¢(to + h,y) > 0} C (’)tloJrh (resp. {y € B(xo,7) : ¢(to+ h,y) <0} C
RN \Eo-i-h)'

Loosely speaking about generalized super-flows, Condition [[] says that in a prescribed
neighbourhood V around (ty, zo), the normal velocity of the test front {¢ > 0} is strictly
smaller than the one of the front O; Condition [] asserts that the front {¢ = 0} is smooth
in V; Conditions P and [] assert that the test front is inside the front O outside V. The
conclusion is that the test front is inside the neighbourhood O at time t + h.

Remark 9. As far as local geometric fronts are concerned, Conditions | and f] impose
that the test front is inside O on the parabolic boundary of the neighbourhood. Here,
because the front is not local, the test front has to be inside O everywhere outside the
neighbourhood.
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The next theorem asserts that Definition P of the flow coincides with the level set
formulation of Section [.

Theorem 8 (Generalized flows and level set approach). Assume (A1)-(A3) and (A3’).
Let (Oy)ie(o,r) be a family of open subsets of RN (resp. (Fi)ieo.r) of closed subsets of RY)
such that the set Uweory{t} x Oy is open in [0,T] x RN (resp. Ueom{t} x Fy is closed
in [0,T] x RY).

Then (Op)ieo,r) (resp. (Fiier)) is a generalized super-flow (resp. sub-flow) of (@) of
and only if x(t, ) = 1o,(x) — 1gn\o,(7) (resp. x(t,x) = 1£,(2) — 1gn\ g, (7)) is a viscosity
supersolution (resp. subsolution) of (H), ().

Since the proof of [{] can be readily adapted, we omit it. We give a straightforward
corollary of Theorems [] and § that is used in [RT].

Corollary 1 (Abstract method). Assume (A1)-(A3) and (A3’). Assume that (O;); and
(F1)e are respectively a generalized super-flow and generalized sub-flow and suppose there
exists two open sets Dy, Dy such that RN = 00y U Dy U Dy and such that Dy C Oy
and Dy C F§. Then if (Ty, D, D) denotes the level set evolution of (00, Dy, Dy ), we
have for all time t > 0

Df cO,c Dfuly, D CcFfcD; CTy.

Remark 10. One can check that under the assumptions of the previous corollary, we have
in fact D = O and Dy = F¢.
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