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[1] This modeling study was motivated by the recent publication of year-round records of dimethylsulfide (DMS) and dimethylsulfoxide (DMSO) in Antarctica, completing the available series of sulfate and methanesulfonic acid (MSA). Sulfur chemistry has been incorporated in the Laboratoire de Météorologie Dynamique-Zoom Tracers (LMD-ZT) Atmospheric General Circulation Model (AGCM), with high-resolution and improved physics at high-southern latitudes. The model predicts the concentration of six major sulfur species through emissions, transport, wet and dry deposition, and chemistry in both gas and aqueous phases. Model results are broadly realistic when compared with measurements in air and snow or ice, as well as to results of other modeling studies, at high- and middle-southern latitudes. Atmospheric MSA concentrations are underestimated and DMSO concentrations are overestimated in summer, reflecting the lack of a DMSO heterogeneous sink leading to MSA. Experiments with various recently published estimates of the rate of this sink are reported. Although not corrected in this work, other defects are identified and discussed: DMS concentrations are underestimated in winter, MSA and non-sea-salt (nss) sulfate concentrations may be underestimated at the South Pole, the deposition scheme used in the model may not be adapted to polar regions, and the model does not adequately reproduces interannual variability. Oceanic DMS sources have a major contribution to the variability of sulfur in these regions. The model results suggest that in a large part of central Antarctica ground-level atmospheric DMS concentrations are larger in winter than in summer. At high-southern latitudes, high loads of DMS and DMSO are found and the main chemical sink of sulfur dioxide (SO$_2$) is aqueous oxidation by ozone (O$_3$), whereas oxidation by hydrogen peroxide (H$_2$O$_2$) dominates at the global scale. A comprehensive modeled sulfur budget of Antarctica is provided.
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1. Introduction

[2] Sulfur is considered as a key contributor to the climate forcing mechanisms [IPCC, 2001]. The submicron sulfate and methanesulfonic acid (MSA) aerosols formed by gas-to-particle conversion interact with radiation both directly and indirectly through their action as Cloud Condensation Nuclei [Charlson et al., 1992]. This phenomenon leads primarily to a cooling effect of the Earth surface. Reciprocally, climatic conditions can affect biological activity and the production by the marine biota of dimethylsulfide (DMS), the main natural precursor of sulfur aerosols in the Southern Hemisphere. This feedback loop has already been suspected to act as a self-regulating process of the climate system [Shaw, 1983; Charlson et al., 1987]. But since the 18th century and the industrial development, anthropogenic sulfur dioxide (SO$_2$) emissions dominate
the natural emissions, and this self-regulation, if it exists, is not operative anymore in the Northern Hemisphere [Charlson, 1993]. To study the natural sulfur cycle is a necessary step toward a better understanding of human influence on the interaction between climate and the sulfur cycle.

[1] Sulfate measurements in recent Antarctic snow layers revealed that man-made activity does not have a significant impact on the sulfur cycle at high-southern latitudes [see Legrand, 1997 for a review]. These regions thus represent an ideal observation point for elucidating the interactions between climate and natural sulfur cycle. Moreover, the interpretation of Antarctic ice core records, in terms of climate forcing or response, requires a good understanding of the processes that drive the MSA/non-sea-salt (nss) sulfate ratio at middle- and high-southern latitudes. Bates et al. [1992a] found a temperature dependence of the MSA/nss sulfate ratio in the marine environment, interpreted as a more efficient OH-addition channel of DMS oxidation at lower temperatures [Hynes et al., 1986; Ravishankara et al., 1997]. Assuming a latitude dependence of temperature, this ratio can then be used, at a given site, to determine the latitude region where MSA and nss sulfate were formed [Legrand et al., 1992]. However, because other parameters such as oxidant concentrations can also influence the ratio [Hynes et al., 1986; Toumi, 1994; Patroescu et al., 1996], a clear and comprehensive picture of the sulfur cycle and its influencing environment is needed to use this method. To study the climate–sulfur cycle interactions on the one hand, and to access a 3D picture of the sulfur cycle and its atmospheric environment on the other hand, an Atmospheric General Circulation Model (AGCM) seems particularly appropriate.

[4] The sulfur aerosol concentrations (MSA, sulfate) in south polar regions are now documented with multiple year-round measurements at several Antarctic coastal stations like those of CAASC project [Wolff et al., 1998b; Minikin et al., 1998] and Sivoie et al. [1993], as well as shorter summer campaigns such as SCATE [Berresheim and Eisele, 1998; Berresheim et al., 1998; Jefferson et al., 1998a, 1998b], ISCAT [Mauldin et al., 2001; Arimoto et al., 2001], and, for the Southern Ocean regions, ACE 1 [Bates et al., 1998; De Bruyn et al., 1998; Blake et al., 1999]. Moreover, for the first time, the major gaseous sulfur species DMS and dimethylsulfoxide (DMSO) have been measured continuously over several years (including winter months), at the Antarctic coastal station Dumont d’Urville (Figure 1) [Jourdain and Legrand, 2001; Jourdain, 2001]. Therefore, measurements of sulfur compounds in the Antarctic region now constitute a significantly detailed data set for a 3D model evaluation.

[5] This paper presents a study of the sulfur cycle at high-southern latitudes with an AGCM. We use a modified version, optimized for south polar regions, of the Laboratoire de Météorologie Dynamique-Zoom Tracers (LMD-ZT) sulfur model. The main characteristics of the model are presented in section 2. In section 3, the simulated seasonal cycle of atmospheric concentrations is compared to year-round observations. In section 4, simulated snow concentrations and deposition fluxes of nss sulfate and MSA are compared to measurements in firm and ice cores. In section 5, LMD-ZT results are compared to results of other 3D models. In section 6, the model ability to represent temporal variability of the sulfur cycle is evaluated. In section 7, a sensitivity test on oceanic DMS sources, motivated by the results of the previous sections, is presented. In section 8, we finally present some global characteristics of the atmospheric sulfur cycle and budget over Antarctica, as simulated by the model.

2. Model Description

[6] We use the LMD-ZT AGCM. Specific physical parameterizations developed by Krinner et al. [1997] have been implemented to improve the polar atmospheric physics. The grid has 96 (longitude) \times 72 (latitude) points. It is regular in longitude with a resolution of 3.75°, but stretched in latitude to reach a resolution of 1° between 66°S and 76°S. This leads to a resolution of ca. 100 km in both latitude and longitude in this region (Figure 1).

[7] There are 19 vertical levels described with a hybrid \( \sigma \)-pressure coordinate, with the first level centered at around 12 m above the ground. The primitive equations are solved with a time step of 1.5 min, large-scale advection every 7.5 min, and the physical and chemical parameterizations every 30 min. Atmospheric transport is computed with a finite volume transport scheme for large-scale advection [Van Leer, 1977; Hourdin and Armengaud, 1999], a scheme for turbulent mixing in the boundary layer, and a mass flux scheme for convection [Tiedtke, 1989].

[8] The original sulfur treatment, including emissions, chemistry, and deposition, is described in details by Boucher et al. [2002]. Six sulfur species are computed: DMS, \( \text{SO}_2 \), nss sulfate (\( \text{SO}_4^{2-} \)), hydrogen sulfide (\( \text{H}_2\text{S} \)), DMSO, and MSA. For sulfate and MSA, only the particulate phase is considered. Surface emissions of DMS, \( \text{SO}_2 \),
and H2S are considered. The DMS fluxes are derived from the sea surface DMS concentrations maps of Kettle et al. [1999] using the sea-to-air parameterization of Liss and Merlivat [1986]. Emission fluxes are precomputed using climatological wind and temperature fields. Because they constitute a climatology, these oceanic DMS fluxes do not feature any interannual variability. All species are transported and undergo dry and wet deposition. Prescribed fields from a 3D atmospheric chemistry model (IMAGES) [Müller and Brasseur 1995] are used for photodissociation rates of hydrogen peroxide (H2O2) and oxidant concentrations (namely hydroxyl OH, hydroperoxyl HO2, nitrate NO3 radicals, and ozone (O3)). H2O2, because its concentration can be affected by the sulfur cycle upon aqueous oxidation of SO2, is also a prognostic variable. Its chemical production and destruction by nonsulfur compounds result from 3 reactions (see Table 1). The gas-phase chemical scheme for sulfur species is a simplified version of the one by Pham et al. [1995] (Table 1). It features DMS + NO3 reaction leading to SO2, DMS + OH addition and abstraction channels leading to DMSO and SO2, DMSO + OH reaction leading to MSA and SO2, SO2 + OH leading to sulfate, and H2S + OH leading to SO2. The aqueous-phase scheme involves the oxidation of SO2 by O3 and H2O2. [9] In order to improve the model climatology and introduce a realistic meteorological variability, the model

### Table 1. Reaction Rates Used in the Present Study

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMS + OH → SO2 + ...</td>
<td>$K_1 = 9.6 \times 10^{-15} e^{-172/T}$</td>
</tr>
<tr>
<td>DMS + OH → xSO2 + (1 - x)DMSO + ...</td>
<td>$K_2 = 3.04 \times 10^{-12} e^{550/T} \alpha/(1 + \alpha)$, $\alpha = 1.15 \times 10^{-31} e^{560/T} [M] x = 0.6$</td>
</tr>
<tr>
<td>DMS + NO3 → SO2 + ...</td>
<td>$K_3 = 1.9 \times 10^{-13} e^{-172/T}$</td>
</tr>
<tr>
<td>SO2 + OH → sulfate + ...</td>
<td>$K_4 = 4.3 \times 10^{-12} e^{-172/T} [M] / (1 + [M]) / 1.5 \times 10^{-12}$, $\alpha = 3.9 \times 10^{-31} (300/T)^{1/3}$</td>
</tr>
<tr>
<td>($\frac{1}{2}$)MSA → ($\frac{1}{2}$)MSA + SO2</td>
<td>$K_5 = 5.8 \times 10^{-11} x = 0.6$</td>
</tr>
<tr>
<td>($\frac{1}{2}$)MSA + NO3</td>
<td>$K_6 = 6.0 \times 10^{-12} e^{-75/T}$</td>
</tr>
<tr>
<td>HO2 + HO2 → H2O2 + ...</td>
<td>$K_7 = 2.3 \times 10^{-13} e^{500/T} + 1.7 \times 10^{-33} [M] e^{1000/T}$</td>
</tr>
<tr>
<td>corrected for the effect of water vapor</td>
<td></td>
</tr>
<tr>
<td>H2O2 + OH → HO2 + H2O</td>
<td>$K_8 = 2.9 \times 10^{-12} e^{-160/T}$</td>
</tr>
<tr>
<td>Prescribed from IMAGES</td>
<td></td>
</tr>
<tr>
<td>S(IV) + H2O2 → sulfate</td>
<td>$K_{71}^a = 7.5 \times 10^{-4} e^{-2400/(1/T - 298)} [H^+] /[1 + 13 [H^+]_aq]$</td>
</tr>
<tr>
<td>S(IV) + O3 → sulfate</td>
<td>$K_{71}^b = 2.4 \times 10^4$</td>
</tr>
<tr>
<td>H2O2 + O3</td>
<td>$K_{22}^c = 3.7 \times 10^4 e^{-550/(1/T - 298)}$</td>
</tr>
<tr>
<td>$K_{23}^d = 1.5 \times 10^4 e^{-5200/(1/T - 298)}$</td>
<td></td>
</tr>
<tr>
<td>Solubility constants</td>
<td></td>
</tr>
<tr>
<td>DMSO</td>
<td>$5 \times 10^4$</td>
</tr>
<tr>
<td>SO2</td>
<td>$1.4 e^{2000/(1/T - 298)}$</td>
</tr>
<tr>
<td>H2O2</td>
<td>$8.3 \times 10^4 e^{2400/(1/T - 298)}$</td>
</tr>
<tr>
<td>O3</td>
<td>$1.15 \times 10^2 e^{-2560/(1/T - 298)}$</td>
</tr>
<tr>
<td>Dissociation constants</td>
<td></td>
</tr>
<tr>
<td>SO2/SO3$^-$</td>
<td>$1.3 \times 10^{-7} e^{2600/(1/T - 298)}$</td>
</tr>
<tr>
<td>SO3$^-$/SO2$^-$</td>
<td>$6.6 \times 10^{-7} e^{2300/(1/T - 298)}$</td>
</tr>
<tr>
<td>Heterogeneous-phase chemistry (only for a sensitivity experiment)</td>
<td></td>
</tr>
<tr>
<td>1: (0.5 × 10^{-10} [OH] + 5.5 × 10^{-3}) S/3.3</td>
<td></td>
</tr>
<tr>
<td>2: 2 × 10^{-4} S/10.5</td>
<td></td>
</tr>
<tr>
<td>3: 2.4 × 10^{-10} [OH] (and DMSO yield for DMS + OH divided by 2)</td>
<td></td>
</tr>
<tr>
<td>4: (0.5 × 10^{-10} [OH] + 5.5 × 10^{-3}) S/60 (derived from)</td>
<td></td>
</tr>
</tbody>
</table>

Units are cm$^3$ mol$^{-1}$ s$^{-1}$ for the gas-phase reaction rates ($K_1, 1$ mol$^{-1}$ s$^{-1}$ for aqueous-phase reaction rates ($K_{71}^a, 1$ mol$^{-1}$ s$^{-1}$ for solubility constants, and mol$^{-1}$ s$^{-1}$ for dissociation constants. S is the dry aerosol surface in $\text{m}^2$ cm$^{-3}$. $K_{21}^b [\text{SO}_2]_{aq} = K_{22}^d [\text{H}_2\text{O}_2]_{aq} [\text{H}_2\text{O}]_{aq} = K_{23}^d [\text{O}_3]_{aq}$.
is run with a “lateral nudging” of Antarctic atmospheric circulation, as described by Genthon et al. [2002]. To take the best advantage of the good behavior of the model in polar regions [Krinner et al., 1997], nudging is not performed at every grid point but only at the periphery of the Antarctic region. A total nudging is applied near 60°C176S, 50°C176S, and 40°C176S (see Figure 1) for surface pressure, zonal and meridional wind from ECMWF analyses. Genthon et al. [2002] stress the potential of lateral nudging for constraining the transport of tracers from middle to high latitudes.

[10] The model is run over the 1993–1999 period (7 years), with the corresponding surface boundary conditions (including sea ice fraction) and nudging. The first 2 years are used to spin up tracer concentrations in the modeled atmosphere. Only the last 5 years are considered in the following discussion.

3. Seasonal Cycle of Atmospheric Concentrations

3.1. DMS

[11] Since December 1998, atmospheric DMS has been measured continuously at Dumont d’Urville. It is the first year-round monitoring of DMS in Antarctica and the record is now covering 3 years [Jourdain, 2001]. Measurements are made a few meters above the ground, and can thus be compared to simulated concentrations at the first level of the model (~12 m).

[12] A comparison of observed and modeled mixing ratios is presented on Figure 2. The strong seasonal cycle of DMS is well reproduced by the model, and mixing ratios are correctly simulated, within a factor of 2. They are overestimated in summer and underestimated in winter. The plot shows that simulated DMS concentrations are closely linked to the oceanic fluxes in the model grid box corresponding to the station, suggesting that these discrepancies are related to the prescribed DMS emissions. Kettle et al. [1999] stress the rather small number of DMS measurements available in Southern Ocean waters. Consequently, large uncertainties still linger in the DMS fluxes imposed to the model in the Antarctic region. At lower latitudes, where oceanic DMS concentrations have been measured more frequently, the model reproduces well the observed DMS seasonal cycle. This is shown on Figure 3, that depicts observed and simulated DMS mixing ratios at Amsterdam Island [Nguyen et al., 1990; Sciare et al., 2000a], and Cape Grim [Ayers et al., 1995] (Figure 1). Moreover, DMS measurements at Dumont d’Urville present a perceptible year-to-year variability [Jourdain, 2001]: modeled values fit better the observations of winter 2001 (primarily, the bottom of error bars, Figure 2) than those of winter 1999 (top of the error bars). The high DMS load during winter 1999 could be linked to relatively exceptional sea ice conditions offshore Dumont d’Urville in this period, as mentioned by Jourdain and Legrand [2001]. Indeed,
intense DMS releases have already been observed in the presence of sea ice [e.g., Kleefeld, 1998; Curran et al., 1998; Inomata et al., 1997]. A sensitivity experiment, reported in section 7, shows that atmospheric DMS near the Antarctic coastal regions is highly sensitive to sea ice conditions.

3.2. DMSO

3.2.1. Dumont d’Urville

[13] As for DMS, the only year-round monitoring of gas-phase DMSO in Antarctica was performed at Dumont d’Urville, for 3 years [Jourdain, 2001]. Comparison with model results is presented in Figure 4. The model underestimates winter values, and this is consistent with similar results for DMS. This error is thus likely primarily linked to DMS emissions. However, it seems that the model underestimates DMSO concentrations more drastically than DMS, suggesting that DMS emissions are not the only reason of the discrepancy. A plausible explanation is the missing reaction of DMS with bromine oxide (BrO) [Toumi, 1994] in the model. The role of this reaction is still not well quantified, because the abundance of BrO in the atmosphere remains uncertain. However, a recent 1D study by von Glasow et al. [2002] suggests that consideration of BrO would increase the DMS oxidation rate by more than 50% in remote marine boundary layer conditions.

[14] The model overestimates summer DMSO by a factor of 3, whereas concentrations of the precursor, DMS, are better simulated. We know according to Davis et al. [1998] and Sciare et al. [2000a] that DMSO gas is efficiently scavenged by particles, and that this is a significant sink of DMSO. DMSO is then partly oxidized into MSA [Legrand et al., 2001]. Sciare et al. [2000a] find this process to be of similar efficiency as the DMSO oxidation by OH in the gas phase. If correct, simulated DMSO concentrations would approximately be divided by 2, which would bring them in much better agreement with observations. To explore the possible impact of this process on DMSO (and MSA, see section 3.3), four sensitivity experiments have been devised using tentative formulations for the heterogeneous loss of DMSO. Three different parameterizations, suggested by (1) Legrand et al. [2001], (2) Davis et al. [1998], and (3) Sciare et al. [2000a], respectively, are first tested. They represent in situ estimations from case studies performed in summer at Dumont d’Urville, Palmer and Amsterdam Island (Figure 1) respectively, and are formulated explicitly in Table 1. The dry (sea-salt) aerosol surface, needed for parameterizations (1) and (2), is prescribed from the TM3 global atmospheric tracer transport model results [Guelle et al., 2001]. Because all parameterizations are based on summer observations only, the sensitivity tests were performed for January 1995. The results for DMSO and MSA at Dumont d’Urville are presented in Table 2.

[15] The parameterizations of Legrand et al. [2001] and Davis et al. [1998] leads to excessive DMSO oxidation and MSA production. The parameterization of Sciare et al. [2000a] leads to a better agreement with measurements for DMSO and MSA concentrations, but both are somewhat underestimated. However, the prescribed sea-salt aerosol surface, as simulated by TM3 at Dumont d’Urville in January, reaches 60 μm² cm⁻³ whereas the experimental estimation reported by Legrand et al. [2001] is of 3.3 μm² cm⁻³ only. An ad hoc corrective factor (3.3/60) to the parameterization of Legrand et al. [2001] (experiment 4, Tables 1 and 2), brings DMSO and MSA mixing ratios in good agreement with observations.

[16] This short study highlights the uncertainties that presently prevent from routinely accounting for the heterogeneous oxidation of DMSO in global models: 1. Global evaluations of aerosols are available from models only, and they are not validated in the polar regions; 2. The kinetics of the reaction has only been characterized locally, from in situ summer observations only. In addition, results obtained from the various proposed parameterizations are not in mutual agreement.

3.2.2. Amsterdam Island

[17] Although not located at high-southern latitudes but in the Southern Ocean, Amsterdam Island is one of the very few places, besides Dumont d’Urville, where a year-round series of DMSO measurements is available [Sciare et al., 2000a]. The comparison of model results with observations is shown on Figure 5. It turns out that the observed DMSO mixing ratio is well reproduced by the model all over the year. This is surprising, since the model potentially lacks a reaction of DMSO production (DMS + BrO), and probably an heterogeneous sink of DMSO. Several reasons might explain this unexpected result:

1. The missing DMSO production and sink processes mentioned above cancel each other at Amsterdam Island;

Table 2. DMSO and MSA Mixing Ratios (pptv) and Ratio at Dumont d’Urville in January 1995, as Observed (Column Obs.), in our Reference Simulation (Ref.), With an Additional Reaction (See Text) Parameterized Following the Works of Legrand et al. [2001] (1), Davis et al. [1998] (2), Sciare et al. [2000a] (3), and Legrand et al. [2001] Modified (4)

<table>
<thead>
<tr>
<th></th>
<th>Obs.</th>
<th>Ref.</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DMSO</td>
<td>3.5</td>
<td>10.4</td>
<td>0.2</td>
<td>0.2</td>
<td>1.0</td>
<td>2.8</td>
</tr>
<tr>
<td>MSA</td>
<td>13.4</td>
<td>10.3</td>
<td>22.0</td>
<td>20.4</td>
<td>11.3</td>
<td>14.8</td>
</tr>
<tr>
<td>DMSO/MSA</td>
<td>0.25</td>
<td>1.0</td>
<td>0.05</td>
<td>0.06</td>
<td>0.17</td>
<td>0.19</td>
</tr>
</tbody>
</table>
2. Both are weak at Amsterdam Island, compared with Dumont d’Urville. This implies that Sciare et al. [2000a] overestimate the rate of the heterogeneous DMSO sink. In fact, they assume that DMS is homogeneously distributed in a ~1150 m boundary layer. The model suggests that it is not the case, and that surface concentrations are about 8 times larger than concentrations at 1200 m elevation;

3. Sciare et al. [2000a] are correct to assume a well mixed boundary layer, and the model underestimates a possibly strong mixing associated with the relief of the island, which the model ignores due to resolution limitations.

Since a more intense boundary layer mixing of DMS would lead to lower DMS surface mixing ratios, case 3 would mean that oceanic DMS fluxes in the model are too low in the region of Amsterdam Island. Indeed, DMS mixing ratios are presently well simulated by the model (Figure 3). However, larger DMS fluxes would lead to larger DMSO mixing ratios, that would be consistent with the lack of the heterogeneous DMSO sink. Of course, the inverse argument is legitimate for case 2. Observation of the vertical DMS distribution at Amsterdam Island would obviously help solving this question. The sensitivity experiments (1–4) performed in section 3.2.1 respectively lead to DMSO mixing ratios, in January 1995, of 0.4, 0.5, 0.45, and 1.9 pptv, which are consistently lower than the baseline simulation (4.1 pptv) and the observation (4.5 pptv), as expected.

[18] Conflicting results at Dumont d’Urville and Amsterdam Island thus confirm that currently available information is insufficient to routinely account for and validate the missing oxidation reactions in global 3D models.

3.3. NSS Sulfate and MSA Aerosols

[19] Until recently, only nss sulfate and MSA, mainly present in the aerosol phase, were monitored on a year-round basis. Multiannual series are currently available for these species at several Antarctic coastal stations: Dumont d’Urville, Halley, Neumayer [Minikin et al., 1998], Palmer, and Mawson [Savoie et al., 1993] (see Figure 1).

[20] Figures 6 and 7 show the mixing ratios of nss sulfate and MSA aerosols at these five stations for an average year.

Figure 5. Same as Figure 4 for Amsterdam Island. Observations of DMSO are by Sciare et al. [2000a].

For both compounds and at all stations the strong seasonal cycle, characterized by summer maxima, is reproduced by the model. Nss sulfate concentrations can be underestimated (Neumayer) or overestimated (Palmer in summer) but remain globally consistent (within a factor of 2) with observations. At all sites, MSA concentrations are systematically underestimated. This could be due to an incorrect prescription of the DMS sources, in terms of intensity and/or location, or to an insufficient chemical production of MSA. Two evidences come in support of the second assumption. First, nss sulfate is better simulated at all stations, and sometimes overestimated (at Palmer). Second, DMSO is overestimated at Dumont d’Urville in summer (Figure 4), and the missing sink of DMSO (section 3.2) essentially leads to MSA formation. As at Dumont d’Urville (Table 2), the disagreement between simulated and observed MSA can be reduced when an ad hoc heterogeneous reaction is implemented in the model.

[21] MSA and sulfate aerosols have never been monitored on a year-round basis at any inland Antarctic site. However, at the South Pole, a few measurements of atmospheric concentrations of these compounds have been carried out in summer and, for sulfate, in winter [Tuncel et al., 1989; Cunningham and Waddington, 1993; Harder et al., 2000; Arimoto et al., 2001]. The observed and modeled atmospheric concentrations are presented in Table 3. The table also presents data that are discussed in section 4. Nss sulfate and MSA are underestimated by the model near the surface. A possible explanation for such a discrepancy has been suggested recently by Mauldin et al. [2001] who measured, during the ISCAT (Investigation of Sulfur Chemistry in the Antarctic Troposphere) project, unexpectedly high concentrations of OH radicals at the South Pole in summer. These high concentrations are due to high levels of NO, themselves due to a release of NOx by the snow [Davis et al., 2001]. NOx are formed through the photolysis of NO3 in the snowpack [Honrath et al., 1999]. The IMAGES model does not include any impact of in-snow chemistry on the atmospheric OH concentrations. Thus, in spite of a correct representation of OH near the coast (the prescribed OH concentration at Palmer in February, ~1.6 x 107 mol cm−3, is rather consistent with SCRATE results of 1.1 x 105 mol cm−3 [Jefferson et al., 1998b]), the prescribed OH concentration at the South Pole is 10 times lower than that found during ISCAT in summer. Obviously, this leads to an underestimation of concentrations of nss sulfate and MSA, but also to a likely overestimation of the concentration of their primary precursor: DMS. However, when cumulated, DMS, SO2, DMSO and nss sulfate sum up to only 22 ng m−3 of sulfur, which if all converted into sulfate cannot account for more than 66 ng m−3 near the ground. Thus, it seems that OH underestimation is not the only reason for the low simulated aerosol concentrations. As a sensitivity experiment, the model has been run over January 1995 with OH concentrations multiplied by 10 at the first level of the model, in the presence of continental ice. No significant change has been observed in the nss sulfate and MSA concentrations, partly because the gaseous precursor concentrations are very low. Because MSA and nss sulfate concentrations display strong vertical gradients in the first levels of the model (concentrations are about 5–8 times larger at higher levels in the boundary layer), we believe...
Figure 6. Seasonal variations of nss sulfate (pptv) near the ground at the Antarctic stations Dumont-
d’Urville (140°1’E, 66°40’S), Halley (26°19’W, 75°35’S), Neumayer (8°15’W, 70°39’S) [Minikin et al.,
1998], Palmer (64°03’W, 64°46’S), and Mawson (62°30’E, 67°36’S). Open circles represent monthly mean
observed concentrations [Minikin et al., 1998; Savoie et al., 1993]. Standard deviations of monthly values
(representing year-to-year variability) are plotted as vertical lines. Model results are shown as solid lines.

Figure 7. Same as Figure 6 for MSA.
that other local processes, such as dynamics and deposition, may well be involved in the discrepancy. Some observations of the aerosols vertical distribution in the inland Antarctic atmosphere would be essential to better evaluate the models and to better interpret surface measurements in terms of bulk atmospheric concentrations.

4. NSS Sulfate and MSA in Antarctic Snow

[22] Ice core records of nss sulfate and MSA provide a way to reconstruct past atmospheric signals. To establish the air–snow transfer function, the deposition processes must be well understood. In this section, the modeled deposition fluxes and the derived concentrations in snow of nss sulfate and MSA aerosols are compared with observational data. At South Pole, in addition to accumulation rates and snow concentrations, some measurements of ground-level atmospheric DMS have been carried out [Tuncel et al., 1989; Cunningham and Waddington, 1993; Harder et al., 2000; Arimoto et al., 2001] (Table 3). The atmospheric concentrations are underestimated by the model, as already discussed in section 3.3. In spite of that, and in spite of a slight underestimation of the accumulation rate, the simulation displays very good deposition fluxes and reasonable, although somewhat high, snow concentrations for both species. At three Antarctic coastal stations [Wolff et al., 1998a], surface atmospheric measurements have been carried out simultaneously with measurements in fresh snow. Scavenging ratios have been calculated following:

\[ W = \frac{\rho_{\text{air}}}{C_s} \frac{C_s}{C_{\text{air}}} \]

where \( W \) is the scavenging ratio, \( \rho_{\text{air}} \) is the air density, and \( C_s \) and \( C_{\text{air}} \) are the concentrations of the species in snow and air, respectively. Although not highly meaningful [Wolff et al., 1998a], the scavenging ratio is, from surface data only, the best available concept that characterizes the rate of wet deposition, which largely dominates over the other deposition processes in the coastal regions. Table 4 shows that the model systematically overestimates the scavenging ratios. Thus, model results at the South Pole and at the coastal stations consistently suggest excessive deposition in the model.

[21] This systematic bias is confirmed by data at 30 Antarctic sites (Figure 8) where snow accumulation rates, concentrations of MSA and nss sulfate in firm and ice cores have been measured [Minikin et al., 1998]. Accumulation rates, shown on Figure 9, are fairly well simulated, with a correlation factor of 0.89 between field data and model results. This confirms the ability of the model to capture the major patterns of Antarctic precipitation [Krinner et al., 1997; Genthon and Krinner, 2001]. On Figure 10, the modeled concentrations in snow and deposition fluxes are, respectively, compared with observed concentrations in snow, and fluxes deduced from observed concentrations in snow and accumulation rates [Minikin et al., 1998]. Sites 16–19 do not provide data for MSA.

[24] Simulated concentrations in snow are almost systematically larger than measured concentrations, and the correlations are rather poor (0.37 and 0.65 for MSA and nss sulfate, respectively), in spite of better correlations for deposition fluxes (0.76 and 0.84). Indeed, snow concentrations cumulate errors in both simulated accumulation and deposition. Simulated deposition fluxes of MSA and nss sulfate correlate rather well with observation-derived fluxes. However, most of deposition fluxes of nss sulfate and MSA are overestimated. In particular, modeled nss sulfate fluxes are often twice higher than observed ones. These overestimations are due to an excessive wet deposition. Indeed, dry/wet deposition ratio never exceeds 0.15, except for interior sites (numbers 11–14 and 19), and wet deposition fluxes alone remain larger in the simulation than deposition fluxes in the observations for most of the sites. Moreover, simulated wet deposition from in-cloud scavenging is at least 20 times larger than deposition from below-cloud scavenging near the coast, and generally more than 20 times larger inside the continent. Boucher et al. [2002] stress that in-cloud scavenging scheme of our model is the same for liquid and solid precipitation, and the present results illustrate the limit of such an approximation. Snow precipitation should be distinguished from rain in further studies.

5. Previous Modeling Studies

[25] Some previous 3D studies of the sulfur cycle [Langner and Rodhe, 1991; Pham et al., 1995; Chin et al., 1996, 2000; Roelofs et al., 1998; Barth et al., 2000] or of atmospheric DMS [Sciare et al., 2000b] refer to obser-

### Table 3. Mean Atmospheric Concentrations, Accumulation Rates, Deposition Fluxes, and Snow Concentrations of NSS Sulfate and MSA at the South Pole

<table>
<thead>
<tr>
<th>Source</th>
<th>Atm. (ng m⁻³)</th>
<th>Acc. rate (g cm⁻² yr⁻¹)</th>
<th>Dep. flux (μmol m⁻² d⁻¹)</th>
<th>Snow conc. (μg m⁻³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nss sulfate LMD-ZT</td>
<td>22</td>
<td>5.4</td>
<td>0.17</td>
<td>98</td>
</tr>
<tr>
<td>LMD-ZT (summer)</td>
<td>~100</td>
<td>7.2</td>
<td>0.2</td>
<td>92</td>
</tr>
<tr>
<td>~83</td>
<td>85</td>
<td>~140</td>
<td>8.5</td>
<td>13</td>
</tr>
<tr>
<td>Sulfate at Dumont d’Urville 3300 4000</td>
<td>950</td>
<td>3000</td>
<td>3100</td>
<td>4100</td>
</tr>
<tr>
<td>Sulfate at Neumayer 950 3000</td>
<td>800</td>
<td>3300</td>
<td>950</td>
<td>3000</td>
</tr>
<tr>
<td>MSA Dumont d’Urville 1600 2300</td>
<td>1200</td>
<td>1900</td>
<td>1100</td>
<td>1800</td>
</tr>
<tr>
<td>MSA Neumayer 800 3300</td>
<td>800</td>
<td>3300</td>
<td>950</td>
<td>3000</td>
</tr>
<tr>
<td>MSA Halley 3100 4100</td>
<td>4100</td>
<td>3000</td>
<td>3100</td>
<td>4100</td>
</tr>
<tr>
<td>LMD-ZT (summer)</td>
<td>7</td>
<td>5.4</td>
<td>0.02</td>
<td>13</td>
</tr>
<tr>
<td>12 (summer)</td>
<td>8.5</td>
<td>0.02</td>
<td>8</td>
<td></td>
</tr>
</tbody>
</table>

LMD-ZT refers to the results of the present study.

### Table 4. Observed [Wolff et al., 1998a] and Modeled Scavenging Ratios of MSA at Dumont d’Urville, Neumayer, and Halley and Sulfate at Neumayer and Halley

<table>
<thead>
<tr>
<th>Source</th>
<th>Observed</th>
<th>Modeled</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSA Dumont d’Urville</td>
<td>1600</td>
<td>2300</td>
</tr>
<tr>
<td>MSA Neumayer</td>
<td>800</td>
<td>3300</td>
</tr>
<tr>
<td>Sulfate Neumayer</td>
<td>950</td>
<td>3000</td>
</tr>
<tr>
<td>MSA Halley</td>
<td>3100</td>
<td>4100</td>
</tr>
<tr>
<td>Sulfate Halley</td>
<td>3300</td>
<td>4000</td>
</tr>
</tbody>
</table>
vations at middle- and high-southern latitudes to evaluate the models behavior in remote marine regions. Comparing our results with other studies may help evaluating our model, and identifying systematic model biases and their origin. Most previous 3D studies cited above make use of oceanic DMS emissions derived by Bates et al. [1987] or Bates et al. [1992b]. The global distribution in both data sets is an extrapolation of studies performed in the northern Pacific. Oceanic DMS concentrations and the derived sea–air fluxes are meridional averages, although Bates et al. [1987] consider a zonal variation in the equatorial region and treat the coastal regions separately. Two seasons are considered for the temporal variations. Langner and Rodhe [1991] directly use the emission fluxes of Bates et al. [1987]. Chin et al. [1996] apply the parameterization of sea–air flux of Tans et al. [1990] onto the oceanic DMS concentrations of Bates et al. [1987]. Roelofs et al. [1998] and Barth et al. [2000] postprocess the data of Bates et al. [1992b], distributing DMS emissions across the latitude bands using pigment concentrations from the Coastal Zone Color Scanner, following the method of Benkovitz et al. [1994]. Pham et al. [1995] calculate sea–air DMS flux by distributing a global flux of 19.2 TgS yr$^{-1}$ following the solar flux intensity at the ocean surface. In all these studies, the seasonal cycle of DMS at Amsterdam Island and Cape Grim is less marked than the one observed (Figure 3). It is

Figure 8. Antarctic sites considered in the present study, from the data compiled by Minikin et al. [1998]. The sites belonging to the same model grid box are gathered together and their snow concentrations and deposition fluxes are averaged.
hypothesize that it is due to the sources. Oceanic DMS concentrations of Kettle et al. [1999] may be somewhat overestimated in summer in the region of Palmer, and underestimated in the region of Mawson.

[27] The GOCART model also reproduces the seasonal variations of MSA at these Antarctic stations, whereas LMD-ZT underestimates them virtually systematically. We suggested in section 3.3 that it was linked to an insufficient oxidation of DMSO. DMSO is not taken into account in the GOCART model, thus MSA is directly formed by DMS oxidation. The result of Chin et al. [2000] thus provides another evidence of a missing DMSO sink in LMD-ZT, as advanced in section 3.2.

[28] These brief comparisons show that LMD-ZT is among the best models for representing the sulfur cycle at middle- and high-southern latitudes. Moreover, our results strongly suggest that emission fluxes of DMS, through their spatial and temporal variability, play a major role in the modeled concentrations of sulfur compounds in these regions.

6. Modeled Versus Observed Variability

[29] For all sulfur species, a mean seasonal cycle, which is to a large extent driven by the DMS source, is reproduced by the model. In this section, we evaluate the model ability to reproduce realistic variability at subseasonal (monthly) and interannual timescales. Figure 11 shows time series of observed and simulated atmospheric nss sulfate at Dumont d’Urville over the 1995–1999 period. Sulfate is, with MSA, the only sulfur species that was monitored over the full period covered by the simulation. The interannual variability of peak summer concentration is high, both in the observations and in the model. However, in spite of a strong control of the circumpolar atmospheric circulation through nudging with meteorological analyses, the model shows little common (correlated) variability with the observations.

Thus, according to the model, the interannual variability of sulfate cannot be interpreted in terms of variability of resolved atmospheric circulation and transport only. It has been verified (but not shown here) that this is also the case at other sites in Antarctica.

[30] Figure 11 suggests that variability is roughly one order of magnitude smaller in winter than in summer. However, mean concentrations are also, on average, about one order of magnitude smaller in winter than in summer. Therefore, although small in absolute terms, winter variability is very significant relative to mean winter concentrations. To provide a synthetic picture of relative variability at subseasonal (monthly) and interannual timescales. Figure 11 shows time series of observed and simulated atmospheric nss sulfate at Dumont d’Urville over the 1995–1999 period. Sulfate is, with MSA, the only sulfur species that was monitored over the full period covered by the simulation. The interannual variability of peak summer concentration is high, both in the observations and in the model. However, in spite of a strong control of the circumpolar atmospheric circulation through nudging with meteorological analyses, the model shows little common (correlated) variability with the observations.

Thus, according to the model, the interannual variability of sulfate cannot be interpreted in terms of variability of resolved atmospheric circulation and transport only. It has been verified (but not shown here) that this is also the case at other sites in Antarctica.

[31] Figure 11 suggests that variability is roughly one order of magnitude smaller in winter than in summer. However, mean concentrations are also, on average, about one order of magnitude smaller in winter than in summer. Therefore, although small in absolute terms, winter variability is very significant relative to mean winter concentrations. To provide a synthetic picture of relative variability at subseasonal (monthly) and interannual timescales. Figure 11 shows time series of observed and simulated atmospheric nss sulfate at Dumont d’Urville over the 1995–1999 period. Sulfate is, with MSA, the only sulfur species that was monitored over the full period covered by the simulation. The interannual variability of peak summer concentration is high, both in the observations and in the model. However, in spite of a strong control of the circumpolar atmospheric circulation through nudging with meteorological analyses, the model shows little common (correlated) variability with the observations.

Thus, according to the model, the interannual variability of sulfate cannot be interpreted in terms of variability of resolved atmospheric circulation and transport only. It has been verified (but not shown here) that this is also the case at other sites in Antarctica.

$$\Delta C(m, y) = 100 \cdot \frac{C(m, y) - C(m)}{C(m)}$$

(1)

where $C(m, y)$ is the observed or modeled mean concentration for month $m$ and year $y$, and $C(m) = \sum_{y=95}^{y} C(m, y)/5$ is the interannual mean concentration for month $m$. A 100 multiplier is used to obtain anomalies in %.

[31] Figure 12 compares $\Delta C$ for observed and modeled nss sulfate at Dumont d’Urville. There is virtually no
correlation between the 2 series. This is, again, in spite of forcing the large-scale circulation of the model toward that of the real world. In addition, the standard deviation of the relative anomaly is almost twice larger in the observations than in the model, suggesting again a missing source of variability.

Because the mean levels and seasonality are relatively well reproduced, a major deficiency of the model atmospheric physics and/or chemistry modules is not a likely explanation for this failure. There are several other possible reasons though. In particular, in spite of using a high-resolution grid over Antarctica, the simulated meteorological and chemical features are meaningful as averages on scales of $\sim 10^4$ km$^2$. The observations may have a much more local significance, particularly because a marked land/ocean contrast affects horizontal homogeneity at the coastal stations. Observations inland of Antarctica are too scarce for an evaluation of variability and comparison with model results. On the other hand, at lower latitudes, Amsterdam Island possibly offers a more homogeneous environment than Dumont d’Urville. In addition, relatively long series of the main sulfur precursor, DMS, are available from observation. Figure 13 compares, over their common period of availability, the observation and simulation of the surface DMS mixing ratio at Amsterdam Island and shows that, again, variability differs markedly. This is confirmed by the comparison of monthly relative anomalies, and a similar conclusion was reached by Sciare et al. [2000b], using the chemistry-transport model TM3. Our model systematically displays a triple peak in summer, which is not confirmed by the observations. Figure 3 indicates that this is a consequence of the regional DMS source flux. Variability is thus spuriously introduced in the model through the prescription of a source flux [Kettle et al., 1999] which is clearly inappropriate for the period of interest.

On the other hand, simulated DMS at Dumont d’Urville has a shoulder in April–May which bears some similarity with a (austral) fall secondary peak in the observations (Figure 2). Examination of the DMS source, either locally at Dumont d’Urville or at wider scales, excludes that

---

**Figure 10.** Scatterplots of measured versus modeled concentrations in firm and ice cores (ng g$^{-1}$) and deposition fluxes (μmol m$^{-2}$ d$^{-1}$) of MSA (upper row) and nss sulfate (lower row) at the Antarctic sites shown on Figure 8. Experimental data are drawn from the compilation of Minikin et al. [1998]. MSA at site 15 is off-scale and not plotted.
this is a result of the prescribed oceanic fluxes. Therefore, in
spite of resolution limitations, the internal model physics
and/or chemistry is able to reproduce some prominent
features of the observed variability of coastal DMS.

Yet, a large fraction of the observed variability,
including within and beyond seasonality, has most probably
its origin in the source of DMS, and a prescribed source
with no interannual variability is obviously a strong limi-
tation. In addition, there are very few direct observations of
DMS concentration at high-southern latitudes, and even the
mean seasonal variance is questionable. Using the Chem-
istry-Transport Model TM3, Sciare et al. [2000b] already
found the variability of meteorological parameters insuffi-
cient for explaining the variability of atmospheric concen-
trations of DMS at Amsterdam Island. However, Antarctica
features, with sea ice cover, an extra meteorological param-
eter likely to affect DMS emissions. Experiments to assess
the model sensitivity to various changes and tentative

Figure 11. The nss sulfate mixing ratio at Dumont d’Urville over the 1995–1999 period. Observations
are symbolized by circles and simulated values by the solid line.

Figure 12. Monthly relative anomaly (defined in text) of nss sulfate at Dumont d’Urville (in %).
Observations are symbolized by the solid line and simulated values are symbolized by the dashed line.
improvements of the source formulations, including interannual variability, are presented in section 7.

7. A Test on Oceanic Sources of DMS

[35] The sulfur cycle in Antarctica is mainly driven by oceanic sources of DMS around the continent. Rather few measurements of DMS concentrations in oceanic surface waters have been performed at high-southern latitudes [Bates et al., 1987; Andreae, 1990; Turner et al., 1995; Kettle et al., 1999]. Moreover, the role of sea ice on DMS emissions is still unclear [Levasseur et al., 1994; Curran, 1996; Curran and Jones, 2000]. The presence of sea ice seems to affect strongly DMS concentrations in surface water [Curran et al., 1998]. In particular, open water holes in sea ice, like polynyas, can have a large impact on the local atmospheric DMS load [e.g., Kleefeld, 1998]. Sea ice by itself can also shelter the blooming of algae communities [Hoshiai, 1985], producing high levels of dimethylsulfoniopropionate (DMSP), the precursor of DMS [Kirst et al., 1991; Levasseur et al., 1994; Turner et al., 1995]. DMS is then released into the atmosphere when sea ice breaks or melts. At the same time, ice algae released in the water initiate phytoplanktonic blooms, and consequently high concentrations of DMS in the surface water. Because the processes involved are still insufficiently known, the influence of sea ice cover onto intensity and temporal variability of DMS emissions is poorly quantified, and rarely taken into account in global database processing or in global models.

[36] As a sensitivity test of the impact of sea ice conditions on DMS fluxes around the Antarctic coast, we have performed two simulations, in which DMS fluxes are computed on-line using the DMS seawater concentration maps of Kettle et al. [1999] and the method of Liss and Merlivat [1986] with the wind and surface temperature fields of the model (sea surface temperature is prescribed). In the first simulation, sea ice conditions are not taken into account at all, so that regions covered by ice can display nonzero concentrations. In the second simulation, the sea-to-air flux in a grid mesh is linearly related to the fraction of open ocean. The sea ice fraction is prescribed from satellite data, with realistic subannual and interannual variability. The simulations have been run over 3 years (1997–1999). The test simulations only differ by the role given to sea ice in DMS fluxes. The differences between the results of the two test simulations illustrate the role of sea ice as a mask of the sea–air interface, canceling DMS emissions.

7.1. Impact of Sea Ice on Atmospheric DMS

[37] Emissions south of 60°S obtained in the two test simulations are larger than in the reference simulation (1.76 and 1.21 versus 0.96 TgS yr⁻¹) and the global fluxes follow the same trend (22.09 and 21.25 versus 19.43 TgS yr⁻¹). Even if the fluxes in the reference simulation were computed with climatological wind speed and SST fields independent of our model, this result primarily agrees with the recent work of Chapman et al. [2002], which demonstrates that the use of time-averaged wind speeds, in comparison with model time step wind speeds, leads to lower flux estimates. A significant part of the difference between the global sulfur emissions in the 3 simulations comes from the polar regions.

[38] The impact of sea ice on the atmospheric DMS surface concentrations can be seen on Figure 14, which represents the ratios (in %) of DMS surface mixing ratios of the second to the first test simulation in January and in July. The coastal regions of Antarctica are most affected, displaying the lowest values, down to 20% and sometimes less in July. At the Antarctic coastal stations considered in this paper (see Figure 1), this ratio rarely exceeds 50% and
reaches 6% at Mawson. Thus, the atmospheric DMS mixing ratios at the coast can vary by a factor of about 5 or more due to the effect of sea ice. Wintertime DMS concentrations measured at Dumont d’Urville in 1999 are about 2 and 5 times larger than those measured during 2000 and 2001 respectively (Figure 2) [Jourdain, 2001]. Jourdain and Legrand [2001] suggested that these high levels could be related to anomalously low sea ice cover around the station in March–April 1999. However, the first test simulation, with no impact of sea ice on DMS emissions, leads to DMS concentrations lower than those observed at Dumont d’Urville in winter 1999. We should note that our test simulations do not take into account potentially enhanced DMS emissions in fractional sea ice areas. In addition, at the relatively large scale of the model grid, the sea ice climatology does not show any anomaly around Dumont d’Urville in 1999.

7.2. Temporal Variability

[39] Although the model does not fully capture the observed interannual variations of the sulfur cycle, our test simulations may enhance the variability of the results (as defined in (1)) to more realistic values. As in section 6, the monthly relative anomalies of nss sulfate at Dumont d’Urville were calculated (Figure 15). Standard deviations of 13.9% and 16.4% are obtained for the first and second test simulations respectfully. Thus, the lid effect of sea ice enhances the variability of nss sulfate concentrations. However, the modeled variability remains weaker than the observed one at 26.2%.

Figure 14. Ratios (in %) of surface DMS concentrations of the second to the first sensitivity experiment on DMS sources in (a) January and (b) July.

Figure 15. Monthly relative anomaly (in %) of nss sulfate at Dumont d’Urville, calculated from observations (solid line) and sensitivity experiment on DMS sources 1 (dashed line) and 2 (dotted line).
Although at first order, seasonal variations of nss sulfate are well captured by the model (as shown in Figure 11), there is no correlation between modeled and observed monthly anomalies (correlation coefficients of \(-0.09\) and \(-0.13\) are obtained for tests 1 and 2, respectively). Therefore our efforts to include the effects of year-to-year changes in meteorology and sea ice on DMS emissions lead to spurious enhancements of temporal variability rather than a better modeling of interannual variations of nss sulfate. On the other hand, there is a good correlation between monthly anomalies of the reference simulation and test simulations (c = 0.87 and c = 0.82 for tests 1 and 2, respectively). This reveals that changes in meteorology and sea ice cover are not the main process that govern variability of sulfur concentrations at the monthly timescale. To obtain realistic temporal variability at this scale, it is necessary to consider the variability of oceanic concentrations of DMS.

Other preliminary test experiments were performed, including arbitrary parameterizations of phytoplanktonic blooms as a function of sea ice melting and drifting, but they remained unsuccessful.

Our results are consistent with the analysis and modeling of interannual variability of DMS at Amsterdam Island by Sciare et al. [2000b]. These authors concluded that year-to-year anomalies could not be explained only by changes in meteorology and/or oxidation capacity of the atmosphere. They found an important correlation between DMS and SST anomalies, and concluded that interannual changes in the ocean DMS concentrations should be the major source of DMS interannual variability at Amsterdam Island. Because we did not find any correlation between observed DMS levels and the SST data we use (GISST data), we did not investigate this possibility through sensitivity experiments in which oceanic DMS concentrations would be linked to SST. Further works could take into account recent satellite-based distribution of sea surface DMS concentrations that feature realistic temporal variability. The build up of these global maps is presently in progress (S. Belviso et al., A new, satellite-based method for estimating global oceanic dimethylsulfide concentrations and its application in a three-dimensional atmospheric general circulation model, in Proceedings of the International Workshop on Emissions of Chemical Species and Aerosols Into the Atmosphere, Paris, France, 19–22 June, edited by C. Granier, submitted, 2001; S. Belviso and C. Moulin, Assessment of a global climatology of oceanic dimethylsulfide (DMS) concentrations based on SeaWIFS imagery (1998–2001), submitted to Deep Sea Research, 2002).

8. Synthesis of Sulfur Distribution and Budget for the Antarctic Region

Studies of the global sulfur cycle are often motivated by the climatic effect of aerosols formed at the end of the oxidation chain [Langner and Rodhe, 1991; Taylor and Penner, 1994; Pham et al., 1995; Feichter et al., 1996; Chin et al., 1996; Kasibhatla et al., 1997; Roelofs et al., 1998; Kiehl et al., 2000; Koch et al., 1999]. Polar regions, where concentrations are consistently lower than in the lower latitudes and where the solar flux is weaker, has attracted little attention in the literature. Embodying, contour or color scales selected for showing global distributions of sulfur species are often inappropriate for characterizing the polar regions. It is therefore rather difficult to compare our results with other model studies at high-southern latitudes, beyond the analysis reported in section 5. Also, there are unfortunately not enough available observations to validate the simulated horizontal and vertical distributions reported here. Thus, we present here material nonavailable from other sources, but containing uncertainties inherent to the model.

8.1. DMS Distribution

Figure 16 depicts simulated DMS surface mixing ratios over Antarctica in (a) January and (b) July.
have the same order of magnitude in summer and in winter and are generally larger in winter than in summer. This unexpected phenomenon is a result of chemistry. DMS is oxidized by OH and NO₃ radicals only. Oxidation by OH largely dominates in summer (~99.5% of the total DMS oxidation in the Antarctic boundary layer) whereas oxidation by NO₃ dominates in winter (~98.5%). This is due to the polar night that prevents OH radicals from forming and preserves NO₃ radicals from photolysis. However, DMS loss due to oxidation by NO₃ (in winter) is 100 times slower than DMS loss due to oxidation by OH (in summer), so that DMS lifetime is considerably increased in winter. A longer lifetime results in a more homogeneous spatial distribution. This is also reflected by the zonally averaged vertical distribution of DMS (Figure 17). Because of the rapid oxidation of DMS after its emission at the sea surface, the summer situation displays a strong vertical gradient (from 500 pptv at the sea level to 1 pptv at 8000 m at 60⁰S) in comparison with winter situation (from 30 pptv at the sea level to 6 pptv at 8000 m at 60⁰S). Relative to the quantity emitted, DMS is more abundantly transported upward in winter, and this strongly affects the atmospheric DMS load over the Antarctic continent. These results show that DMS surface measurements made at coastal sites may not reflect seasonality at higher elevations and inside the continent.

8.2. Antarctic Sulfur Budget

Figure 18 presents the annual budget of sulfur species in the Antarctic region (defined as being south of 60⁰S). The global budget is also reported between brackets. The global values are close to those of Boucher et al. [2002], who use the same model but with a regular grid and a different vertical resolution. Although its surface is 7% of the total surface of the globe, the Antarctic region only accounts for 1% of the total mass of SO₂ and 2.6% of the sulfate, but 18% and 27% of the total mass of DMS and DMSO, respectively. Because of the high amount of DMS, oxidation of DMS by OH is a major component of the overall sulfur chemistry. The very high burden of DMSO in the Antarctic region is partly due to enhancement of the DMS + OH addition channel (due to low temperature), and to the low level of NO₃ in this region: DMSO production by the DMS + OH addition channel represents 25% of the DMS sink in Antarctica whereas it is only 15% at the global scale. The Antarctic burden of DMSO may be overestimated due to a missing heterogeneous sink of DMSO in the model, but on the other hand, DMS oxidation by BrO is not considered either (section 3.2). Thus, large uncertainties remain in the Antarctic DMSO burden. As a consequence of possible overestimation of the DMSO burden, the 7.8% of global MSA located in the modeled Antarctic region should be an underestimate. The main chemical sink of SO₂ in the Antarctic region is oxidation by O₃ in the aqueous phase, whereas it is oxidation by H₂O₂ at the global scale. Oxidation by O₃ occurs all year-round, while in austral winter oxidation by H₂O₂ is reduced or stopped for several months. In one year, 0.98 TgS (1% of the global sulfur emissions) is released within the Antarctic region whereas 1.33 TgS (1.5%) are lost by wet and dry deposition. Therefore, local emissions and convergence from the lower latitudes both contribute to the Antarctic sulfur budget.

9. Conclusions

The recent publication of annual timescale records of DMS and DMSO in Antarctica [Jourdain and Legrand, 2001; Jourdain, 2001], which complete longer time series of sulfate and MSA, motivated this study of the sulfur cycle at high-southern latitudes. An AGCM already including sulfur chemistry was optimized for polar regions using specific physical parameterizations [Krinner et al., 1997], a zoomed grid reaching ~100 km resolution in Antarctica, and partial nudging to ECMWF data [Genthon et al., 2002]. This study of the atmospheric sulfur cycle in the Antarctic region leads to the following conclusions:

1. The model captures most of the seasonal signals observed at the Antarctic coast and, for DMS, at subantarctic stations. Many other 3D models underestimate
these seasonal cycles. Our results are partly due to a better quality of prescribed sources of oceanic DMS.

2. Seasonal variations of DMS appear to be strongly linked to the local emission fluxes of DMS.

3. DMSO is overestimated at Dumont d'Urville in summer, whereas an underestimation of MSA is obtained. This is consistent with the existence of an heterogeneous sink of DMSO leading to MSA, as suggested by Legrand et al. [2001], and ignored in the model. However, in spite of this missing sink, DMSO is well simulated at Amsterdam Island. At present time, understanding and quantification of heterogeneous DMSO oxidation is still insufficient to be routinely accounted for in global 3D models.

4. DMSO is underestimated at Dumont d'Urville in winter, more than DMS is. A missing reaction of DMS oxidation by BrO is suggested. The atmospheric levels of BrO are too poorly known presently and, although the kinetics are known, the reaction cannot yet be considered routinely in models.

5. The model underestimates atmospheric concentrations of nss sulfate and MSA at the South Pole. This might be in part due to a lack of OH radicals near the ground. Vertical mixing and aerosol deposition processes might be involved as well. Observations of the vertical distribution of concentrations of nss sulfate and MSA are needed to assess the role of each process.

6. Wet deposition of sulfate is exaggerated over the Antarctic continent. The deposition scheme used might not be adapted to the polar regions. The effects of ice precipitation should be distinguished from those of liquid precipitation in the in-cloud scavenging scheme.

7. The model cannot capture the interannual variability and the monthly relative anomalies of sulfur species, in spite of forcing with realistic changes in meteorology and sea ice cover. The variability of the oceanic concentrations of DMS has to be taken into account, for instance from long-term satellite measurements of the phytoplankton activity, in order to adequately model intraannual and interannual variations.

8. The model suggests very different behaviors for the seasonal cycle of DMS surface concentrations at the Antarctic coasts and inside the continent. Thus measurements performed at the coast are probably not representative of the overall sulfur cycle in Antarctica. Measurements of DMS inside the continent would be of great interest to confirm our model results.

9. The sulfur cycle at high-southern latitudes is characterized by high loads of DMS, DMSO and MSA, which reflect the importance of the DMS + OH addition channel at low temperatures. The main chemical sink of SO2 is aqueous oxidation by O3, whereas oxidation by H2O2 dominates at the global scale.
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