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Abstract

Lip reading is the ability to partially understand speech by looking at the speaker’s lips. It improves the intelligibility of speech in noise when audio-visual perception is compared with audio-only perception. A recent set of experiments showed that seeing the speaker’s lips also enhances sensitivity to acoustic information, decreasing the auditory detection threshold of speech embedded in noise (Grant & Seitz, 2000; Grant, 2001). However, detection is different from comprehension, and it remains to be seen whether improved sensitivity also results in an intelligibility gain in audio-visual speech perception. In this work, we use an original paradigm to show that seeing the speaker’s lips enables the listener to hear better and hence to understand better. The audio-visual stimuli used here could not be differentiated by lip reading per se since they contained exactly the same lip gesture matched with different compatible speech sounds. Nevertheless, the noise-masked stimuli were more intelligible in the audio-visual condition than in the audio-only condition due to the contribution of visual information to the extraction of acoustic cues. Replacing the lip gesture by a non-speech visual input with exactly the same time course, providing the same temporal cues for extraction, removed the intelligibility benefit. This early contribution to audio-visual speech identification is discussed in relationships with recent neurophysiological data on audio-visual perception.
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Introduction

Lip reading, that is the visual identification of speech gestures from the moving face, improves the intelligibility of speech in noise when audio-visual perception is compared with audio-only perception (Sumby & Pollack, 1954; Erber, 1975). Another part of our experience as listeners is that speech sounds “louder” when we look at the speaker, as if audio cues were visually enhanced. This has been demonstrated in auditory detection experiments, where the auditory threshold was decreased by 1 to 2 dBs when the sound was accompanied by a lip gesture (Grant & Seitz, 2000). Analyses of correlations between area of mouth opening and energy fluctuations in different spectral bands showed that for utterances with larger correlation, the visually-driven detection gain was larger: hence, the auditory-visual temporal coherence was basic there (Grant, 2001; Kim & Davis, 2003a).

The question that arises is whether this “speech enhancement” effect due to visual information also improves the intelligibility of speech in noise. In other words, does the gain in detection result in a gain in intelligibility? The answer to this question is not trivial, since these tasks are quite different, and probably involve different mechanisms in the human brain. Searching experimental evidence raises a serious problem. Indeed, it is very difficult in a speech comprehension task to disentangle the contribution of lip reading per se from the potential contribution of an additional mechanism, that is visually-guided sensitivity enhancement of audio cues. The primary objective of this work is to propose and test an original paradigm in order to demonstrate the existence of such an additional component to audio-visual speech intelligibility, different from lip-reading (Experiments 1 and 2). In addition, the “speech-specific” nature of this component is tested in Experiment 3.

The potential contribution of visually-guided sensitivity enhancement of audio cues would be displayed if we could show an intelligibility gain due to visual information using a paradigm that completely eliminated the contribution of lip reading. Our experiments were designed to do just that: we examined the audio-visual identification of speech stimuli with identical lip gestures, embedded in noise. The addition of noise to the stimuli is intended to at least partially simulate real listening conditions—conversations do not typically take place in sound booths and natural settings are often quite noisy. The ability to focus one’s attention and understand speech in such conditions has been called the “cocktail party effect” (Cherry, 1953). In our design, the visual stimulus contains no information about the phonetic content of the sound: it just provides potential cues about when and possibly where (in frequency) the auditory system should expect useful information. We selected the ten French syllables: [y], [u], [ty], [tu], [ky], [ku], [dy], [du], [gy], [gu]. All these stimuli are associated with basically the same lip gesture towards a rounded vowel (either [y], the vowel in tu ‘you’ or [u], the vowel in tout ‘all’). They involve a “mode” contrast between a voiced or unvoiced plosive consonant (e.g., [ty] vs. [dy]) or no plosive consonant at all ([y]); a “consonant place of articulation” contrast between dentals [t d] and velars [k g]; and a “vowel place of articulation” contrast between front [y] and back [u]. If visual information improves intelligibility, this improvement is not likely to be due to visual information per se, since the stimuli are visually similar. Rather, the improvement should be mainly due to visually enhanced detection of acoustic cues.
**Experiment 1: Displaying a visual enhancement with visually ambiguous stimuli**

**Method**

Experiment 1 tested the potential contribution of visual information using natural stimuli. A French male speaker recorded each of the 10 stimuli [y u ty tu ky ku dy du gy gu] three times in a random order, with variable inter-stimulus intervals (between 1 and 4 s). This variable temporal rhythm ensured that the time of presentation of each syllable was quite unpredictable. A cocktail-party crowd noise was added to the sound signal, with a signal-to-noise ratio of approximately –9dB (measured as the ratio of the mean power of the vocalic portions of the stimuli to the mean noise power). This manipulation severely decreased the audio intelligibility of the stimuli, while preserving the listener’s ability to detect the presence of each stimulus syllable because of the high energy in the vowel nucleus. A panel of eight French subjects with no reported hearing problems then completed an identification task in three conditions: audio-only (A), video-only (V) or audio-visual (AV) presentation (Fig. 1a). Half completed the audio-visual (AV) condition, then the audio-only (A) one, half did the reverse order. All subjects completed the visual (V) condition last. They were asked to identify each stimulus and repeat it aloud.

**Results**

The responses of the subjects were grouped into confusion matrices, from which we computed global A, V or AV identification scores thanks to formula (1) (corrected scores to account for random answers, see Robert-Ribes et al., 1998):

$$\text{corrected\_score} = \frac{\text{number\_correct\_answers}}{\text{number\_simuli} \times \text{number\_categories}} - \frac{1}{1 - \frac{1}{\text{number\_categories}}}$$

Corrected scores vary between 0 for random responses (or possibly less than 0) to 1 for all correct answers. We also analysed the responses in terms of the identified mode (no plosive vs. voiced plosive vs. unvoiced plosive), plosive place (dental vs. velar) and vowel place (front vs. back). All the scores are reported in Table 1. It appears that they are all quite low, except for mode in the AV condition. Further analysis of the mode confusion matrices showed that the only distinction that was partly identified was the presence vs. absence of a voiced plosive, that is, [gy gu dy du] vs. [ty tu ky ku y u]. We therefore focussed all further analyses on this distinction. The percentage of identification of the presence vs. absence of a voiced plosive for the three conditions is presented on Fig. 1b. The results show that AV intelligibility was significantly higher than A intelligibility ($\chi^2(1)=6.0, p<0.05$), while V intelligibility was, not surprisingly, very poor.
Discussion

The likely explanation of this effect is displayed in Fig. 2. The typical acoustic structure of a consonant-vowel syllable is illustrated in Fig. 2a. In French, voiced plosives such as [d] or [g] begin with a low frequency prevoicing bar: before the tongue leaves the palate to produce the consonant, the glottal source has already begun its action, and is audible by the listener as a major voicing cue (Lisker & Abramson, 1964). Next comes an acoustic burst, and a spectral transition towards the vowel target (vowel nucleus). In Fig. 2b, we see that the speaker begins to move his lips towards the rounded vowel [y] or [u] about 100 ms before the beginning of the prevoicing bar, if it exists, and 240ms before the vowel nucleus. This provides a temporal cue likely to improve the detection of upcoming acoustic cues, and particularly the prevoicing bar indicating the presence or absence of a voiced plosive.

Experiment 2: Removing any residual lip reading cues

Method

In the previous experiment dealing with natural audio-visual stimuli, we could not yet rule out the possibility that there remained small visual voicing cues that could have provided the increase in intelligibility from the A to the AV condition. The purpose of Experiment 2 was to discard any possibility that vision could enhance intelligibility through direct lip reading, using stimuli in which different sounds were dubbed onto a fixed lip gesture. For this purpose, a new recording of 30 stimuli was made with the same speaker. The speaker’s lips were coloured using blue make-up, to allow precise video analyses using a chroma-key process (Lallouache, 1990). We first performed various analyses of the lip profiles and acoustic content of all the stimuli to verify that they were globally compatible with the portrait in Fig. 2. We selected an utterance with a rounding gesture beginning at a lip area value of 1.1 cm² typical of the “basis” period, ending at a lip area value of 0.3 cm² typical of the rounded target, and changing from the first to the second value in exactly 120 ms. We added a 400 ms rounded plateau and a 240-ms unrounding gesture coming back to the 1.1 cm² basis. This fixed 760 ms video stimulus was dubbed onto all 30 acoustic stimuli, in the precise configuration displayed in Fig. 2. We ensured that the lip onset phase occurred at least 100 ms before the acoustic prevoicing phase (if there was one) and roughly 240 ms before the acoustic initiation of the vowel (beginning of the formant transition). As in Experiment 1 stimuli were merged with high-level cocktail party noise, and a new panel of twelve French subjects with no reported hearing problems completed an identification task in two conditions: audio-only (A) or audio-visual (AV) presentation. Half of the subjects completed the AV condition followed by the A condition, whereas half did the reverse order. The video-only condition was not used here, since it would have involved 30 repetitions of exactly the same video stimulus.

Results

The results are displayed in Fig. 3, still focussing on the [gy gu dy du] vs. [ty tu ky ku y u] contrast. Percentages of correct identification of the presence vs. absence of a voiced plosive
computed from the 30 stimuli are displayed. Identification is significantly higher in the AV condition compared to the A condition: $\chi^2(1)=3.3$, $p<0.1$. Since the average AV-A difference is rather small, we also compared the number of correct responses per subject, and then evaluated the AV-A difference by a paired t-test. The mean gain is 1.7 correct responses (30 being the total number of responses per subject), which is significantly higher than 0 in a t-test with paired samples ($t(11)=1.95$, $p<0.04$).

Discussion

The significant gain in intelligibility in the AV condition compared to the A condition replicates the result in Experiment 1, but now the interpretation is straightforward. The gain due to visual information cannot be based on lip reading per se; it must be due to the enhanced sensitivity to the voicing cues (basically, the prevoicing bar) contributed by the temporal cue of the lip gesture onset. This fits well with psychoacoustic data showing that audio detection without temporal uncertainty provides a threshold by 2 to 3 dBs lower than detection with temporal uncertainty (Egan, Greenberg & Shulman, 1961); but it shows for the first time that the audio detection gain may be converted into a speech audio-visual intelligibility gain, providing, independently of lip reading per se, an additional contribution to the visual enhancement of auditory speech intelligibility.

Experiment 3: Testing the speech-specificity of the visual cuing effect

Method

We conducted a third experiment to attempt to test whether the effect displayed in Experiment 2 was speech specific. In Experiment 3, we replaced lip movements by a visual non-speech cue consisting of a red bar appearing and disappearing on a black 720x576 pixel background in synchrony with each stimulus syllable (Fig. 4a). The bar was a rectangle with a width set at 155 pixels and a height equal to 0 in the “basis” period (no bar, just the black background) increasing to 320 pixels by 80-pixel steps in the 120-ms sequence towards the target, stable at 320 pixels during the 400-ms plateau and decreasing back to 0 in 240 ms. The audio tape and the dubbing were the same as in Experiment 2. Hence Experiment 3 literally consisted of replacing a lip rounding-unrounding gesture by a bar increasing and decreasing in height in exactly the same time course. The temporal auditory-visual coherence was therefore preserved, while the nature of the visual input as a speech stimulus was disrupted. Another set of 12 French subjects with no reported hearing problems completed the AV and A conditions in the same way as in Experiment 2.

Results

The percentages of correct identification of the presence vs. absence of a voiced plosive computed from the 30 stimuli are displayed in Fig. 4b. Strikingly, the potential advantage due to visual information disappeared here. Indeed, intelligibility is not significantly higher in the AV
condition compared with the A condition: $\chi^2(1) = 0.4$, $p > 0.5$. A paired t-test of the AV-A difference in the number of correct responses per subject is also negative: mean AV-A difference 0.6, $t(11) = 0.96$, $p > 0.1$. Hence the temporal cueing gain provided by visual information seems to be, at least partly, speech specific.

**General discussion**

This work shows that seeing the speaker's lips enables the listener to better extract useful acoustic information embedded in cocktail party noise. This results in an additional increase in audio-visual speech intelligibility, different from lip reading per se. In Experiments 1 and 2, while listeners hear all vowel nuclei in the acoustic stimulus, seeing the speaker’s lips enables them to extract an additional cue, that is the prevoicing bar, if it exists. The speech understanding system then integrates these features to identify the syllable. These results show that cross-modal interactions can occur early to enhance speech in noise and improve intelligibility.

Visual temporal cueing is likely to provide the explanation of the positive results in Experiments 1 and 2. In this context, the appeal to the concept of “Bimodal Coherence Masking Protection” (Grant & Seitz, 2000) adapted from the audio “Coherence Masking Protection” paradigm (Gordon, 1997) is logical. It would expand “co-modulation” between frequency bands in the audio spectrum to audio-visual co-modulation reducing the spectro-temporal uncertainty and thus improving audio-visual intelligibility. This mechanism, clearly different from lip-reading, provides an “early stage” for audio-visual interaction in speech identification, which could be part of a multisensorial selective listening process (Driver, 1996). It suggests that auditory scene analysis (Bregman, 1990), that is the set of mechanisms that enable the auditory system to separate sounds into streams, could be extended towards audio-visual scene analysis (Barker, Berthommier & Schwartz, 1998).

The negative finding with non-speech visual cues in Experiment 3 is in line with other findings in audio-visual speech detection experiments. Bernstein, Takayanagi & Auer (2003), replacing lip movements with a simple Lissajous curve varying with the audio amplitude, found an audio-visual detection threshold of speech in white noise lower than the audio one, but higher than for audiovisual speech. Kim & Davis (2003b) showed that the AV speech detection advantage was removed by replacing the original video speech stimulus by the synthetic output of a computer-generated talking face. The present results also fit well with a previous negative finding in which replacing lip movements with an audio amplitude driven Lissajous curve lead to no visual benefit in the cocktail party effect (Summerfield, 1979). Notice that the “speech specificity” of the visual cueing effect is not unambiguously demonstrated in the present work. Firstly, the synthetic visual display used in Experiment 3 may have failed to capture critical aspects of the more natural visual display used in Experiments 1 and 2, though the very precise coherence in time makes this assumption a bit unlikely. Second and more importantly, it could well be the case that this display
needs some training by the subjects before it can be used efficiently. Checking this assumption in more detail will need further studies.

The neural bases of early audio-visual interaction are of course not completely clear. A number of recent electrophysiological data suggest that audiovisual integration could indeed happen very early in the perceptual processes, both for speech (Colin, Radeau, Soquet, Demolin, Colin & Deltenre, 2002) and non-speech stimuli (Giard & Peronnet, 1999). Importantly, the fact that the anticipatory lip movement modulates auditory neural processing as early as 50-100 ms after the auditory onset (Lebib, Papo, de Bode & Baudonnière, 2003; van Wassenhove, Grant & Poeppel, 2003) suggests that the 100-ms advance of the visual lip onset phase on the acoustic prevoicing phase in Experiment 2 is suitable for audio-visual efficient interaction. These data are compatible with fMRI evidence that the heteromodal cortex could provide a good site for audio-visual binding and signal enhancement (Calvert, Campbell & Brammer, 2000).

Such early interactions in audio-visual speech perception call for the development of a new generation of models, incorporating a low-level processing stage in the general architecture (e.g. Berthommier, 2003). They provide the basis for new signal processing techniques for joint audio-visual speech analysis, exploiting audio-visual coherence to better process and enhance speech (Sodoyer, Schwartz, Girin, Klinkisch & Jutten, 2002) before transmission or recognition in telecommunication systems or hearing aids.
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Table 1. Corrected global scores and corrected identification scores for individual phonetic features in the three conditions of Experiment 1. All scores are computed according to Eq. (1).

<table>
<thead>
<tr>
<th>Corrected scores</th>
<th>Mode</th>
<th>Plosive place</th>
<th>Vowel place</th>
<th>Global score</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Condition</td>
<td>0.07</td>
<td>-0.03</td>
<td>-0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>AV Condition</td>
<td>0.30</td>
<td>0.06</td>
<td>-0.03</td>
<td>0.06</td>
</tr>
<tr>
<td>V Condition</td>
<td>0.01</td>
<td>0.05</td>
<td>-0.01</td>
<td>0.02</td>
</tr>
</tbody>
</table>
Figure 1. In Experiment 1, French subjects identified natural utterances of the 10 stimuli in three conditions: AV, A and V(a). Percentage of identification of the presence vs. absence of a voiced plosive (b).
Figure 2. A sketch of the acoustic structure of a plosive – vowel syllable in French (a) and of the corresponding lip gesture (b).
Figure 3. Percentage of identification of the presence vs. absence of a voiced plosive with the dubbed stimuli of Experiment 2.
Figure 4. In Experiment 3, the speaker’s lips were replaced by a red bar with varying height on a black background (a). Percentages of identification of the presence vs. absence of a voiced plosive computed from the 30 stimuli are displayed (b).