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Abstract—In January 2006, the Data Fusion Committee of the IEEE Geoscience and Remote Sensing Society launched a public contest for pansharpening algorithms, which aimed to identify the ones that perform best. Seven research groups worldwide participated in the contest, testing eight algorithms following different philosophies [component substitution, multiresolution analysis (MRA), detail injection, etc.]. Several complete data sets from two different sensors, namely, QuickBird and simulated Pléiades, were delivered to all participants. The fusion results were collected and evaluated, both visually and objectively. Quantitative results of pansharpening were possible owing to the availability of reference originals obtained either by simulating the data collected from the satellite sensor by means of higher resolution data from an airborne platform, in the case of the Pléiades data, or by first degrading all the available data to a coarser resolution and saving the original as the reference, in the case of the QuickBird data. The evaluation results were presented during the special session on Data Fusion at the 2006 International Geoscience and Remote Sensing Symposium in Denver, and these are discussed in further detail in this paper. Two algorithms outperform all the others, the visual analysis being confirmed by the quantitative evaluation. These two methods share the same philosophy: they basically rely on MRA and employ adaptive models for the injection of high-pass details.

Index Terms—Image fusion, multispectral (MS) imagery, pansharpening, quality assessment, QuickBird (QB), simulated Pléiades data.

I. INTRODUCTION

DATA fusion is a formal framework for combining and utilizing data originating from different sources. It aims to obtain information of greater quality; the exact definition of “greater quality” will depend upon the application [1]. The application foreseen in this paper is the synthesis of multispectral (MS) images at a higher spatial resolution by exploiting an alternate high-resolution image acquired in another modality. These synthetic images should be similar to MS images that would have been observed with a sensor at higher resolution [2], [3]. When the higher resolution image is panchromatic (Pan), i.e., a single wide spectral-band image acquired across the visible and possibly near-infrared (NIR) wavelengths, this fusion process is usually called pansharpening of MS images.

Spaceborne sensors such as SPOT, Ikonos, or QuickBird (QB) provide images with different characteristics: on one hand, images with high spectral resolution but low spatial resolution and, on the other hand, images with low spectral resolution but high spatial resolution. Several works have demonstrated the usefulness of fused products offering high spectral and spatial resolutions at the same time in various environmental applications [4]–[11]. Pansharpened products are becoming very popular (for example, Google Earth), and data providers are offering higher and higher amounts of them at lower and lower costs.

A variety of pansharpening techniques take advantage of the complementary characteristics of spatial and spectral resolutions of the data [12]. Among them, component-substitution (CS) methods [13] are attractive because they are fast, easy to implement, and allow user’s expectations to be fulfilled. When exactly three MS bands are concerned, the most widely used CS fusion method is based on the intensity–hue–saturation (IHS) transformation. The spectral bands are resampled and coregistered to the Pan image before the IHS transformation is applied. The smooth intensity component $I$ is substituted with the high-resolution Pan and transformed back to the spectral domain via the inverse IHS transformation. This procedure is equivalent to inject, i.e., add, the difference between the sharp Pan and the smooth intensity $I$ into the resampled MS bands [14]. Usually, the Pan image is histogram-matched, i.e., radiometrically transformed by a constant gain and bias in such a way that it similarly exhibits mean and variance as $I$, before substitution is carried out. However, since the histogram-matched Pan and the intensity component $I$ do not generally have the same local mean, when the fusion result is displayed in color composition, large spectral distortion may be noticed as color changes. This effect occurs because the spectral response of the $I$ channel, as synthesized by means of the MS bands, may be far different from that of Pan. Thus, not only spatial details but also slowly space-varying radiance offsets are locally injected. Generally speaking, if the spectral responses of the MS channels are not perfectly overlapped with the bandwidth of
Pan, as it happens with the most advanced very high resolution imagers, Ikonos and QuickBird, IHS-based methods may yield poor results in terms of spectral fidelity [15].

A viable solution is to define a generalized IHS (GIHS) transform by including the response of the NIR band into the intensity component [16]. The choice of the weights of the transform can be related to the spectral responses of the Pan and MS bands as in [16] and [17], where prefixed weights are adopted. Thus, the spectral quality of fusion results may be notably improved. However, in order to definitely overcome the inconvenience of spectral distortion, methods based on injecting zero-mean high-pass spatial details extracted from the Pan image only have been extensively studied.

Multiresolution solution (MRA) provides effective tools, like wavelets and Laplacian pyramids [2], [3], [18]–[20], to help carry out data-fusion tasks. However, in the case of high-pass detail injection, spatial distortions, typically, ringing or aliasing effects, originating shifts or blur of contours and textures, may occur in fusion products. Such impairments, which may be as much annoying as spectral distortions, are emphasized by mis-registration between MS and Pan data, particularly if the MRA underlying detail injection is not shift-invariant [19], [21].

MRA-based fusion requires definition of a model establishing how the missing high-pass information is to be extracted from the Pan image and then injected into the MS bands. It may be accomplished either in the domain of approximations between each of the resampled MS bands and a low-pass version of the Pan image having the same spatial frequency content as the MS bands, or in the domain of medium frequency details, in both cases by measuring local matching [3], [22]. High-frequency details are not available for MS bands and must be inferred through the model, starting from those of Pan.

This paper is organized as follows. The motivations underlying the image fusion contest and the scope of its outcome are highlighted in Section II. Contest participants are presented in Section III, and their methods are briefly outlined. In Section IV, the data sets used throughout the context are described, together with the evaluation criteria that have been chosen. The steps of the evaluation procedure and some of the intermediate results are reported in Section V, together with the final ranking of the methods. Section VI contains a discussion that aims to explain the results based on the characteristics of the methods that performed best. Finally, conclusions are drawn in Section VII.


text continues...

II. CONTEST MOTIVATIONS AND SCOPE

The Data Fusion Committee (DFC) of the IEEE Geoscience and Remote Sensing Society (GRS-S) has begun sponsoring a yearly “Data Fusion Contest,” in conjunction with the International Geoscience and Remote Sensing Symposium (IGARSS). Focusing every year on one specific application, the basic idea consists in distributing some data sets to the participants and specifying one specific goal. Every participating team is then allowed a few weeks to apply its algorithms to the data sets and send the corresponding results back to the organizers. All the results are then evaluated both visually and using standard metrics. A comparison that aims to note every algorithm’s specific merits presented during the data-fusion special session at the following IGARSS. Eventually, the most meriting teams/algorithms are awarded an IEEE Certificate of Recognition.

For the 2006 contest, the focus was on pansharpening. In recent years, an ever-increasing number of pansharpening methods have been developed and published in the literature. The rising interest in this field justifies the contest organized by DFC, in order to compare recent methods on the same test set of images. The idea is to provide an overview of the performances that can be expected and help the user find the right tool. However, achieving such a comparison is quite a difficult task.

1) Objective comparison: This can only be achieved by using common data sets. Whereas authors are traditionally not allowed to further distribute the original images on which their publications are based, the organization of the contest allows the research community to share data sets, thus providing a common reference. One should note that data were not provided by any of the participant but by external institutions (see Section IV-B), thus ensuring equality: The data sets were new to every participant.

2) Representative test images: One should also note that the participants had to process whole images and not only predefined patches. As a matter of fact, this mimics real-life applications where the algorithms are designed to process one image as a whole and are not specifically tuned to match one given patch’s local characteristics. Furthermore, the provided data sets included various regions (urban areas, outskirts, countryside, etc.).

3) Optimal use of each algorithm: Coding someone else’s algorithm to exactly reproduce the corresponding results and test the method on other images is, in the best situations, extremely tricky and time-consuming. In most situations, even though one can only regret it, this is even simply not possible. By asking every participant to apply her/his own algorithm, the contest is solving this problem: With every method being applied by its initial conceiver, one can be sure that the potentiality of every method is optimally exploited.

4) Standard evaluation procedure: Finally, it is of the utmost importance to have a standard and recognized evaluation procedure. The procedure used in the contest is described in Section IV-A. It includes visual assessment of the results, together with a quantitative evaluation using standard numerical criteria. Providing such an evaluation and the resulting discussions is certainly the main contribution of this contest.

III. CONTEST PARTICIPANTS AND METHODS

The contest was first advertised in late 2005, and the call for participation was officially distributed in January 2006. The test images (over 4 GB of data) were made publicly available by secured file transfer protocol to the participants in February. One month later, the participants sent their results back for evaluation. Eventually, eight algorithms from seven different teams worldwide provided results in a format suitable for evaluation and comparison. Participants were aware that the evaluation would not be conducted regarding a specific classification task.
but using all standard general quality measurements requiring corresponding references.

The eight algorithms are briefly described in the next sections.

A. Additive Wavelet Luminance Proportional (AWLP)

The AWLP [23] developed at the Computer Vision Center, Barcelona, Spain, relies on MRA achieved through an “à trous” wavelet transform. The algorithm is a modified version of additive wavelet (AWL) [18], which works in the IHS domain by performing MRA of the I component. To improve the spectral quality, the high-pass details are injected proportionally to the low-pass MS components in such a way that the fused MS pixel vector is always proportional to that before fusion.

B. Fast Spectral Response Function (FSRF)

The FSRF method developed at the University of Navarra, Spain, is an unpublished variant of the method in [17], which is an improved version of the fast GIHS by Tu et al. [16]. Substantially, FSRF is a CS method in which the spatial detail, given as difference between the Pan image and the generalized intensity, is weighted by the coefficients derived from the spectral response functions of MS and Pan.

C. GIHS With Genetic Algorithm (GIHS-GA)

The GIHS-GA [24] developed at the University of Siena, Italy, is based on CS strategy. The weights of the MS bands in synthesizing the intensity component and the injection gains are achieved by minimizing a global distortion metrics (Q4, in this case) by means of a GA. Minimization is carried out at a coarser scale and the model parameters (four weights and four gains for a four-band image) inferred at the finer scale. The optimization step is time-consuming and is usually performed on a statistically meaningful subimage. The same approach, but coupled with MRA, is described in [25].

D. GIHS With Tradeoff Parameter (GIHS-TP)

The GIHS-TP developed at the Advanced Institute of Science and Technology, Daejeon, Korea, is a CS-based method that trades off the performances of GIHS [16] in terms of spectral distortion and spatial enhancement [26]. By adjusting the parameter between 1 and ∞, the method yields all intermediate results between plain resampling without spatial enhancement and standard GIHS fusion.

E. Generalized Laplacian Pyramid With Context-Based Decision (GLP-CBD)

The GLP-CBD was developed at the “Nello Carrara” Institute of Applied Physics of the National Research Council, Florence, Italy. It exploits MRA, achieved through GLP [19], with the spatial frequency response of the analysis filters matching a model of the modulation transfer function (MTF) of the MS instrument [20]. The injection model employs a decision based on locally thresholding the correlation coefficient (CC) between the resampled MS band and the low-pass approximation of the Pan.

F. University of New Brunswick (UNB)-Pansharp

The pansharpening algorithm developed at the UNB, Canada, is based on CS. The least squares technique is utilized to reduce color distortion, by identifying the best fit between gray values of individual image bands and adjusting the contribution of the individual bands to the fusion result [27]. A set of statistic approaches is employed to automate the fusion process, by estimating the gray-value relationship between all the input bands and eliminating the influence of data set variation.

G. Window Spectral Response (WiSpeR)

The WiSpeR algorithm developed at the Computer Vision Center, Barcelona, as well, is a generalization of AWLP [23]. It takes into account the relative spectral responses of MS and Pan in defining a set of weights that rule the injection of high-pass wavelet planes.

H. Weighted Sum Image Sharpening (WSIS)

The WSIS algorithm was developed by Ball Aerospace and Technologies Corporation, Fairborn, OH. The pansharpened MS bands are given as linear combination of the resampled bands and of the Pan image histogram-matched to each of the MS band. The method can be brought back to CS, even though the transformation yielding the component to substitute is unconventional.

IV. EVALUATION CRITERIA AND DATA SETS

A. Evaluation Criteria

In the framework of this contest, the performances of each method are assessed by comparison to a reference. Then, the methods are ranked according to the conclusions of the visual analysis and the results from quality budgets.

As there is no obvious reference available at high spatial resolution, original Pan and MS images were spatially degraded down to a lower resolution in order to compare the fused product to the only genuine references, formed by MS original set. This is the way to check the synthesis property [28], [29]: Any synthetic image should be as identical as possible to the image that the corresponding sensor would observe with the highest spatial resolution, if existent. These authors also recommend to check another property called the consistency property: It states that any synthetic image, once degraded to its original resolution, should be as close as possible to the original image. In other words, spatial degradation of the fused image should lead to the original image or close. Consistency, however, is a necessary condition, and its fulfillment does not imply a correct fusion. Many of the methods tested during this contest use multiscale approaches in order to inject high spatial frequency components while preserving low spatial frequency components. Fusion methods adopting such approaches usually check this property [2], [3]. Therefore, it was believed that
the verification of the synthesis property only would be more discriminating, and the assessment focuses on that.

Quality assessment of the pansharpened MS images is a much-debated problem [30, 31]. Even when reference MS images are available for comparisons with fusion results, assessment of fidelity to the reference usually requires computation of a number of different indexes. Examples are CC between each band of the fused and reference MS images, the bias in the mean, the root mean square error (rmse), and the average angle error, which is defined as in the following.

Given two spectral vectors \( \mathbf{v} \) and \( \mathbf{\hat{v}} \), both having \( L \) components, in which \( \mathbf{v} = \{ v_1, v_2, \ldots, v_L \} \) is the original spectral pixel vector \( v_l = G^{(l)}(i, j) \), while \( \mathbf{\hat{v}} = \{ \hat{v}_1, \hat{v}_2, \ldots, \hat{v}_L \} \) is the distorted vector obtained by applying fusion to the coarser resolution MS data, i.e., \( \hat{v}_l = G^{(l)}(i, j) \), the Spectral Angle Mapper (SAM) denotes the absolute value of the spectral angle between the two vectors

\[
\text{SAM}(\mathbf{v}, \mathbf{\hat{v}}) = \arccos \left( \frac{\mathbf{v} \cdot \mathbf{\hat{v}}}{\| \mathbf{v} \|_2 \cdot \| \mathbf{\hat{v}} \|_2} \right).
\]

A value of SAM (1) equal to zero denotes absence of spectral distortion, but radiometric distortion is possible (the two pixel vectors are parallel but have different lengths). SAM is measured in either degrees or radians and is usually averaged over the whole image to yield a global measurement of spectral distortion.

In 2000, Ranchin and Wald [2] proposed an error index that offers a global picture of the quality of the fused product. This error is called relative dimensionless global error in synthesis (ERGAS) and is given by

\[
\text{ERGAS} = 100 \frac{d_h}{d_i} \sqrt{\frac{1}{L} \sum_{l=1}^{L} \left( \frac{\text{rmse}(l)}{\mu(l)} \right)^2}
\]

where \( d_h/d_i \) is the ratio between the pixel sizes of Pan and MS, e.g., \( 1/4 \) for Ikonos and QuickBird data, \( \mu(k) \) is the mean (average) of the \( k \)th band, and \( L \) is the number of bands. The ideal value of ERGAS is zero.

An image quality index suitable for MS images having four spectral bands was recently proposed in [32] to assess the pansharpening methods. The quality index \( Q_4 \) is a generalization to four-band images of the \( Q \) index [33], which can be applied only to monochrome images. \( Q_4 \) is obtained through the use of CC between hypercomplex numbers, or quaternions, representing spectral pixel vectors. \( Q_4 \) is made of three different factors: The first is the modulus of the hypercomplex CC between the two spectral pixel vectors and is sensitive to both the loss of correlation and to spectral distortion between the two MS data sets. The second and third terms, respectively, measure contrast changes and mean bias on all bands simultaneously. The modulus of the hypercomplex CC measures the alignment of the spectral vectors. Therefore, its low value may detect when radiometric distortion is accompanied by spectral distortion. Thus, both radiometric and spectral distortions may be encapsulated in a unique parameter. All statistics are calculated as averages on \( N \times N \) blocks, either \( N = 16 \) or \( N = 32 \). Eventually, \( Q_4 \) is averaged over the whole image to yield the global score index. The highest value of \( Q_4 \), attained if and only if the test MS image is equal to the reference, is one; the lowest value is zero.

Quantitative quality assessment calls upon distances that measure the discrepancy between an image, single or multimodal, and its reference. The overall quality of the fused product is characterized by the use of a quality budget composed by a combination of several distances. Thomas and Wald [29] recently proposed a categorization of distances found in the literature based on their properties, complementarities, and redundancies. Following their recommendations, we selected a quality budget containing the following distances: relative bias in percent, relative difference of variances, relative standard deviation, and CC as unimodal statistics; ERGAS, average SAM, and average \( Q_4 \), as multimodal indexes. Several of these indexes partly capture the resemblance of the geometrical quality because geometry is defined by differences in gray values. Several indexes were proposed in order to quantify edge sharpness, based on the point spread function [30] and on the MTF [34]. Compared to the aforementioned indexes, they are more recent and are less documented. The knowledge of their properties and their appropriate use is still poor, and we preferred not to use them. Furthermore, we consider that the visual analysis is a powerful tool in capturing this geometrical aspect, as advocated by Laporterie-Déjean et al. [35].

B. Data Sets

From 1999 to 2002, the Centre National d’Études Spatiales (CNES—French Space Agency) led a research program that aimed to identify and evaluate the pansharpening/MS fusion method on inframetric spatial resolution images. In this paper, images have been acquired from an airborne platform over nine sites covering various landscapes (rural, urban, or coastal). Five methods, which are selected as the most efficient, were compared in this data set. The evaluation was both qualitative with visual expert opinions and quantitative with statistical criteria [35].

The Pléiades data set was kindly made available by CNES for the contest. The four MS bands collected by the aerial platform platform have 60-cm resolution. Since the panchromatic camera was under development, the high-resolution panchromatic image was obtained as follows: 1) averaging the green and red channels; 2) applying the nominal MTF of the panchromatic camera; 3) resampling the outcome to 80 cm; 4) adding the instrument noise; and 5) recovering the ideal image by means of inverse filtering and wavelet denoising. The MS bands with spatial resolution of four times lower than that of the panchromatic were simulated by proper low-pass filtering and decimation. The frequency response of the low-pass filter was designed to match the MTF of each spectral channel of the spaceborne instrument. The size of the (simulated) panchromatic image is approximately \( 5000 \times 20000 \) pixels for each scene; the four reduced MS bands are \( 1250 \times 5000 \). Six scenes were made available to the contest participants, who were requested to fuse all the data sets. Only two scenes, portraying the cities of Toulouse and Strasbourg, were used for evaluations, because they had been processed by (almost) all participants.
The main advantage of the simulated Pléiades data set is that fusion performances can be objectively evaluated at the same spatial scale of the final user’s product, unlike in fusion assessments carried out on spatially degraded versions of commercial data. Perhaps, one disadvantage is that the simulated panchromatic image is narrowband, i.e., it does not comprise the NIR wavelengths, while the instrument which will be launched will have spectral response in 500–850 nm, analogously to other instruments (IKONOS and QuickBird). The bandwidth of the panchromatic is likely to influence the performances of fusion algorithms.

To overcome this limitation, a second data set from a commercial instrument was made available by the Mississippi State University. The MS and panchromatic image acquired by the QuickBird satellite imager on the Mississippi State University campus were downsized by four to allow quantitative evaluations to be performed. Although fusion is assessed at a scale that is different from that of the user’s product (2.8 m instead of 0.7 m), the data set is still significant because the panchromatic image has not been synthesized from the MS bands, and its bandwidth also comprises the NIR wavelengths. The size of the degraded image is 1834 × 1721 (samples × lines).

V. RESULTS

A. Evaluation Procedure

The evaluation procedure consists of the following main steps.

1) Detect two regions of interest (ROI) of size 1024 × 1024 on a subset of images comprising Pléiades—Toulouse, Pléiades—Strasbourg, and QuickBird—Mississippi State University campus (on Pléiades data, the two ROIs represent urban area and outskirts; on QuickBird data, outskirts, and countryside).

2) For each of the six patches, quality indexes (both cumulative and band-to-band) are calculated, and visual analysis is performed, compared with reference originals. Visual analysis is translated into numerical values as well.

3) A ranking of methods is produced for each patch, and such ranks are averaged over all patches and rounded to yield the overall ranking of methods.

Details of original and fused images are shown in Figs. 1 and 2 for the urban area of Toulouse and the outskirts of Mississippi State University campus, respectively.

B. Visual Analysis

The first step of quality assessment is the visual analysis of the fused images. We thus observe the main trends of errors (global scale) then analyze more precisely local artifacts. Fused color images were compared to their references. Several aspects of the image quality were taken into account. We differentiated radiometrical and geometrical viewpoints. To check the quality of the synthesized geometry, we focused on linear features, punctual objects, surfaces, edges of buildings, roads, or bridges. We analyzed the different effects named by the terms blooming, blurring, and halo that occur at global and local scales. Visual radiometric quality regard colors of the fused color composites. We commented on the predominance of one color on another and on other spectral distortions; we specified if the phenomenon was local or global in the whole image. Other color phenomena were noticed, such as the presence of punctual colored features, saturation, or faded colors in the image. Then, the visual quality assessment is completed by observations regarding the general impression of the image: too much or not enough sharpness, good colors, or distorted ones. Then, we displayed the references and all fused products for a given image side by side in order to propose final ranking of the methods. We use previous conclusions on the radiometrical and geometrical aspects to decide between the performances of the two fused products. As the true color images did not consider the NIR band, false color representations (NIR, R, and G as R-G-B display channels) were produced, and visual inspection of this modality was performed following the same approach previously described.

As outcome of the visual analysis, an evaluation report of each patch is produced. A fused product is marked as “unacceptable” if it exhibits noticeable drawbacks affecting the whole image, such as global spectral distortions, pronounced halo, numerous noisy areas. The product is marked as “unacceptable for detailed analysis” if it does not show the above drawbacks but displays small-scale artifacts impeding reliable analysis of objects. The visual evaluation phase is summarized in the following list, where the judgements on each method are merged and synthesized.

1) AWLP: Pretty nice as a whole. Efforts to do with colors. Slightly less good than GLP-CBD. Small size objects are missing, particularly those in red or blue. Bias and large amount of variance introduced are observed for Strasbourg. Unacceptable for detailed visual analysis.

2) FSRF: Contours are not sharp enough. Colors are not synthesized well enough. Small objects, such as cars, are white and not colored. Other colors are missing in detail, thus preventing an accurate reading of small objects. Bias is observed at times. Unacceptable for detailed visual analysis.

3) GIHS-GA: As a whole, colors are not correctly synthesized enough. Small colored objects are missing, particularly in blue and red. Contours are blurred and not sharp enough. Bias is observed for Strasbourg but not for QB. Large amount of variance is missing. Unacceptable for detailed visual analysis.

4) GIHS-TP: Image is blurred but with too enhanced contours at times. Colors are respected as a whole but not for small objects. Shapes are very blurred, even for large objects. Saturation occurs, i.e., objects are often too white. Highly contrasted objects are surrounded by halo. Bias is observed. No enough variance is introduced for all bands. There is large standard deviation at pixel level. Unacceptable.

5) GLP-CBD: Image is nice as a whole. Colors should be better synthesized. This would enhance the legibility of the image. Details are there, except for the most colored
Fig. 1. Results of the fusion algorithms displayed as 352 × 352 true color compositions at 0.8-m pixel spacing for the simulated Pléiades image of Toulouse, urban ROI. The reference 0.8-m original MS bands and the Pan image are also displayed.

(blue, red). Errors in colors lead to interpretation errors. Contours should be sharper. There is no bias, except for Strasbourg outskirts. Unacceptable for detailed visual analysis.

6) UNB-Pansharpen: Image is too noisy. There are many artifacts. Colors are not well synthesized as a whole and locally. Green trees are not green enough. Red or blue cars are absent. Shapes are not well defined; they are sometimes underlined by black lines. Too large bias is observed. There is lack of variance as a whole. At times, unacceptable. In best cases, unacceptable for detailed visual analysis.

7) WiSpeR: Image is too bluish. In one case, green is missing; in the other case, it is red. Contours are artificially enhanced. There are many artifacts due to colors. Missing colors lead to errors in interpretation; colored objects are missing. There is no bias. There is too much variance introduced. Unacceptable.

8) WSIS: Image is often blurred. Sometimes noisy (QB Countryside). Contours are not sharp enough. At times, objects are saturated. Colors are not well synthesized. A large bias is observed, which means there is a discrepancy in spectral content. Large amount of variance is missing. Unacceptable. In best case (QB Countryside), unacceptable for detailed visual analysis.

C. Quantitative Evaluation

All statistical indexes, both unimodal (percentage bias, relative difference of variances, relative standard deviation of
Fig. 2. Results of the fusion algorithms displayed as $352 \times 352$ true color compositions at 2.8-m pixel spacing for the degraded QuickBird image of Mississippi State University campus, outskirts ROI. The reference 2.8-m original MS bands and the degraded 2.8-m Pan image are also displayed.

<table>
<thead>
<tr>
<th>Method</th>
<th>CC</th>
<th>Q4</th>
<th>ERGAS</th>
<th>SAM(°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWLP</td>
<td>0.96</td>
<td>0.93</td>
<td>0.84</td>
<td>0.96</td>
</tr>
<tr>
<td>FSRF</td>
<td>0.95</td>
<td>0.93</td>
<td>0.84</td>
<td>0.96</td>
</tr>
<tr>
<td>GIHS-GA</td>
<td>0.93</td>
<td>0.93</td>
<td>0.84</td>
<td>0.96</td>
</tr>
<tr>
<td>GIHS-TP</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>GLP-CBD</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td>UNB-Pansharpen</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>WiSpeR</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
</tr>
<tr>
<td>WSIS</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
<td>0.86</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>CC</th>
<th>Q4</th>
<th>ERGAS</th>
<th>SAM(°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWLP</td>
<td>-</td>
<td>-</td>
<td>2.83</td>
<td>-</td>
</tr>
<tr>
<td>FSRF</td>
<td>-</td>
<td>-</td>
<td>2.13</td>
<td>-</td>
</tr>
<tr>
<td>GIHS-GA</td>
<td>2.83</td>
<td>2.83</td>
<td>2.83</td>
<td>2.83</td>
</tr>
<tr>
<td>GIHS-TP</td>
<td>2.13</td>
<td>2.13</td>
<td>2.13</td>
<td>2.13</td>
</tr>
<tr>
<td>GLP-CBD</td>
<td>2.83</td>
<td>2.83</td>
<td>2.83</td>
<td>2.83</td>
</tr>
<tr>
<td>UNB-Pansharpen</td>
<td>3.10</td>
<td>3.10</td>
<td>3.10</td>
<td>3.10</td>
</tr>
</tbody>
</table>

As shown in Tables I and II, some participants have chosen not to apply a method to all data sets or to apply different methods to the data that originated from different instruments. In some cases, the reason may have been computational complexity, because participants were requested to process large images in a short time. In another case of different methods from the same team, it is also possible that none of the methods were adequately performing on both data sets.

The ranking of methods per image patch, obtained by combining unimodal scores, multimodal scores, and visual judgements into a unique score and sorting the results by decreasing score, would be the one reported in Table III. Clearly, it is impossible to get the final rank of methods simply by averaging the partial ranks achieved on individual patches. In order to make a homogeneous, yet unbiased, comparisons, the missing numerical values, e.g., those in Tables I and II, have been filled with the average of those obtained by the other methods.
available on the same patch. After that, scores relative to individual measurements are synthesized into scores cumulative of all indexes and translated into ranks; eventually, ranks are averaged over all the six patches to yield the overall rank of each of the eight methods.

D. Ranking of Methods

The final ranking of the methods is as follows:

1) GLP-CBD;
2) AWLP;
3) GIHS-GA;
4) WiSpeR;
5) FSRF;
6) UNB-Pansharpen;
7) WSIS;
8) GIHS-TP.

We would like to point out that the eight methods are not uniformly spaced in performances. Four classes can be recognized, such that performances of the methods belonging to the same class are more similar than those of the methods belonging to neighboring classes. The first class comprises GLP-CBD and AWLP. These two algorithms, clearly outperforming all the others, received an IEEE Certificate of Recognition during IGARSS’06 in Denver. The second class includes GIHS-GA, WiSpeR, and FSRF. UNB-Pansharpen and WSIS make up the third class, while GIHS-TP is an outlier.

The WSIS method performs better on countryside regions and can be of interest depending on applications. The UNB-Pansharpen method was specifically designed for broadband Pan (like Ikonos and QuickBird) and is likely to have been penalized in the evaluations because the degraded QuickBird image has not been fused by this method.

Evaluation results highlight that MRA-based methods (GLP-CBD, AWLP, and WiSpeR) are on average more performing than CS-based methods (GIHS-GA, FSRF, UNB-Pansharpen, WSIS, and GIHS-TP), which, on the other hand, have the advantage of being simpler and suitable for fast implementations. An exception in this sense is GIHS-GA, which, however, is the most performing CS method among those compared.

VI. Discussion

The outstanding performances of GLP-CBD and AWLP can be explained by the fact that the two methods rely on very similar concepts and employ similar tools to achieve the goal of pansharpening.

Both methods exploit MRA to achieve spatial enhancement. MRA is provided by the GLP for the former and by the “à trous” wavelet transform for the latter. For a GLP with expansion filter that is almost ideal, as it is [19], the frequency responses of the equivalent analysis filter banks of GLP and “à trous” wavelet, whose high-pass filter selects details that are injected, depend only on the analysis filter. If such a filter is designed in such a way that it matches the MTF of the sensor acquiring the band that is being enhanced, the complementary high-pass filter will inject the exact amount of frequency components that have not been selected by the optical filter of the instrument. MRA is adjusted to the MTFs of the MS scanner (one for each band), either directly, as for GLP-CBD [20], or indirectly, as for AWLP, which utilizes Starck and Murtagh Gaussian-like cubic spline filter [18], whose frequency response matches the typical shape of an isotropic MTF, with an amplitude that is approximately equal to 0.2 at the cutoff Nyquist frequency.

The detail injection models are different but are both adaptive, i.e., data-dependent. The former (CBD) aims to locally unmix the coarse MS pixels through the sharp Pan image by means of a space-varying injection gain comprising the local CC between resampled MS and low-pass filtered Pan. The latter aims to minimize the spectral distortion by injecting a detail vector parallel to the resampled MS vector at each pixel. In this way, colors are preserved in terms of hue, while saturation may be changed.

VII. Conclusion

In this paper, we presented the outcome of the 2006 issue of the Data Fusion contest organized by the IEEE GRS-S DFC. The focus of this first issue was on pansharpening algorithms, i.e., fusion of images with different spatial resolutions in the special case of optical satellite imagery. The goal was to increase the spatial resolution of MS images up to the high resolution of the available panchromatic image while preserving the original spectral resolution. With a standardized evaluation procedure, including visual and quantitative analyses, the results of the eight algorithms provided by the seven different research groups have been compared. The participants blindly applied their algorithms to complete the common images from different sensors (namely QuickBird and simulated Pléiades), featuring different regions (urban areas, outskirts, countryside), without knowing any predefined patch.

The visual analysis and the extensive numerical comparisons (over 600 values of statistical indexes have been computed and synthesized) consistently concluded to the superiority of the two algorithms that outperform all the others. It is interesting to note that the algorithms, based on MRA, generally performed
better than the ones based on CS. Furthermore, the two best algorithms share a similar philosophy, taking into account the instrument-related physical models (MTF). This surely points to a way for future developments of pansharpening algorithms.
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