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Abstract: Techniques to reduce LCD motion blur are 
extensively used in industry and they depend on an 
inherent LCD parameter: response time. However, 
normative response time is not a sufficient reference to 
improve LCD performance and all the gray-to-gray 
response time quantities are required to obtain a good 
improvement quality. However, measuring and 
gathering all the gray-to-gray transitions takes an 
excessive time measurement. Consequently, we propose 
a novel LCD model to simulate as well as compute gray-
to-gray transitions (response time and behavior) from a 
reduced measurement set in order to decrease the 
response time measurement. 
 
Keywords: Liquid crystal display, response time model, 
curve fitting,  
 
1 Introduction 
 Recently, active matrix liquid crystal display 
acceptance has considerably increased for PC monitors 
and TVs. TFT-LCDs carry the advantage of flatness, 
weight, low power consumption and high resolution but 
also, share an inherent weakness, motion blur due to a 
hold type driving method and response time of liquid 
crystal cells. This previous defect produces tailing 
phenomena and motion blur, easily detected as a visual 
artefact [1]. 
 For many years, reducing LCD response time and 
motion blur has been an industry focus to improve 
display image quality. Many solutions were proposed 
such as black insertion [2], blinking backlight [3], 
double frame-rate [4], motion compensated inverse 
filtering [5] and the widely used technique introduced in 
1992, called overdrive [6].  
 However, speeding-up the LC pixels response time 
with current overdrive methods needs a Look-Up-Table 
(L.U.T.) which contains correction data. These values 
are obtained with measurements of original liquid crystal 
cell response time with a specific measurement system 
[7]. Figure 1 shows an example of gray-to-gray response 
time for rising transitions (from gray levels to lighter 
ones), obtained from a 19-inch Twisted Nematic LCD 
monitor. 
 A classical approach with basic process to correctly 
fill a L.U.T. takes an excessive time. However, some 
promising efforts recently appeared [8-9] to decrease the 
computation time. 
 For instance, a 3232×  Look-up-Table needs at least 

496 response time measurements for rising transitions to 
be correctly filled. Furthermore, it is necessary to make 
several measurements for each desired response time in 
order to obtain an accurate mean value.  

 
Figure 1: Discrete gray to gray response time of the 19-

inch monitor panel for rising transitions. 
 

 However, this amount of measurements can be 
drastically reduced. Therefore, we introduce a new 
approach to radically simplify the gathering of response 
time data by modelling the behaviour of LC cells 
transition and by estimating gray to gray response times. 
 In this paper, we first define some mathematical sets 
and functions used for the model of response time 
estimation. Then, we split our model in two parts: 
transitions with zero initial gray level and non-zero 
initial gray level. Finally, we compute the associated 
response time for both models and we evaluate their 
relevancy compared to actual data acquired from a 19-
inch Twisted-Nematic LCD monitor with a response 
time measurement system. 
 
2 Response time definition 
 In this section, we define some sets and subsets for 
mathematically describing the gray level transitions and 
the associated response time. 
 Let { }iLniL ii =<≤= ,0/nL  be a set containing n  

integers representing initial and final gray level values of 
transitions. For example, with 8 bit coded colour 
components, [ ]255..0256 =L  and the total of gray level 

equals 256.  
 Define T  as another set generated by nL and 
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representing gray level transitions from nL  to nL ; T  is 

a set of integer pairs as described in equation 1: 
( ){ }yxyxyx ≠∈∈= ,,/, nn LLT  (1) 

where x  and y  represent respectively the initial and 

the final gray level of the transition. The number of gray 

level transitions equals to nn −2  with n  the number of 

different gray level. Actually we do not consider (x , x ) 
as a transition. Moreover, the order of the elements is 
primordial: (x , y ) is different from (y , x ),  and stand 

for two opposite transitions. 
 Define two subsets T↓  and T↑  from the set T : 
the first subset represents the falling transitions (from a 
gray level to an inferior one) and the other one the rising 
transitions (from a gray level to a superior one) by the 
Eq. (2) and Eq. (3): 

( ) ( ){ }yxyxyx >∈=↓ ,,/, TT  (2) 

( ) ( ){ }yxyxyx <∈=↑ ,,/, TT  (3) 

 We notice the two subset have the same size 

(
2

2 nn −
) and the union of T↓  and T↑  entirely covers 

the set T : each transition is either a rising transition or a 
falling transition. Moreover, if (x,y) is in T↓ , then its 

opposite (y,x) is in T↑ . 
 Concerning our model presented in this article, only 
rising transitions (elements of T↑ ) will be estimated. 

 Split T↑  into two subsets: XT↑  the subset of 

rising transitions with a fixed initial value equal to X and 
YT↑ , the subset of rising transitions with a fixed final 

value equal to Y. So, we have the Eq. (4) and (5): 
( ) ( ){ }XxyxyxX =↑∈=↑ ,,/, TT  (4) 

( ) ( ){ }YyyxyxY =↑∈=↑ ,,/, TT  (5) 

 The number of elements of XT↑  equals ( )Xn −−1  

elements while the YT↑ subset only contains Y 
elements.  

 
Figure 2: Matrix representation of T↓ , T↑ , 2T↑  and 

6T↑  generated by 
8L  (8 gray levels). 

 

 We define two particular subsets 0T↑  and *T↑ : 

0T↑  represents the zero initial gray level transitions 

while *T↑  represents the non-zero initial gray level 

transitions.  
 Figure 2 depicts a matrix representation of the 
different sets and subsets presented in this section with 8 
gray levels. 
 Define iL  and fL  respectively as the values of an 

initial gray level and a final gray level. Finally, define 
f

i

L
LL  as the transition from initial gray level iL  to final 

gray level fL . 

 
 Let )(tC  be a bounded and strictly monotonic 

function from [ 0t ;∞]  to [ iL ; fL ] . )(tC  represents the 

behaviour of the response time. Define 10t  and 90t  as 

the time instant when )(tC  reaches 10% and 90% of the 

final value, as we can see on Eq. (6) and (7): 
( ) iif LLLtC +−×= 1.0)( 10  (6) 

( ) iif LLLtC +−×= 9.0)( 90  (7) 

 The response time of the curve )(tC , denoted τ , is 

then computed in compliance with the VESA FPDM 
standard [9]: 

1090 tt −=τ  (8) 

 Figure 3 depicts the relationship between the 
transition curve )(tC  and the associated response time 

τ , shown on Eq. (6), (7) and (8). 

 
Figure 3: VESA response time computation. 

 
 
3 Model of transition with zero initial value 
 In this section, we begin to construct our model with 
the subset 0T↑  of rising transitions of which initial gray 

level is zero, by estimating the response time and then 
the LC behaviour. 
 
3.1 Response time 
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  As shown in Figure 1, the response time of 0T↑  is a 

decreasing function of the final gray level. To avoid 
taking too many measurements on a display panel, we 
estimate on Eq. (9) the behaviour of the response time as 

an thn  order polynomial function of the final gray level. 

( )∑
=

=
n

k

k
fk La

0

.τ  (9) 

where ( ) nkka ≤≤0  are denoted as unknown constants to 

be found,  τ  the measured response time and fL   the 

value of the final gray level of the transition fL
L 0 .  

 A polynomial function was chosen because of its 
possibility to correctly fit with any type of response time 
behaviour. To find the parameters ( ) nkka ≤≤0 , we create 

a system of m  polynomial functions (Eq. 10) which 
needs at least 1+n  different measurements 

(consequently, we have 1+≥ nm ); the ith measurement 

represents the final gray level )(iL f  and its associated 

response time )(iτ . 

( ) ( )( )

( ) ( )( )

( ) ( )( )
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 Define ( )( ) mii ≤≤= 1τΓ , a vector of the measured 

response time and ( )( ) mif iL ≤≤= 1Λ  a vector of 

associated final gray level. The size of  Γ  and Λ equals 

to m . Therefore, the previous system can be written as 
the vector equation. 

( )∑
=

=
n

k

k
ka

0

. ΛΓ  (11) 

 If 1+=nm , Eq. (11) describes a theoretical solution 

of our problem with no possible error: since we have m  
equations with m  unknown constants, the model 
correctly fits the measured values and not necessarily the 
others. Consequently, there will be errors on the 
estimated response times.  
 With 1+>nm , we have m  equations with n  

unknown constants. Consequently, these additional 
values fit all the response time but add a slight   
systematic error ( )ir  on each equation.  

 Therefore, we introduce the vector ( )( ) miir ≤≤= 1R  

the set of systematic errors which must be minimized 
and thereby Eq. (11) becomes Eq. (12). 

( )∑
=

=+
n

k

k
ka

0

. ΛRΓ  (12) 

 The more the amount of measurements increases, the 
more systematic errors ( )ir  decrease. In order to find the 

unknown constants ( ) nkka ≤≤0 , we must minimize the 

quadratic error, denoted E .  
RRE ⋅=  (13) 

( ) ( )
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 E  reaches its minimum value when all its partial 
derivative reaches 0. Therefore, by deriving Eq. (14), we 
obtain n  partial equations as Eq. (15). 

( ) ΓΛΛΛ
E ××−××= ∑

=

i
n

k

k
k

i

i

a
ad

d
2.2

0

 (15) 

 Define a matrix ( )
njiijm

≤≤
=

,0
M  with the 

coefficient ji
ijm ΛΛ ⋅= , the vector ( ) niib ≤≤= 0B  with 

ΓΛ ×= i
ib  and the vector ( ) niia ≤≤= 0A  with 

( ) niia ≤≤0  the unknown constants to be found. The 

previous problem of minimization of the equation equals 
to solve the matrix equation BAM ×= . Finally, we 

obtain the parameters with BMA ×= −1 . 

 Figure 4 shows an estimation of response time with a 
third order polynomial function initialized with 7 
measurements on a Twisted Nematic LCD monitor. 

 
Figure 4: Estimation of response time for rising 

transitions in 0T↑ with polynomial approach (blue) 

initialized by 7 measurements (red). 
 
3.2 LC behaviour 
 The next step is to model the transition as a temporal 
evolution of the gray level. We can see an example of 

the behaviour of 96
0L  illustrated in Figure 5. 

 With a general approach to keep the two horizontal 
asymptotes and the general behaviour of the curve, a 
hyperbolic tangent model is proposed. Physically, this 
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model aims at representing the switching on of the LCD 
cell.  

 
Figure 5: Example of transition: 96

0L . 

 
 To correctly fit the model to the actual behaviour of 
all LC transitions, our function needs three parameters: 
the response time (τ ) which lets the transition’s 
velocity evolve, the final gray level (fL ) for setting the 

final vertical asymptotic value and a temporal shift ( It ) 

which centres the model in the correct temporal window. 
Until the end of the article, the simulated response time 
(presented in the previous subsection) will be used in 
this function instead of measured values. 
 Therefore, the LC’s behaviour can be described by 
the function )(tC  with equation 16: 

( ) ( )( )
2

.
.8.0atanh.2

tanh1 fI
Ltt

tC 














 −+=
τ

 (16) 

 We notice that this function, that represents a 
transition between 0 and fL , is bounded between these 

two values. Eq (17) and (18) show the theoretical (and 
above mathematical) computation of the limits of )(tC . 

( )( ) 0
2

tanh1lim)(lim =×+=
∞−→∞−→

f

tt

L
ttC  (17) 

( )( ) f
f

tt
L

L
ttC =×+=

∞+→∞+→ 2
tanh1lim)(lim  (18) 

 Moreover, the response time computation formula 
(Eq. (6) and (7)), presented in section 2, applied on the 
curve )(tC  allows extracting the simulated response 

time value. We first compute ( )10tC  and ( )90tC . 

( ) ( )

( ) ( )
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).8.0atanh(.2
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.

).8.0atanh(.2
tanh1

90
90

10
10

fI

fI

Ltt
tC

Ltt
tC

τ

τ
 (19) 

 Furthermore, with the definition of the response 
time, Eq. (6) and (7) and the fact that 0=iL , we also 

have: 
( )
( )




×=
×=

f

f

LtC

LtC

9.0

1.0

90

10
 (20) 

 Consequently, by combining Eq. (19) and (20), we 

can easily compute the difference 1090 tt − by: 

( )( )

( )( )











=






 −

−=






 −

8.0
.8.0atanh.2

tanh

8.0
.8.0atanh.2

tanh

90

10

τ

τ
I

I

tt

tt

 (21) 

( )( ) ( )
( )( ) ( )




×=−
×−=−

8.0atanh.8.0atanh.2

8.0atanh.8.0atanh.2

90

10

τ
τ

I

I

tt

tt
 (22) 

( )
( )




=−
−=−
τ
τ

I

I

tt

tt

90

10

.2

.2
 (23) 

 Finally, with the difference of the two formulas of  
Eq. (23), we find the expected result τ=− 1090 tt . 

Therefore, the LC behaviour model is in compliance 
with the VESA response time definition. 
 
 
 
4. Model extension to other transitions 
 After modelling the transitions of 0T↑  (in section 

3), we extend the model to *T↑ . Figure 6 shows the 

superposition of the actual measurements: one transition 

from 0T↑  ( 128
0L ) and three transitions from *T↑  

( 128
32L , 128

64L , 128
96L ). 

 
Figure 6: Superposition of measured transitions 128

32L , 
128
64L  and 128

96L  over 128
0L . 

 
 According to this relationship, we can deduce the LC 

behaviour of any transitions of  YT↑ (with 0≠Y ), from 

the curve of the transition YL 0 .  

 Define )(tC  the curve of fL
L 0  (in 0T↑ ) and )(tD  

the curve of f

i

L
LL (in fL

T↑  ). Define 10t  and 90t  as the 

time instant when )(tC  reaches 10% and 90% of the 

final value. Define 10't  and 90't  as the time instant 

when )(tD  reaches 10% and 90% of the final value. 

 Consistent with Figure 6, )'( 10tD  and )'( 90tD  are 

not in the constant part of )(tD (i.e. the part equals to 

iL ) and these two points are part of the curve )(tC . 

Consequently, we can write the following relationship: 
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( ) ( )
( ) ( )




=
=

9090

1010

''

''

tCtD

tCtD
 (24) 

 Thanks to these formulas, we can now compute the 

new response time of the transition f

i

L
LL  denoted 'τ  

from the value of the response time of fL
L 0  denoted τ . 

Based on Eq. (16), we first compute )'( 10tC  and 

)'( 90tC . 

( ) ( )

( ) ( )







































 −
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 −
+=

2
.90').8.0atanh(.2

tanh190'

2
.10').8.0atanh(.2

tanh110'

fL
Itt

tC

fL
Itt

tC

τ

τ
 (25) 

 Furthermore, with the definition of the response time 
of )(tD  and Eq. (6) and Eq. (7), we have also the 

relationship: 

( ) ( )
( ) ( )




=+−×=
=+−×=

)'(9.0'

)'(1.0'

9090

1010

tCLLLtD

tCLLLtD

iif

iif
 (26) 

 Consequently, we can easily compute the difference 
''' 1090 τ=− tt  by combining Eq. (25) and Eq. (26) in 

Eq. (27). 

( )( )
( )( )













+=












 −

+−=












 −

pI
tt

pI
tt

2.08.090
'.8.0atanh.2

tanh

8.18.010
'.8.0atanh.2

tanh

τ

τ  (27) 

with 
f

i

L

L
p = , the ratio between the initial level and the 

final level of the transition.  We apply the inverse 
hyperbolic tangent function to Eq. (27) and compute the 
relationship on Eq (6). 

( )( ) ( )
( )( ) ( )




+×=−
+−×=−

ptt

ptt

I

I

2.08.0atanh'.8.0atanh.2

8.18.0atanh'.8.0atanh.2

90

10

τ
τ

 

(28
) 

( ) ( )
( ) 







 +−−+
=

8.0atanh.2

8.18.0atanh2.08.0atanh
.'

ppττ

 

(29
) 

 Finally, we simplify the previous equation with the 
following equivalence (with 11 <<− x ): 

( ) 








−
+

=
x

x
x

1

1
ln

2

1
atanh  (30) 

 We obtain the next equation that links 'τ  the 

response time of f

i

L
LL  to τ  the response time of fL

L 0 : 

( ) 








+
+=

2.08.1

16
1ln

3ln.4
'

p

ττ  (31) 

That can also be written as: 

ττ ×= )(' pK  (32) 

 Figure 7 shows the evolution of the function )( pK  

with 10 << p . As we can notice it in this figure and in 

Eq. 31, when 0=p , 0=iL and 1)( =pK and we get back 

the expected value ττ =' . 

 
Figure 7: Evolution of )( pK with 10 << p . 

 
 With respect to Eq. (1) and Eq. (3), iL   cannot be 

equal to fL . Nevertheless, when iL   converges to fL , 

p converges to 1 and the new response time 'τ will 

converge towards 
2

τ
 instead of the commonly expected 

value 0.  
 

 This result is due to our hyperbolic tangent model 
which never reaches its asymptote (the transition’s final 
level). So, when p is close to 1, we have to consider the 
response time estimation as a theoretical value instead of 
an actual result. 
 
5. Results 
 Tests were carried out on a 19-inch TN LCD monitor 
without any enhancement algorithm such as overdrive. 
The model of the response time from 0T↑  transitions 

has been initialized with 7 measurements performed 
with a measurement system based on a high speed 
camera.   
  Figure 8 compares the LC behaviour on the 

transition 96
0L  with our hyperbolic tangent model )(tC  

and a measured transition curve )(tM . 

 The main parameter of the model (i.e. the response 
time τ ) has been simulated with a third order 
polynomial function initialized with the 7 
measurements. The relative error between the simulated 
response time and the real measure is close to 5%. 
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Figure 8: Comparison between an actual measurement 

of  96
0L  and the simulated transition (with estimated 

response time) 
 

 First, with the estimated response time of 96
0L , we 

compute the absolute error aE  between our model and 

the real behaviour of the transition. 
( ))()(max tMtCE

t
a −=  (33) 

 We obtain a maximum absolute error close to 3 gray 
levels, located in small gray level. Then, we compute the 
mean relative error rE between our model and the real 

behaviour of the transition by: 

∫
−

−
=

99

1

)(

)()(1

199

t

t

r dt
tM

tMtC

tt
E  (34) 

with 1t  and 99t  defined as: 

( ) iif LLLtC +−×= 01.0)( 1  (35) 

( ) iif LLLtC +−×= 99.0)( 99  (36) 

 In spite of the presence of an error on simulated 
response time due to our polynomial estimation, we 
obtain a mean relative error rE  close to 4%: for these 

transitions, our model correctly fits the actual behaviour 
of the transition.  
 Furthermore, due to the analogue noise in the signal 
computed from the measurement system, this relative 
error can be reduced to 3% with a more accurate 
measurement system. 
 With the response time estimation presented in 
section 3.1, the LC behaviour in section 3.2, and the 
response time computation of *T↑  in section 4, we can 

estimate the response time for the whole rising transition 
set. This theoretical response time estimation, shown in 

figure 9, represents 
2

256256256 −×
 values (or 32640) 

for a display panel with 8 bit per colour components. 
 Our response time estimation is well-correlated with 

the measurements when 
f

i

L

L
p =  is not close to 1 or 

when 0=iL . Actually, we obtain a mean response time 

estimation error around 5% when 8.0<
f

i

L

L
 or 0=iL , 

which represents more than 80% of the possible rising 
transitions.  

 
Figure 9: Response time estimation results for 32640 

rising transitions. 
 

 The case 
f

i

L

L
 close to 1 represents very small rising 

transitions with a short response time. The obtained 
results differ slightly from the measurements with a 
mean relative error close to 10%. In fact, in this case, a 
slight absolute error on response time estimation implies 
a high relative error on the final results.  
 Nevertheless, these relative errors can be drastically 
decreased by a more accurate measurement system with 
less analogue noise on the signal. 
 

Step description Mean relative 
error 

Simulated response time < 5 % 
Curve fitting for transition from 

the set 0T↑  
< 4 % 

Curve fitting for very small 
transitions from the set *T↑  

7-10 % 

Curve fitting for other transitions 
from *T↑  

3-5 % 

Final LCD response time 
estimation 

7 % 

Table I: Summary of the mean relative error on each 
model step. 

 
 Finally, Table I sums up all the different steps 
presented in this article and associates their mean 
relative error. We can notice that the mean relative error 
of the final LCD response time estimation for rising 
transitions is around 7% with only 7 mesaurements.  
 In our model description, relative errors are 
cumulative: a slight error on simulated response time 
implies errors on the curve fitting for transitions of 0T↑  

and *T↑ . Consequently, the more the amount of 
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measurements m  increases, the more the simulated 
response time is accurate and the more the mean relative 
error of the final response time estimation decreases. 
 The main purpose of our model is to speed up the 
generation of L.U.T. overdrive data. In fact, filling-up 
half of the 3232×  overdrive L.U.T. (corresponding to 

rising transition correction values) needs 496  response 
time measurements while with our model, only 7 
measurements are required. Indeed, we save more than 
95% of the time to take measurements.  
 
Conclusion 
 In this paper, we proposed a general model to 
describe LCD response time behaviour. This novel 
approach permits to determine the LCD response time 
through a simplified set of parameters and all the gray-
to-gray response times can be easily obtained from a 
reduced measurement set.  
 Finally, this model can help all the applications that 
need to gather all the response times (like overdrive) in 
order to reduce the computation time for filling-up a 
Look-Up-Table. 
 In the future, we will conduct a more detailed 
investigation on generalized response time estimation 
that will be applicable to the most LC Display types and 
we will develop a process to extract from our model the 
accurate overshoot values for the overdrive application. 
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