
Video Watercolorization using Bidirectional Texture
Advection

Adrien Bousseau, Fabrice Neyret, Jo•elle Thollot, David Salesin

To cite this version:

Adrien Bousseau, Fabrice Neyret, Jo•elle Thollot, David Salesin. Video Watercolorization using
Bidirectional Texture Advection. ACM Transactions on Graphics, Association for Computing
Machinery, 2007, 26 (3), pp.104-104:7. .

HAL Id: hal-00171411

https://hal.archives-ouvertes.fr/hal-00171411

Submitted on 26 Apr 2012

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
enti�c research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L'archive ouverte pluridisciplinaire HAL , est
destin�ee au d�epôt et �a la di�usion de documents
scienti�ques de niveau recherche, publi�es ou non,
�emanant des �etablissements d'enseignement et de
recherche fran�cais ou �etrangers, des laboratoires
publics ou priv�es.

https://hal.archives-ouvertes.fr
https://hal.archives-ouvertes.fr/hal-00171411


Video Watercolorization using Bidirectional Texture Advection

AdrienBousseau1;3 FabriceNeyret2 JöelleThollot3 David Salesin1;4
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Figure1: A watercolorizedvideo.Original video(left), andits watercolorization(right).

Abstract

In this paper, we presenta methodfor creatingwatercolor-like ani-
mation,startingfrom videoasinput.Themethodinvolvestwo main
steps:applyingtexturesthatsimulatea watercolorappearance;and
creatinga simpli�ed, abstractedversionof the video to which the
texturing operationsareapplied.Both of thesestepsaresubjectto
highly visible temporalartifacts,so the primary technicalcontri-
butions of the paperare extensionsof previous methodsfor tex-
turingandabstractionto provide temporalcoherencewhenapplied
to videosequences.To maintaincoherencefor textures,weemploy
textureadvectionalonglinesof optical�o w. Wefurthermoreextend
previous approachesby incorporatingadvection in both forward
andreversedirectionsthroughthevideo,whichallows for minimal
texturedistortion,particularlyin areasof disocclusionthatareoth-
erwisehighly problematic.To maintaincoherencefor abstraction,
weemploy mathematicalmorphologyextendedto thetemporaldo-
main,using�lters whosetemporalextentsarelocally controlledby
the degreeof distortionsin the optical �o w. Together, thesetech-
niquesprovide the�rst practicalandrobustapproachfor producing
watercoloranimationsfrom video, which we demonstratewith a
numberof examples.

Keywords: Non-photorealisticrendering,abstractstylization,ani-
matedtextures,temporalcoherence.

1 Intr oduction

Watercolorshave two essentialcharacteristicsthat make themes-
peciallybeautifulandevocative. They have distinctive textures—
including thosedueto separationandgranulationof pigments,as
well as the texture of the paperitself, which shows through on
accountof watercolors'transparency. And they have an ability to

suggestdetail throughabstractwashesof color. In recentyears,
researchersin computergraphicshave found ways to reproduce
much of watercolors'characteristicappearance,taking an image
asinput andproducinga watercolor-like illustrationasoutputin a
processknown as“watercolorization”[Curtis et al. 1997;Lum and
Ma 2001;VanLaerhovenet al. 2004;Bousseauet al. 2006].How-
ever, thesamecharacteristicsthatgive watercolorstheir distinctive
charmare nonethelessquite dif�cult to reproducein any tempo-
rally coherentfashion,so the analogousprocessof taking a video
asinput andproducinga watercolor-like animationasa resulthas
remaineda longstandingandelusive goal. In this paper, we show
how thisgoalcanbeachievedto a largeextent.

We usetwo different approachesto achieve temporalcoherence.
To preserve coherenceof thewatercolortexture itself, we advecta
setof pigmentationtexturesaccordingto anoptical�o w �eld com-
putedfor thevideo.And to producea temporallycoherentabstrac-
tion of thevideo,we use3D mathematicalmorphologyoperations
to createspatiallyandtemporallysmooth(i.e.,non-�ickering),sim-
pli�ed areasto renderwith watercolortextures.

The major technicalcontribution of the paperis the combination
andapplicationof thesetwo existing algorithmic techniques,tex-
ture advectionandmathematicalmorphology, to a new domain.1

Moreover, thesuccessfuladaptationof thesetechniquesto thisnew
domainhasrequiredextendingthemin a numberof ways.For ad-
vection, we proposea new schemethat involves simultaneously
advecting two different texture �elds, in forward and reversedi-
rectionsthroughthevideo,andoptimizing their combinationon a
per-pixel basissoasto yield minimal texturedistortion— evenin
areasof disocclusion,whicharenotoriouslydif�cult to handlewith
previousapproaches.Forabstractionviamathematicalmorphology,
weextendtraditionalapproachesby also�ltering over time,andby
takinginto accounterrorsanddistortionsin optical �o w to control
the temporalextentof the3D �lters. Together, thesecontributions
provide the �rst practicalandreasonablyrobustapproachfor pro-
ducingrealisticwatercoloranimationsfrom videosequences.

In the restof this paper, we will brie�y survey relatedwork (Sec-
tion 2), describeour approachto texture advectionin detail (Sec-
tion 3), presentourextensionsof mathematicalmorphologyfor ab-
straction(Section4), demonstrateour results(Section5), and �-
nally discussareasfor futurework (Section6).

1Advection haspreviously beenusedfor visualizing �uids and �o w,
while mathematicalmorphologyhastypically beenusedfor imagedenois-
ing.



2 Related work

A signi�cant body of researchhasbeendevoted to creatingwa-
tercolorrenderingfor staticimages[Small1991;Curtisetal. 1997;
Lum andMa 2001;Lei andChang2004;VanLaerhovenetal.2004;
Johanet al. 2005;Luft andDeussen2006;Bousseauet al. 2006].
Commercialtools, like PhotoshopTMandThe GIMP, alsoprovide
waysof creatingwatercolor-like renderingsfrom images.

In general,thedif�culty with extendingnon-photorealisticrender-
ing (NPR) techniquesfrom static to moving imagesis that, with-
out carefulconsiderationto temporalcoherence,the resultingani-
mationsexhibit oneof two problems:eitherthe illustrationeffects
remain�x ed in placeacrossthe image,an unwantedartifact that
hasbecomeknown asthe “shower door” effect; or the illustration
effectsexhibit notemporalcoherencewhatsoever, randomlychang-
ing in positionandappearancefrom frameto frame,which canbe
evenmorevisuallydistracting.

Several techniqueshave beendevelopedto combattheseproblems
in variousNPR styles,althoughmost of this work concernsthe
problemof animated3D scenes,in which geometryinformation
is available.For watercolorization,theseapproachesrely on tex-
ture mappingin 3D [Lum and Ma 2001], or on the distribution
of discrete2D primitives over surfaces[Luft and Deussen2006;
Bousseauetal. 2006].Similarly, mostof thework onvideostyliza-
tion hasbeenin therealmof primitive-basedrendering,wheredis-
cretepaintstrokes[Litwinowicz 1997;HertzmannandPerlin2000;
HaysandEssa2004;Collomosseet al. 2005] or otherprimitives
[Klein et al. 2002] areappliedto createthe stylization.Applying
suchmethodsto watercolorraisesthe dif�cult questionof �nding
a set of 2D primitives that, oncecombined,producesa continu-
oustexture (typically pigmentsor paper).In that spirit, Bousseau
et al. [2006] hasproposedto usea Gaussiankernelasa primitive
for watercoloreffects,but wasrestrictedto Perlinnoise.We rather
evolve the texture globally, allowing us to dealwith any scanned
texture.

A relatedproblemhasbeenaddressedby Cunziet al. [2003],who
usea “dynamiccanvas” to preserve the appearanceof a 2D back-
groundpapertexturewhile renderinganinteractivewalkthroughof
astatic3D scene.Ourwork takesinspirationfrom theirsto perform
a similar kind of dynamicadaptationof our watercolortextures,
while at thesametimetrackingdynamicobjectmotionsin achang-
ing video scene.Our work also sharessomesimilarity to Fang's
“RotoTexture” [Fang2006],in thatbothattemptto providetextures
thattrackdynamicscenes;however, Fang'swork is concernedwith
maintainingthe appearanceof 3D texturesratherthan2D. Other
work in scienti�c visualization[Max andBecker1995;Jobardetal.
2001], �uid simulation[Stam1999;Neyret 2003],andartistic im-
agewarping[Sims1992]sharesthegoalof evolving texturealong
a 2D vector�eld. Our work builds on theadvectionapproachthat
theseschemesintroduced.

A signi�cant bodyof researchhasbeenconcernedwith theissueof
abstractionof videoaswell. Winnem̈oller et al. [2006] presenteda
methodto smoothavideousingabilateral�lter , which reducesthe
contrastin low-contrastregionswhile preservingsharpedges.We
useasimilarapproachto producelargeuniformcolorareas,andwe
goastepfurtherin simplifying notjustthecolorinformationbut the
2D scenegeometryaswell. In “video tooning,” Wanget al. [2004]
usea mean-shiftoperatoron the3D videodatato clustercolorsin
spaceandtime. To smoothgeometricdetail, they employ a poly-
hedralreconstructionof the3D clustersfollowedby meshsmooth-
ing to obtaincoarsershapes.Collomosseet al. [2005]usea similar
type of geometricsmoothinginvolving �tting continuoussurfaces
to voxel objects.Suchhigh-level operationsareusuallycomputa-
tionallyexpensiveandmaysometimesrequireuserinputto produce

convincing results.Our approach,by contract,usessimple low-
level imageprocessingfor geometricaswell ascolorsimpli�cation.
In essence,we extendtheapproachof Bousseauet al. [2006],who
usea morphological2D �lter to abstracttheshapesof a still image
andmimic thecharacteristicroundnessof watercolor, by extending
themorphological�lter to the3D spatiotemporalvolumein a way
thatprovidestemporalcoherenceaswell.

Finally, many image�ltering operationshave beenextendedto the
spatiotemporaldomain to processvideo: the median �lter [Alp
et al. 1990], average�lter [Ozkan et al. 1993], and Wiener �lter
[Kokaram1998]areall examples.A motioncompensationis usu-
ally appliedbefore�ltering to avoid ghostingartifactsin regionsof
high motion. Recently, LaveauandBernard[2005] proposedori-
entinga morphologicalstructuringelementalongan optical �o w
pathin orderto applytheseoperatorsonvideos.However, their �l-
ters have beendevelopedin the context of noiseremoval, which
requires�lters of smallsupport.Ourapplicationis moreextremein
thatit targetstheremoval of signi�cant imagefeatureslargerthana
singlepixel. To this end,we proposea typeof adaptive structuring
elementthatsmoothestheappearanceanddisappearanceof signif-
icantimagefeatures.

3 Texture advection

The“granulation”of watercolorpigmentsprovidesa largeshareof
the richnessof continuoustonetechniques.Granulationis caused
by pigmentdepositionon paperor canvas:the morepigmentsare
deposited,the more the color is saturated.The effect is seenin
both wet techniqueslike watercoloranddry techniqueslike char-
coal or pastel.In addition,watercolorsare transparent,and their
transparency allows thetextureof thepaperitself to show through.

To achieve these texture effects, we follow the approachof
Bousseauet al. [2006], who showed that for computer-generated
watercolor, convincing visualresultsareobtainedby consideringa
basecolor imageC (e.g.,a photograph)that is modi�ed according
to a grey-level pigmenttextureP 2 [0;1] at eachpixel to producea
modi�ed colorC0accordingto theequation

C0= C
�
1� (1� C)(P� 0:5)

�
(1)

However, in order to createeffective watercoloranimations,this
textureP mustsatisfytwo competingconstraints:On theonehand,
it mustmaintainits appearancein termsof a moreor lesshomo-
geneousdistribution andfrequency spectrum.On theotherhand,it
mustfollow the motion in the sceneso asnot to createa “shower
door” effect.

To resolve thiscon�ict webuild onpreviouswork onadvectedtex-
tures[Max andBecker 1995;Neyret 2003],classicallyusedto de-
pict �o w in scienti�c visualizations.Thegeneralideaof suchmeth-
odsis to initialize thetexturemappingon the�rst frameof anani-
mation,andthenevolve themappingwith themotion�o w. In these
methodsthe texturemappingis reinitializedwhenever thestatisti-
calspatialpropertiesof thecurrenttexturebecometoodissimilarto
theoriginalone.

We employ this samebasicidea to our situationof applying tex-
ture to video, substitutingoptical �o w for �uid �o w. Onesigni�-
cantcomplication,which arisesquitefrequentlyfor videosbut not
for continuous�uid �o ws simulations,is the occurrenceof disoc-
clusionboundaries: placeswherenew pixelsof thebackgroundare
revealedasa foregroundobjectmovesacrossa scene.Optical�o w
�elds at disocclusionsareessentiallyunde�ned: thereis no pixel
in theprior framecorrespondingto thesedisoccludedboundaryre-
gions.Classicaladvectedtexturesaredesignedfor handlingonly
continuousspace-timedistortions.In theabsenceof continuity, they
tendto fail quitebadlyasshown Figures3 and4.



In orderto handledisoccludedboundarieseffectively, we introduce
thenotionof bidirectionaladvection: simultaneouslyadvectingtwo
texturelayersin oppositedirectionsin time — from the�rst frame
of thevideoto thelast,andfrom thelast frameto the�rst. We use
acombinationof thesetwo texturelayersweightedateachpixel by
the local quality of the texture from eachdirection.In the restof
this sectionwedescribeouralgorithmandits properties.

3.1 Advection computation

In thefollowing, we will usex = (x;y) for screencoordinates,and
u = (u;v) for texture coordinates.An advectedtexture relieson a
�eld of texture coordinatesu(x;t), which is displacedfollowing a
vector �eld v(x;t): for any frame t, the vector u de�nes the lo-
cation within the texture imageP0 to be displayedat position x,
i.e. the mapping. For simplicity we assumethat x and u coordi-
natesare normalizedon the interval [0;1] and that u(x;0) = x.
Thereforein Equation1 the compositedpigment texture will be
P(x;t) = P0(u(x;t)) . We will seein thefollowing thatseveralsuch
layerswill becombinedto obtainthe �nal result.Our vector�eld
is obtainedfrom an optical �o w extracted from the video (we
rely on a classicalgradient-basedmethodavailablein AdobeAfter
EffectsTM). Thevectorv indicatesfor eachframet wherethepixel
atpositionx camefrom within framet � 1: v(x;t) = xt� 1 � xt .

The purposeof advection is to “attach” the texture P0 to the
moving pixels of the video, which is theoreticallydone by dis-
placing the texture coordinatesaccording to the vector �eld: 2

u(x;t) = u(x+ v(x;t); t � 1). However, this backward mappingis
problematicwherever the optical �o w is poor or ill-de�ned, asat
disocclusionboundaries.We will discusshow theseproblematic
casesarehandledmomentarily.

3.2 Contr olling the distor tion

With this basic approach,the distortion of the advected tex-
ture increaseswith time. To combat this distortion, Max and
Becker's [1995] and Neyret's [2003] approachesblend two
or three phase-shiftedtexture layers, respectively (See Fig-
ure 2). In both schemes,the distortion is resetperiodically (i.e.,
u(x;t + t ) = u(x;t)), allowing theoriginal textureto beusedagain.
Theregenerationperiodt is chosenvia a userde�ned delay[Max
andBecker1995]or adynamicestimationof thedistortion[Neyret
2003].Thefactthattheregenerationoccursperiodicallyguaranties
thatoursystemcanhandlevideosof arbitrarylength.

Like Max andBecker, we rely on two texture layers,but we com-
bine one “forward” mappingu f , advectedfrom the beginning to
theendof thevideosequence,with one“reverse”mappingur , ad-
vectedfrom the endto the beginning.The �nal advectedpigment
textureP0 is a combinationof thesetwo �elds, calculatedon a per-
pixel basisby takinginto accountthelocaldistortionsw f andwr of
theforwardandreversemappingsu f andur , respectively, within a
givenframe:

P0(x;t) = w f (x;t)P0
�
u f (x;t)

�
+ wr (x;t)P0

�
ur (x;t)

�

Wewill show preciselyhow thedistortionis measuredandhow w f
andwr arecomputedlateron.For now, to understandtheintuition
behindthisapproach,it suf�ces to notethattexturedistortiongrad-
ually increasesin the directionof advection.Sinceu f is advected
forward, its distortion increaseswith time. However, sinceur is

2In orderto manageboundaryconditionsproperly, we assumethat the
texture P0 is periodic,andthat u(x;t) � u(x;t � 1) + ¶u

¶x � v(x;t) whenever
x+ v(x;t) seeksoutside[0;1]2, in thespirit of [Max andBecker1995].

Figure 2: Approachesto control the distortion of the advectedtexture.
(a)MaxandBecker scheme, which usestwophase-shifted,overlappingtex-
ture layers at anygiventime. (b) Our scheme, which alsousestwo texture
layers at a time but advectedin oppositetime directions.In the two dia-
grams,thegreensolidareasrepresents,roughly, therelativecontributionof
each advectedlayer to the�nal texture'sappearance, which correspondsto
theweightw(t). Notethat in prior work (a), in order to maintaintemporal
coherence, theadvectedlayers do not begin contributing signi�cantly until
they are alreadysomewhat distorted.In our method(b), by contrast, tex-
turescontributemaximallywhere they are leastdistorted.Blendingtextures
advectedin oppositetime directionsalso allows for lessdistortion every-
where, sincedistortionis decreasingin onetexture justasit is increasingin
theother. Finally, bidirectionaladvectionhandlesdisocclusionboundaries
much bettersincethedisocclusionleavesoneof thetwo layers unaffected,
with theunaffectedlayercontributionmostto thetexture's�nal appearance.

advectedbackwardsthroughthevideosequence,its distortionde-
creaseswith time. Thecombinationof the two texturescanthere-
fore be usedto createa lessdistortedtexture. Moreover, a disoc-
clusion in the forward sequencebecomesan occlusionin the re-
verse,whichis nolongerasourceof distortion;thus,awell-de�ned
texture canalwaysbe used.(A similar observation wasnotedby
Chuangetal. [2002] in theirwork onvideomatting.)

Thetechnicalchallengesof thisapproachareto quantifythevisual
distortionsand to choosea clever way of combiningthe two ad-
vected�elds. Threecompetinggoalshave to betakeninto account:
(1)minimizingthedistortion;(2)avoidingtemporaldiscontinuities;
and(3) limiting visualartifactssuchascontrastvariation.

In the restof this section,we detail our method:how we quantify
the distortion(Section3.3), andhow we adjustthe weightsof the
two advected�elds (Section3.4).

3.3 Distor tion computation

We needa way to estimatethevisualquality of a distortedtexture
at eachpixel. Variousmethodsexist to computethedistortionof a
non-rigidshape.Thegeneralprincipleis to computeadeformation
tensorandto chooseanappropriatenormto computethedistortion.

All deformationtensorsarebasedon thedeformationgradientten-
sor F, correspondingto the Jacobianmatrix of the shapecoordi-
nates(in ourcasethetexturecoordinates):Fi j (x;t) = ¶ui(x;t)=¶x j .
As in previous work, we do not wish to considertranslationsand
rotations to be distortions becausethey do not alter the visual
propertiesof the texture. Instead,it is typical to rely on a strain
tensor, which cancelsantisymmetriccomponents.However, unlike
Neyret[2003],wewishto dealwith largedisplacements,sowecan-
notusethein�nitesimal straintensor, whichis theclassicalapprox-
imation.We thereforechoosetheCauchy-Greentensor:G = FTF
(onecanverify thatmultiplying F by its transposecancelsthe ro-
tations).Theeigenvectorsof G give theprincipaldirectionsof de-
formations,andthe tensor's eigenvaluesl i give thesquaresof the
principaldeformationvalues:aneigenvaluel i > 1 correspondsto a
stretch,whereasaneigenvaluel i < 1 correspondstoacompression.

We wantto derive anestimationof thevisualquality of thedistor-
tion x asa scalarin [0;1] with 0 representingno distortion,and1
representingdistortionthatis intolerable.Weassumethatcompres-










