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SUMMARY

A method is proposed for accurately describing arbitrary-shaped free boundaries in finite-difference schemes for elastodynamics, in a time-domain velocity-stress framework. The basic idea is as follows: fictitious values of the solution are built in vacuum, and injected into the numerical integration scheme near boundaries. The most original feature of this method is the way in which these fictitious values are calculated. They are based on boundary conditions and compatibility conditions satisfied by the successive spatial derivatives of the solution, up to a given order that depends on the spatial accuracy of the integration scheme adopted. Since the work is mostly done during the preprocessing step, the extra computational cost is negligible. Stress-free conditions can be designed at any arbitrary order without any numerical instability, as numerically checked. Using 10 grid nodes per minimal S-wavelength with a propagation distance of 50 wavelengths yields highly accurate results. With 5 grid nodes per minimal S-wavelength, the solution is less accurate but still acceptable. A subcell resolution of the boundary inside the Cartesian meshing is obtained, and the spurious diffractions induced by staircase descriptions of boundaries are avoided. Contrary to what occurs with the vacuum method, the quality of the numerical solution obtained with this method is almost independent of the angle between the free boundary and the Cartesian meshing.
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1 INTRODUCTION

Various approaches have been proposed for simulating the propagation of elastic waves with free boundaries. The first approach is based on variational methods, as done in finite elements (Day, 1977), spectral finite elements (Komatitsch & Vilotte, 1998) and discontinuous Galerkin (Ben Jemaa et al., 2007). These methods provide a fine geometrical description of boundaries by adapting the mesh to the boundaries. Boundary conditions are accounted for weakly by the underlying variational formulation. However, a grid-generating tool is required, and small time steps may result from the smallest geometrical elements and from the stability condition. The SAT methods based on energy estimates (Carpenter et al., 1994) avoid these limitations by introducing Cartesian grids and give time-stable high-order schemes with interfaces. However and up to our knowledge, these methods have not been applied so far to elastodynamics with free boundaries.

The second approach used in this context is based on the strong form of elastodynamics, as done in finite differences and spectral methods (Tessmer & Kosloff, 1994). In seismology, finite differences are usually implemented on staggered Cartesian grids, either with completely staggered stencils (CSS) or with the recently developed partially staggered stencils (PSS). With CSS, the velocity and stress components are distributed between different node positions (Virieux, 1986). With PSS, all the velocity components are computed at a single node, as are the stress components, although the latter are shifted by half a node in two separate grids. Second-order (Saenger et al., 2000; Saenger & Bohlen, 2004) and fourth-order (Bohlen & Saenger, 2003; Cruz-Atienza & Virieux, 2004) spatially-accurate PSS have been developed; for further discussion, we denote them PSS-2 and PSS-4, respectively. Unlike variational methods, finite differences require special care to incorporate the free boundary conditions strongly. There exist two main strategies for this purpose:

(i) First, the boundaries can be taken into account implicitly by adjusting the physical parameters locally (Kelly et al., 1976; Virieux, 1986; Muir et al., 1992). The best-known implicit approach is the so-called vacuum method (Zahradník, 1995; Graves, 1996; Moczo et al., 2002; Gélis et al., 2005). For instance, the vacuum method applied to PSS involves setting the elastic parameters in the vacuum to zero, and using a small density value in the first velocity node in the vacuum to avoid a division by zero. However, this easy-to-implement method gives at best second-order spatial accu-
racy. In addition, a systematic numerical study has shown that the accuracy of the solution decreases dramatically when the angle between the boundary and the meshing increases (Bohlen & Saenger, 2004). Lastly, applying the vacuum method sometimes gives rise to instabilities: see for instance PSS-4 (Bohlen & Saenger, 2003).

(ii) A second idea is to explicitly change the scheme near the boundaries (Kelly et al., 1976). The best-known explicit approach is the so-called image method, which was developed for dealing with flat boundaries to fourth-order accuracy (Levander, 1988) and then extended to variable topographies (Büh et al., 1988; Robertsson, 1996; Zhang & Chen, 2009). However image methods require a fine grid to reduce the spurious diffractions up to an acceptable level. To avoid this spatial oversampling, various techniques have been proposed, such as grid refinement in the vicinity of the boundary (Rodríguez, 1995) or adjusted finite-difference approximations: see Moczo et al. (2007) for a review on these subjects.

The aim of this paper is to present a finite-difference approach accounting for free boundaries without introducing the aforementioned drawbacks of the vacuum and image methods. The requirements are as follows: smooth arbitrary-shaped boundaries must be treated as simply as straight boundaries; the accuracy of the method must not depend on the position of the boundary relative to the meshing; and, finally, the computations must be stable even with very long integration times. We establish that these requirements can be met by applying an explicit approach involving fictitious values of the solution in the vacuum. In previous studies, interface problems in the context of elastodynamics were investigated in a similar way (Pirieux & Lombard, 2001; Lombard & Piraux, 2004, 2006). The fictitious values are high-order Taylor expansions of the boundary values of the solution. Estimating these boundary values involves some mathematical background, in order to compute the high-order boundary conditions; to determine a minimal set of independent boundary values; lastly, to perform a least-square numerical estimation of this minimal set. To help the reader, subroutines in FORTRAN are proposed freely at the web page http://w3lma.cnrs-mrs.fr/~MI/Software/. These subroutines enable a straightforward implementation of the algorithms detailed in the present paper.

The disadvantage here is that the above requirements cannot be fully satisfied if staggered-grid schemes are used. Single-grid finite-difference schemes are therefore chosen, where all the unknowns are computed at the same grid nodes. Our numerical experiments are based on the high-order ADER schemes which are widely used in aeroacoustics (Schwartzkopff et al., 2003). Although these schemes are not yet widely used in the field of seismology (Dumbser & Käser, 2006), they have also great qualities because of their accuracy and their stability properties: using 10 grid nodes per minimal S-wavelength with a propagation distance of 50 wavelengths gives highly accurate results. Moreover, on Cartesian grids, these methods do not require much more computational memory than staggered-grid schemes.

This paper is organized as follows. Section 2 deals with the continuous problem: the high-order boundary conditions and compatibility conditions are stated. These conditions are useful for handling the discrete problem presented in section 3, where the focus is on obtaining fictitious values of the solution in the vacuum. In section 4, numerical experiments confirm the efficiency of this method in the case of various topographies. In section 5, conclusions are drawn and some prospects suggested.
derivatives of $U$, two tasks are performed. First, the zeroth-order boundary conditions (3) are differentiated in terms of $t$. The time derivative is replaced by spatial derivatives using the conservation laws (3), which gives

$$L^0 \left( A \frac{\partial}{\partial x} U^0 + B \frac{\partial}{\partial z} U^0 \right) = 0. \quad (3)$$

Secondly, the zeroth-order boundary conditions (3) are differentiated in terms of the parameter $\tau$ describing $\Gamma$. The chain-rule gives

$$\left( \frac{d}{d\tau} L^0 \right) U^0 + L^0 \left( \tau' \frac{\partial}{\partial x} U^0 + \tau'' \frac{\partial}{\partial z} U^0 \right) = 0. \quad (4)$$

Since the matrix $d L^0 / d \tau$ in (4) involves $x''$ and $z''$, it accounts for the curvature of $\Gamma$ at $P$. Setting the block matrix

$$L^1 = \begin{pmatrix} L^0 & 0 & 0 \\ d L^0 A & L^0 B \\ \frac{d}{d\tau} L^0 & x' L^0 & z' L^0 \end{pmatrix},$$

equations (3), (4) and (5) give the boundary conditions up to the first-order

$$L^1 U^1 = 0,$$

with

$$U^1 = \lim_{M \to -P} \tau \left( \tau U, \frac{\partial}{\partial x} \tau U, \frac{\partial}{\partial z} \tau U \right).$$

Let $k \geq 1$ be an integer whose value will be discussed in section 3. To set the boundary conditions up to the $k$-th order, one deduces from

$$\frac{\partial^k}{\partial \tau^k - \alpha} L^0 U^0 = 0, \quad \alpha = 0, ..., k. \quad (5)$$

The $\tau$-derivatives are replaced by spatial derivatives by applying $(k-\alpha)$-times the chain rule. The $t$-derivatives are replaced by spatial derivatives by injecting $\alpha$-times the conservation laws (3). The boundary conditions so-obtained up to the $k$-th order can be written compactly

$$L^k U^k = 0, \quad (6)$$

with

$$U^k = \lim_{M \to -P} \tau \left( \tau U, ..., \frac{\partial^\alpha}{\partial x^{\alpha-\beta}} \tau U, ..., \frac{\partial^k}{\partial z^k} \tau U \right). \quad (7)$$

where $\alpha = 0, ..., k$ and $\beta = 0, ..., \alpha$. The vector $U^k$ has $n_v = 5(k+1)(k+2)/2$ components. $L^k$ is a $n_v \times n_v$ matrix, with $n_v = (k+1)(k+2)$. This matrix involves the successive derivatives of the curvature of $\Gamma$ at $P$. Computing $L^k$ with $k > 2$ is a tedious task, which can be greatly simplified by using computer algebra tools.

2.3 Compatibility conditions

The second spatial derivatives of stress components are linked together by the compatibility condition of Barré-de Saint Venant (Love, 1944)

$$\frac{\partial^2 \sigma_{zz}}{\partial x \partial z} = \alpha_2 \frac{\partial^2 \sigma_{xx}}{\partial x^2} + \alpha_1 \frac{\partial^2 \sigma_{xy}}{\partial x \partial y} + \alpha_1 \frac{\partial^2 \sigma_{yy}}{\partial z^2} + \alpha_2 \frac{\partial^2 \sigma_{yy}}{\partial z^2}, \quad (8)$$

with

$$\alpha_1 = \frac{\lambda + 2\mu}{4(\lambda + \mu)} \quad \alpha_2 = -\frac{\lambda}{4(\lambda + \mu)}.$$

This compatibility condition is a necessary and sufficient condition for the strain tensor to be symmetrical. If $k \geq 2$, it can be differentiated $(k-2)$-times in terms of $x$ and $z$. With $k \geq 2$, one obtains $n_v = k(k-1)/2$ relations; with $k < 2$, $n_v = 0$. Unlike the boundary conditions, these compatibility conditions are satisfied everywhere in $\Omega$: in particular, they are satisfied at $P$ on $\Gamma$. The vector of boundary values $U^k$ can therefore be expressed in terms of a shorter vector $\hat{U}^k$ with $n_v - n_v$ independent components

$$U^k = G^k \hat{U}^k. \quad (9)$$

An algorithm for building the $n_v \times (n_v - n_v)$ matrix $G^k$ is given in Lombard & Piraux (2006).

3 THE DISCRETE PROBLEM

3.1 Numerical scheme

To integrate the hyperbolic system (2), we introduce a single Cartesian lattice of grid points: $(x_i, z_j, t_n) = (i h, j h, n \Delta t)$, where $h$ is the mesh spacing and $\Delta t$ is the time step. Unlike with staggered grids, all the unknowns are computed at the same grid nodes. The approximation $U^m_{i,j}$ of $U(x_i, z_j, t_n)$ is computed using any explicit, two-step, and spatially-centred finite-difference scheme. A review of the huge body of literature on finite-differences is given in LeVeque (1993) and Mosco et al. (2003).

Here we propose to use ADER schemes, that allow to reach easily arbitrary high-order of time and space accuracy (Schwartzkopf et al. 2005). On Cartesian grids, these finite-volume integration schemes originally developed for aeroacoustic applications are equivalent to finite-difference Lax-Wendroff-type integration schemes (Löcher & Munz, 2005). In the numerical experiments described in section 4, we use a fourth-order ADER integration scheme. This scheme is stable under the Courant-Friedrichs-Lewy (CFL) condition $c_p h / \Delta t \leq 0.9$ in 2D; as usually with single-grid schemes, it is slightly dissipative (Schwartzkopf et al., 2005).

Many other single-grid schemes can be used in this context. In particular, the method described in the next subsections have been successfully combined with flux-limiter schemes (LeVeque, 1993) and with the standard second-order Lax-Wendroff scheme. Difficulties have been encountered with dissipative-free schemes based on centred staggered-grid finite-difference schemes, as we will see in section 5.4.

3.2 Use of fictitious values

Time-marching at grid-points where the stencil crosses $\Gamma$ requires fictitious values of the solution in the vacuum, which have to be determined. The question arises as to how to compute, for instance, the fictitious value $U^\Gamma_{1,i}$ at the grid point $(x_i, z_j)$ in the vacuum, as sketched in Figure 2. Let $P(\gamma)$ be the orthogonal projection of $(x_i, z_j)$ on $\Gamma$, with coordinates $(x_P = x(\gamma), z_P = z(\gamma))$. At any grid point $(x_i, z_j)$, we denote

$$\Pi_{1,i} = \left( I_{5}, ..., \frac{(x_i - x_P)^{\alpha-\beta}(z_j - z_P)^\beta}{(\alpha - \beta)!\beta!} I_{5}, ..., \frac{(z_j - z_P)^k}{k!} I_{5} \right)$$

the $5 \times n_v$ matrix containing the coefficients of $k$-th order Taylor expansions in space at $P$, where $I_{5}$ is the $5 \times 5$ identity matrix, $\alpha = 0, ..., k$, and $\beta = 0, ..., \alpha$. The fictitious value $U^\Gamma_{1,i}$ is defined as the Taylor-like extrapolation
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The computation of $K$ use a classical linear algebra tool: singular value decomposition.

### 3.4 Computation of fictitious values

Let us now consider the $n_p$ grid points of $\Omega$ in the circle $C$ centred at $P$ with a radius $d$; for instance, $n_p = 8$ in Figure 2. At these points, we write the $k$-th order Taylor expansion in space of the solution at $P$, and then we use the expression (12). This gives

$$U(x_i, z_j, t_n) = \Pi_{1,j}^k U^k + O(h^{k+1}),$$

where (12) is the vector containing the exact values of the solution at the grid points $\Omega$ inside $C$. These exact values are replaced by the known numerical values $(U^h)_{C}$, and Taylor rests are removed. From now on, numerical values and exact values of the fields are used indiscriminately. The discrete system thus obtained is overdetermined (see the remark (i) about $d$ and typical values of $n_p$ in subsection 3.5). We now compute its least-squares solution

$$\mathbf{U} = M^{-1} (\mathbf{U}^n)_C,$$

where the $(n_e - n_c - n_l) \times 5 n_p$ matrix $M^{-1}$ denotes the pseudo-inverse of $M$. From (11), (13) and (14), the fictitious value in the vacuum at $(x_i, z_j)$ is

$$U_{1,j}^n = \Pi_{1,j}^k G^k K_{L,G} - M^{-1} (\mathbf{U}^n)_C = A_{1,j} (\mathbf{U}^n)_C,$$

The fictitious values have no clear physical meaning. They only allow, by interpolation with numerical values inside $\Omega$, to recover the high-order Dirichlet conditions (6).

#### 3.5 Comments and practical details

The extrapolation method described in section 3.4 has to be applied at each grid point $(I, J)$ in the vacuum where a fictitious value is required for the time-marching procedure. Useful comments are proposed about this method:

(i) The radius $d$ of $C$ must ensure that the number of equations in (13) is greater than the number of unknowns:

$$\varepsilon(k, d) = \frac{5 n_p}{n_v - n_c - n_l} \geq 1.$$

(ii) Since the boundary conditions do not vary with time, the extrapolators $A_{1,j}$ in (14) can be computed and stored during the pre-processing step. At each time step, only small matrix-vector products are required.

(iii) The extrapolators $A_{1,j}$ account for the local geometry of $\Gamma$ at the projection points $P$ on $\Gamma$ via $K^k$ (section 3.3). Moreover, they incorporate the position of $P$ relative to the Cartesian meshing, via $\Pi_{1,j}^k$ (12) and $\Pi_{L,G}^k$ (11). The set of extrapolators therefore provides a subcell resolution of $\Gamma$ in the meshing, avoiding the spurious diffractions induced by a naive description of the boundaries.

(iv) The stability of the method has not been proved. However, numerical experiments clearly indicate that the CFL condition of stability is not modified compared with the case of a homogeneous medium. The solution does not grow with time, even in the case of long-time simulations (see section 3.3).

(v) In a previous one-dimensional study (Piraux & Lombard 2001), the local truncation error of the method has been rigorously analysed, leading to the following result: using the fictitious values (17) ensures a local $r$-th order spatial accuracy if $k \geq r$, where
3.6 Case of staggered-grid schemes

Instead of using a single-grid scheme as proposed in section 3.1, readers may be interested in adapting our approach to staggered-grid schemes such as CSS or PSS (see section 3.1 for the definition of these terms). However, in the case of some of the boundary positions relative to the meshing, computational instabilities occur, especially when long-time integration is considered.

To understand why this is so, let us consider PSS-2. Taking a simple flat boundary to exist between the medium and the vacuum leads to two typical geometrical configurations. At one position of the free surface, the boundary discretization will require only the stress field to be extrapolated (Figure 3(a)). Our procedure works satisfactorily with this type of discretization at any order, but numerical experiments have shown that the \( r \)-th order overall accuracy is also maintained by taking \( k = r \). Note that a slightly smaller order of extrapolation can be used: \( k = r - 1 \) suffices to provide \( r \)-th order overall accuracy (Gustafsson, 1975). The value \( k = 3 \) is therefore used for the fourth-order ADER scheme.

(vi) The extrapolators do not depend on the numerical scheme adopted. They depend only on \( k \) and on physical and geometrical features. Standard subroutines for computing the extrapolators \( \Lambda_{k,1} \) can therefore be developed and adapted to a wide range of schemes. Subroutines of this kind are freely available in FORTRAN at the web page http://www.ma.cnrs-mrs.fr/~MI/Software/
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Figure 3. Staggered-grid schemes with a plane boundary \( \Gamma \) parallel to the meshing: two cases can be distinguished, depending on the position of \( \Gamma \) relative to the meshing. Case (a), where the fictitious stress is estimated, works well, while case (b), where the fictitious velocity is estimated, leads to long-term instabilities.

Similar behavior is observed with PSS-4, but after a longer time: the numerical solution generally works well during a few thousand time steps, before growing in an unstable manner.

The extrapolation method presented here is therefore not recommended for use with staggered-grid schemes, especially PSS-2, except in the trivial case sketched in Figure 3(a).

3.7 Case of non-smooth geometries

Up to know, we have assumed that the boundary \( \Gamma \) was sufficiently smooth at the projection points, being at least \( C^{k+1} \) at each \( P \), where \( k \geq 0 \) is the order of differentiation defined in section 2.2. Let us assume now that \( \Gamma \) is only \( C^{k} \) at a point \( P \), with \( K < k + 1 \). Then, the components of \( \mathbf{F}^{k} \) in (6) involving the derivatives \( \mathcal{F}_{-1}^{k} (\tau) \) and \( \mathcal{F}_{0}^{k} (\tau) \) (\( \alpha = K + 1, \ldots, k + 1 \)) of the parametric representation are discontinuous, invalidating locally the method proposed. In our software, we have implemented the following rough treatment:

(i) If \( K = 0 \), the boundary owns a corner and the solution has an integrable singularity. The corner is replaced by an arc of circle centred at \( Q \) with radius \( \delta \) (figure 4), leading to a \( C^1 \) curve.

(ii) If \( 0 < K < k + 1 \), as in the previous case at \( P_0 \) and \( P_1 \) with \( K = 1 \), the values of \( \mathcal{F}_{-1}^{k} (\tau) \) and \( \mathcal{F}_{0}^{k} (\tau) \) (\( \alpha = K + 1, \ldots, k + 1 \)) are taken indiscriminately on one side or the other of the point considered.

No numerical instabilities were observed if \( \delta \) (in case (i)) or the radius of curvature (in case (ii)) is much greater than \( h \). It is agreed that the accuracy of computations is no more controlled in the cases (i) and (ii), especially the convergence towards the exact solution. More sophisticated treatments of geometrical singularities, such as space-time mesh refinement (Berger & LeVeque, 1998), require further investigation, which is out of the scope of the present paper. New studies are also needed in the case of merging boundaries, occurring for instance when an internal material interface reaches the free surface (Moczo et al., 2004).

4 NUMERICAL EXPERIMENTS

4.1 Configurations

The time evolution of the source is a Ricker wavelet

\[
g(t) = \left(2 \pi f_c (t - t_c))^2 - 1\right) e^{-(\pi f_c (t - t_c))^2},
\]

where \( f_c \) is the central frequency, and \( t_c = 1/f_c \). The maximal frequency \( f_{\text{max}} \) defined by \( |\tilde{g}(f_{\text{max}})/\tilde{g}(f_c)| = 0.5 \) (the tilde designates the Fourier transform) is \( f_{\text{max}} \approx 1.6 f_c \). We will adopt this frequency \( f_{\text{max}} \) for our rule of thumb about the number of grid nodes per S-wavelength. The following values of the physical parameters will be used in all the following tests: \( \rho = 2400 \text{ kg/m}^3 \),
Figure 5. Test 1: snapshots of $v_x$ at the initial instant (a), at mid-term (b) and at the final instant (c).

Figure 6. Test 1: time history of $v_x$ (a). Zooms on successive time windows, with various discretizations (b,c,d): the number after # denotes the number of grid nodes per minimal S-wavelength.
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4.2 Test 1: circular boundary

Computational efficiency. Let us consider a circular cavity containing vacuum, with radius 1 km, at the center of a 18 km × 18 km domain. In a first part, the mesh spacing is $h = 25$ m. The source is a rightward-moving plane wave, with $f_{\text{max}} = 8$ Hz, ensuring 22 grid nodes per minimal P-wavelength and 10 grid nodes per minimal S-wavelength at that frequency.

During the pre-processing step, the program finds the 616 grid nodes where fictitious values are required; it also computes and stores the 616 extrapolators defined by the expression (17). Time integration is performed in 550 time steps, which corresponds to a propagation time of 2.75 s and a propagation distance of 22 minimal wavelengths. The preprocessing step takes 21 s of CPU time. The time integration takes 1100 s of CPU time, including 28.6 s induced by the computation and by the use of fictitious values, which amounts to an extra time cost of only 2.6 %. Figure 5 shows snapshots of $v_x$ at the initial instant (a), after 275 time steps (b) and after 550 time steps (c).

Quantitative study. In a second part, three discretizations are considered: $h = 25$ m, 50 m, 60 m, corresponding respectively to 10, 5 and 4 grid nodes per minimal S-wavelength. A receiver is set just above the cavity, at the position (9 km, 10.2 km), that can be seen on Figure 5; it mainly records the waves propagating along the boundary. Numerically, these waves are highly sensitive to the quality of the fictitious values defined in section 3.

Figure 6-(a) shows the time history of $v_x$ at the receiver. In this time window, three main wave packets are generated; with the scale of Figure 6-(a), the third packet cannot be seen. The amplitude is divided by a factor of approximately 30 from one packet to the following one. For the sake of clarity, zooms around each wave packet are shown in Figure 6-(b,c,d). These solutions are compared with an exact solution computed thanks to inverse Fourier transforms on 4096 frequencies, with $1.25 \times 10^{-2}$ Hz as the sampling frequency; each harmonic component is expanded into 60 Bessel modes. The agreement between the numerical and the analytical values is very good when 10 grid nodes per wavelength are used, even at very small amplitudes (d). For 5 and 4 grid nodes per wavelength, the solution is slightly less accurate, but it is still acceptable.

$c_p = 4500$ m/s, and $c_s = 2200$ m/s. Lastly, the mesh size and the time step satisfy $c_p \Delta t/h = 0.85$.

The simulations are performed on a PC Pentium at 3 GHz with 2 GB of RAM. The results of tests 1 and 2, with constant and null curvature of $\Gamma$, compare quantitatively with analytical solutions denoted by a solid line. Test 3, with a variable curvature, is purely qualitative. Test 4 shows the slow decrease in the mechanical energy which occurs during very long integration times, which confirms the stability of the method.

Figure 7. Test 2: snapshot of $v_z$ at the final instant (a). Numerical and exact time histories of $v_z$ (b).

Figure 8. Test 2: parametric study of the relative error in terms of the boundary's angle $\theta$, with various discretizations. The number after # denotes the number of grid nodes per minimal S-wavelength.
4.3 Test 2: inclined straight boundary

The Garvin’s problem. As a second test, we take a plane boundary inclined against the Cartesian mesh. The domain under investigation is 18 km wide and 12 km high, with the origin of the coordinates on the top and left. The mesh spacing is $h = 10$ m. Four receivers at (10 km, 1.8 km), (11 km, 1.6 km), (12 km, 1.4 km) and (13 km, 1.2 km) belong to the free boundary which is inclined at an angle of $\theta = 11.3^\circ$ relative to $Ox$.

An explosive source $S$ is buried at (9 km, 2.1 km), with $f_{\text{max}} = 24$ Hz. The distance between the source and the free surface is roughly $100 \text{ m} < \lambda_p/3$, where $\lambda_p$ is the wavelength of the compressional waves at frequency $f_c$, and hence large Rayleigh waves are generated, with a velocity $c_r = 2054$ m/s. To prevent the occurrence of spurious oscillations, the source is spread out numerically over a radius of $R = \lambda_p/7.5 = 40$ m. The source is weighted by a gaussian law with a standard deviation $R/2 = 20$ m. The spatial discretization ensures the sampling of roughly 18 grid nodes per minimal P-wavelength, and 9 grid nodes per minimal S-wavelength at the frequency $f_{\text{max}}$.

Figure 7-(a) shows a snapshot of $v_z$ after 1200 time steps, corresponding to a propagation time of 2.25 s and a propagation distance of 55 minimal wavelengths. Direct cylindrical waves are observed, together with converted PP waves, converted PS waves (with an almost linear wavefront), and Rayleigh waves. In Figure 7-(b), the time history of $v_z$ recorded at the receivers can be favourably compared with an exact solution. The latter is obtained by convolving the Green’s function obtained by the well-known Cagniard-de Hoop method (Garvin, 1955; Sánchez-Sesma & Itur...
rarrán-Viveros, 2006) with the source wavelet and with the discrete source spreading.

**Influence of the slope.** To quantify the effects of the angle between the boundary and the Cartesian meshing on the numerical solution, we perform a parametric study of the error in terms of \( \theta \). Ten angles are considered, from \( \theta = 0^\circ \) to \( \theta = 45^\circ \) in steps of \( 5^\circ \). In each configuration, the waves are measured at the free boundary after propagating for 65 minimal wavelengths. The error of \( v_n \) is measured in norm \( L_2 \), and then it is normalized by the norm \( L_2 \) of the exact time history of \( v_n \).

The results of this study are shown in Figure 8 with various discretizations: 5, 10, 20 grid nodes per minimal S-wavelength. With a given \( h \), the error is almost constant and independent of \( \theta \). This constitutes a crucial advantage of our method over the vacuum method, where the error at \( 45^\circ \) is much greater than that at \( 0^\circ \); it means that an extremely fine discretization is required to obtain accurate results with the vacuum method when arbitrary-shaped boundaries are encountered (Bohlen & Saenger, 2000).

### 4.4 Test 3: sinusoidal boundary

Since boundaries not related to the finite-difference grid can be included, the third test is performed on a sinusoidal free boundary, with a peak-to-peak amplitude of 800 m and various wavelengths: 0.5 km, 1 km, and 2 km. The sinusoidal curve is centred around \( z = 1 \) km. The source \( S \) is located at \( (9 \text{ km}, 1 \text{ km}) \). The other parameters are the same as in test 2. Figure 9 shows snapshots of \( v_z \) at the final instant 2.25 s. One can clearly see how the wavelength of the sinusoidal boundary influences the diffracted fields.

Convergence studies (not shown here) were performed in these three cases, by comparing solutions computed on finer grids. We again concluded that accurate solutions can be obtained when the simulations involve approximately 10 grid nodes per minimal S-wavelength at the frequency \( f_{\text{max}} \) of the source wavelet, even in the case of complex topographies with variable curvatures.

### 4.5 Test 4: long-term stability

The fourth test focuses on long-term stability (Stacey, 1994; Hestholm, 2003). For this purpose, we consider a circular elastic domain with a radius of 150 m, surrounded by vacuum. The source \( S \) is located inside the circle, at \( (320 \text{ m}, 200 \text{ m}) \). This configuration is obviously not realistic, but it enlightens the influence of the boundary on the numerical solution after many reflections, and especially on the possible excitation of numerical spurious modes leading to long-term instability. The mesh size is \( h = 1 \) m. Time integration is performed during \( 10^4 \) time steps, with \( f_{\text{max}} = 160 \text{ Hz} \).

Figure 10-(a) shows a snapshot of \( v_z \) at the final instant: no instability is observed, and the antisymmetry of \( v_z \) is satisfied. Once the source is extinguished \((t > 2 t_c)\), the mechanical energy \( E \) is theoretically maintained. It can be written in terms of \( v \) and \( \sigma \)

\[
E = \frac{1}{2} \int \int \Omega \left\{ \rho \ddot{v}^2 + \frac{\lambda + 2\mu}{4\mu(\lambda + \mu)} (\sigma_{xx}^2 + \sigma_{zz}^2) + \frac{1}{\mu} \sigma_{xx}^2 - \frac{\lambda}{2\mu(\lambda + \mu)} \sigma_{xx} \right\} dx \, dz.
\]  

(20)

At each time step, the integral in (20) is estimated by a basic trapezoidal rule at the grid nodes inside \( \Omega \). Figure 10-(b) shows the time history of this mechanical energy so-obtained. It slightly decreases, due to the numerical diffusion of the scheme, which confirms that the method is stable.

### 5 CONCLUSION

Here we have presented a method of incorporating free boundaries into time-domain single-grid finite-difference schemes for elastic wave simulations. This method is based on fictitious values of the solution in the vacuum, which are used by the numerical integration scheme near boundaries. These high-order fictitious values accurately describe both the boundary conditions and the geometrical features of the boundaries. The method is robust, involving negligible extra computational costs.

Unlike the vacuum method, the quality of the numerical solution thus obtained is almost independent of the angle between the free boundaries and the Cartesian meshing. Since the free boundaries do not introduce any additional artefacts, one can use the same discretization as in homogeneous media. Typically, when a fourth-order ADER scheme is used on a propagation distance of 50 minimal wavelengths, 10 grid nodes per minimal S-wavelength yield to a very good level of accuracy. With 5 grid nodes per minimal S-wavelength, the solution is less accurate but still acceptable.

For the sake of simplicity, we have dealt here with academic cases, considering two-dimensional geometries, constant physical parameters, and simple elastic media. Let us examine briefly the generalization of our approach to more realistic configurations:

(i) Extending the method to 3-D topographies a priori does not require new tools. The main challenge will concern the computational efficiency of parallelization. A key point is that the determination of each fictitious value is local, using numerical values only at neighboring grid nodes. Particular care will however be required for fictitious values near frontiers between computational subdomains, in order to minimize the exchanges of data.

(ii) Near free boundaries, the domains of propagation are usually smoothly heterogeneous. To generalize our method to continuously variable media, the main novelty expected concerns the high-order boundary conditions detailed in section 3. With variable matrices \( A \) and \( B \) indeed and \( k \geq 2 \), the procedure will involve the following quantities, to be estimated numerically:

\[
\frac{\partial^{k-1}}{\partial x^{k-1}} A, \quad \frac{\partial^{k-1}}{\partial x^{k-1}} B, \quad \alpha = 0, ..., k - 1.
\]

(iii) Realistic modeling of wave propagation requires to incorporate attenuation. The only rheological viscoelastic models able to approximate constant quality factor over a frequency range are the generalized Maxwell body (Emmerich & Kolda, 1984) and the generalized Zener body (Carcione, 2001). These two equivalent models (Moczo & Krestek, 2005) yield to additional unknowns called memory variables. In the time domain, the whole set of unknowns satisfies a linear hyperbolic system with source term

\[
\frac{\partial}{\partial t} U = A \frac{\partial}{\partial x} U + B \frac{\partial}{\partial z} U - S U,
\]

(21)

where \( S \) is a definite positive matrix. Compared with the elastic case examined in the present paper, the main difference expected concerns the time differentiation of the boundary condition \( \partial \). Indeed, equation (1) has to be modified accordingly to (21). Similar modifications are also foreseen in the case of poroelasticity in the low-frequency range (Dai et al., 1995), where the evolution equations can be put in the form (21).
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