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ABSTRACT

Deep-water formation (DWF) in the northwestern Mediterranean Sea and the subsequent horizontal circulation
are investigated in a rectangular basin with a three-dimensional primitive equation model. The basin is forced
by constant climatological heat and salt fluxes. Convective motion is parameterized by a simple nonpenetrative
convective adjustment process plus Richardson number—dependent vertical eddy viscosity and diffusivity. A
homogeneous column of dense water is progressively formed in the forcing area. Meanders of 40-km wavelength
develop at the periphery of the column. These features agree with observations. Energy studies show that the
meanders are generated mainly through a baroclinic instability process. These meanders, and the associated
cells of vertical motion, contribute to the process of DWF. They generate vertical advection, while the associated
horizontal advection tends to restratify the surface water of the column, and thus to inhibit very deep convection.
Just before the end of the forcing period, 80-km meanders appear, which create advection strong enough to
erase the column within two weeks. The associated horizontal cyclonic circulation is of the same order of

magnitude as that estimated from observations.

1. Introduction

Deep-water formation (DWF) in the open sea occurs
in very few regions of the world ocean. Such regions
are mainly found in subpolar areas of both hemi-
spheres: the Greenland Sea (Carmack and Aagaard
1973), the Labrador Sea (Clarke and Gascard 1983;
Gascard and Clarke 1983), and the center of the Wed-
dell Sea (Gordon 1978). But DWF also occurs in con-
centration basins at lower latitudes, namely, the Red
Sea (Maillard 1974) and the northwestern Mediter-
ranean (NWM) Sea (MEDOC Group 1970). The
study of these regions and of the mechanisms respon-
sible for DWF is very important for understanding the
rate of renewal of the different deep-water masses of
the global ocean. The mechanisms driving DWF have
been found to be similar from one region to another
(Lacombe 1974; Gascard 1977; Killworth 1983). They
are always associated with a mesoscale cyclonic cir-
culation, with the existence of a source of both salt and
heat from subsurface layers, and with intense surface
cooling and evaporation. The NWM Sea has been ex-
tensively observed during the MEDOC cruises of 1969,
1970, 1972, and 19735, and more recently by Schott et
al. (1988). It is a midlatitude basin formed of a three-

Corresponding author address: Dr. Gurvan Madec, Laboratoire
d’Oceanographie Dynamique et de Climatologie, Universite Paris 6,
75005 Paris, France.

© 1991 American Meteorological Society

layer system of fresh surface water originating from the
Atlantic Ocean, of warm and salty subsurface water
derived from the eastern Mediterranean Sea (Levantine
Intermediate Water), and of Western Mediterranean
Deep Water (Nielsen 1912). The basin is characterized
throughout the year by a doming of isopycnal surfaces
(Tchernia and Fieux 1971), the center of which is usu-
ally found about 100 km south of the French coast
(Fig. 1). Surface and subsurface water masses flow cy-
clonically around this dome. This circulation is well
marked in its northern part where it forms the so-called
Liguro-Provencal Current (Millot 1987). In winter the
NWM Sea is forced by a succession of strong, cold, and
dry continental wind events. These winds (the mistral
and the tramontane) blow from the north-northwest
down the Rhéne and Garonne river valleys and out
over the central part of the NWM Sea. They are re-
sponsible for high evaporation and strong cooling in
this area.

Through a variety of studies (Anati and Stommel
1970; MEDOC Group 1970; Stommel 1972; Sankey
1973; Lacombe 1974; Killworth 1976; Gascard 1977,
1978; Killworth 1983), a conceptual framework of
DWF in the NWM Sea has emerged that divides the
process into three phases: a preconditioning phase, a
violent mixing phase, and a sinking and spreading
phase.

The preconditioning phase consists in the generation
of a cyclonic vortex inscribed in the regional cyclonic
circulation (Fig. 1), where the main thermocline is
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F1G. 1. Sea surface density (o, units) in winter obtained from an objective analysis of winter historical data (from 1905 to 1988)
(F. Aikman III, personal communication). The 28.90 isopycnal defines the cyclonic vortex area where DWF occurs.

progressively eroded. This vortex, ~100 km in di-
ameter, defines the specific area for DWF (Gascard
1978). Two mechanisms have been advanced to ac-
count for the vortex formation. Swallow and Caston
(1973) and Hogg (1973) suggest the cause of the vortex
is the conelike topography of the Rhone fan. Sankey
(1973) and Gascard ( 1978) ascribe the preconditioning
to both the localization of the atmospheric forcing and
the preexisting regional cyclonic circulation: a vortex
is formed in the central part of the domed region be-
cause these waters, trapped by the cyclonic circulation,
are exposed for a longer time to atmospheric effects
than the peripheral waters, and because the surface wa-
ters are less stratified in the center than at the periphery
of the dome.

As winter progresses, surface waters trapped by the
vortex lose heat and water vapor to the atmosphere.
They become more dense and mix with the warmer,
saltier subsurface waters. The presence of this subsur-
face source of heat and salt is thought to be important
(Gascard 1978), as it allows the surface temperature
and salinity to remain relatively high, which in turn

contributes to the maintenance of high heat and water
vapor exchanges with the atmosphere in the convective
region. The convection can penetrate quite deep. A
neutrally stable column of water is formed in the vortex
center. It extends from the surface to depths that
steadily increase, sometimes to the ocean bottom (the
local depth is ~2400 m). This phase of intense deep-
ening of the column is called the violent mixing phase
since it is associated with strong vertical motions. The
mechanism of this phase is generally explained by two
kinds of processes that occur alternatively or together:
1) a convective process and 2) a baroclinic adjustment
process ( Gascard 1978).

1) The convective process has small time and space
scales (~1 hour, ~1 km) and is associated with intense
vertical velocities, from a few centimeters per second
(Voorhis and Webb 1970) up to 10-20 cm s~! when
the stratification within the vortex becomes very weak
(Gascard 1978; Schott et al. 1988). It involves non-
hydrostatic and nonlinear motion, such as breaking of
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large-amplitude internal waves (Saint-Guily 1972;
Gascard 1973).

2) The baroclinic adjustment process is the result
of slow upward and downward motion (a few mms™')
that occurs in cyclonic and anticyclonic eddies of ~ 10
km in diameter and with ~3 days rotational period.
These eddies are associated with 40-km wavelength
meanders that develop at the edge of the vortex (Gas-
card 1978). These meanders are thought to be pro-
duced through baroclinic instability process (Killworth
1976; Gascard 1977, 1978).

The final phase of the process is a breakup, or sinking
and spreading of the neutrally stable column of water,
with a rapid restratification of the surface waters, which
can occur within two weeks (Stommel 1972). This
phase involves larger eddies than those formed previ-
ously (~20 km in diameter) with surface velocities of
about 15 cm s~ (Sankey 1973). Killworth (1976 ) also
attributes this phase to baroclinic instability processes.

During the remainder of the year, the newly formed
deep water moves away from the formation region.
The surface and intermediate waters are replaced by
waters advected by the Liguro-Provencal Current,
while the atmosphere resumes the seasonal heating of
the ocean in the surface layers. The three-layer strati-
fication is reestablished and the regional cyclonic cir-
culation continues (Millot 1987).

Deep water thus results from an interaction between
oceanic circulation and atmospheric forcing. Its for-
mation involves complex and intricate phenomena that
operate over a large range of time and space scales,
and which can include deep convection, mixing pro-
cesses, internal waves, baroclinic instabilities, topo-
graphic effects, and wind- and thermohaline-driven
currents. Even though a scheme of DWF has been pre-
sented, many theoretical problems still exist. Very little
is known about the horizontal circulation induced by
convection and subsequent DWF. In the case of the
NWM Sea, the Liguro~Provencal Current cannot be
explained either by the fluxes through the straits of
Gibraltar and Sicily (Loth and Crépon 1984), nor by
the action of the wind stress (Heburn 1987). Crépon
and Boukthir (1987), Crépon et al. (1989), and Barnier
et al. (1989) addressed this problem using first an an-
alytical and then a quasi-geostrophic numerical ap-
proach. They have shown that the Liguro-Provencal
Current could be partly generated by thermohaline
forcing and subsequent DWF. Seung (1987) also found
that thermohaline forcing driven by regional variations
in the air-sea fluxes is a likely driving mechanism for
the development of the large cyclonic gyre observed
by Clarke and Gascard (1983) in the Labrador Sea.

In this paper, we investigate DWF in the NWM Sea
and its associated circulation using a three-dimensional
primitive equation model where temperature and sa-
linity are explicitly taken into account. We focus our
attention on the general circulation induced by the
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change in surface density, on the occurrence of mean-
ders, and on their space, time, and energetic charac-
teristics. Small-scale processes would need very fine
horizontal resolution (some hundred meters) and in-
clusion of new physics stich as the relaxation of the
hydrostatic assumption. These are not studied here,
but simply parameterized via a nonpenetrative con-
vective adjustment algorithm and by vertical eddy dif-
fusivity and viscosity coefficients, which are a function
of the local Richardson number. We focus our study
on the violent mixing and ensuing sinking and spread-
ing phases of DWF. We are not trying to simulate the
development of the vortex in detail from observed at-
mospheric fields (i.e., the preconditioning phase).
However, by applying the thermohaline forcing over
an oval area, we expect to create a cyclonic vortex of
the correct size and structure in order to investigate
the development of the further phases of DWF.

After a brief presentation of the model in section 2,
we investigate in section 3 the effects of an idealized
thermohaline forcing. We demonstrate that the model
1s able to reproduce the main features of DWF and we
study the associated horizontal circulation. The ener-
getics involved in instability phenomena that occur
during the DWF are further studied in section 4, where
the response of the ocean to a thermohaline forcing is
investigated in a periodic channel. Finally, in section
5, we discuss the numerical results and their signifi-
cance.

2. Model description

This study has been performed with the multilevel
numerical model developed at the Laboratoire
d’Oceanographie Dynamique et de Climatologie (LO-
DYC) under the direction of P. Delecluse (Chartier
1985; Andrich et al. 1988). The model solves the
primitive equations, i.e., the three-dimensional Navier-
Stokes equations slightly simplified by assuming the
Boussinesq approximation, hydrostatic equilibrium,
and the rigid-lid approximation (Bryan 1969). The
equations are solved on an Arakawa type “C” grid
(Arakawa 1972) with a curvilinear formulation in the
three space directions. Time stepping is achieved by a
leapfrog scheme, with the spurious time splitting being
removed by an Asselin (1972) time filter. The potential
enstrophy-conserving finite difference formulation
given by Sadourny (1975) is fitted to the nonlinear
terms of the momentim equation. This property is
further addressed in the Appendix, where enstrophy-
conserving and energy-conserving simulations are
compared. The finite differencing scheme for the ad-
vection terms conserve salt and heat contents. The
prognostic variables are the horizontal velocity U,
= (u, v), the temperature 7', and the salinity S. The
vertical velocity w, the density p, and the hydrostatic
pressure p are diagnostic variables computed at each
time step from the prognostic variables using the con-
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tinuity, state, and hydrostatic equations, respectively.
The vertically averaged current and the deviation from
the mean are calculated separately at each time step.
The former is computed by a preconditioned conjugate
gradient algorithm (Madec et al. 1988), and the latter
by integrating the horizontal momentum equation in
time while removing the barotropic components. Act-
ing this way, the surface pressure is not explicitly cal-
culated and we only consider the hydrostatic part of
the pressure term in the momentum equations. The
model runs on a CRAY?2 in a multitasked version. A
detailed description of the model and its numerical
performances are given in Andrich (1988) and Andrich
et al. (1988). :

Let k be the unit upward vertical vector. The mo-
mentum equations on a rotating sphere are

U, + (rot, U, + )k X U, + wi, U,

1
=—— grad(p +1 Poth) + FYU) (1)
Po 2

9:p = —pg. (2)
The continuity equation leads to
divU, + d,w = 0. 3)

The temperature and salinity conservation equations
are

8,T + div(TU,) + 8,(Tw) = FI(T)

8,S + div(SUy) + 8,(Sw) = F5(S). 4)

Here FY, F7, and FS parameterize the effects of
subgrid-scale physics, i.e., eddy viscosity and eddy dif-
fusivity. They are assumed to be second-order operators
of the following form:

FY(U) = vy[grad,(divU,) — rot(rotU,)]

+ 9:(v,0:Us)
FT(T) = kur div(grad,T) + 9,(xo79,T)
F3(S) = ks div(gradyS) + 9.(k,s9,S).  (5)

The density is calculated by a simplified nonlinear
equation of state (Eckart 1958).

The numerical integration may lead to static insta-
bilities at particular grid points. In the ocean, convec-
tive processes reestablish the static stability. These pro-
cesses have been removed from the model via the hy-
drostatic assumption: they must be parameterized. This
is done by a nonpenetrative convective adjustment al-
gorithm, which restores instantaneously and at each
time step the static stability by mixing downward the
statically unstable portion of the water column, but
only until the density structure becomes neutrally stable
(i.e., until the mixed portion of the water column has
exactly the density of the water just below). Such a
nonpenetrative convective algorithm is consistent with

JOURNAL OF PHYSICAL OCEANOGRAPHY

VOLUME 21

winter observations in the MEDOC area (Anati 1971;
Killworth 1976). This algorithm is an iterative process
used in the following way: going from the top of the
ocean toward the bottom, the first instability is
searched. Assume in the following that the instability
is located between levels k and k + 1. The two levels
are vertically mixed, for temperature and salinity, con-
serving the heat and salt contents of the water column.
The density is then computed. It is not exactly con-
served, since the equation of state is nonlinear. If the
new profile is still unstable under level k + 1, levels k,
k + 1, and k + 2 are then mixed. This process is re-
peated until stability is established (the mixing process
can go down to the ocean bottom). The algorithm is
repeated to check that there is no deeper instability. It
is worth noting that the algorithm converges for any
profile in a number of iterations less than the number
of vertical levels of the model.
The surface boundary conditions are

w=0
VvazUh = 0
Q
ko0, T =
d pOCp
SE
v50:8 = — 6
Kys0:S Cs (6)

where Q is the surface heat flux (latent and sensible
heat flux and net radiative flux) (in W m™2), E is the
surface water flux (evaporation minus precipitation)
(in mm d7'), and where C, = 4 X 10% J kg~! °C™!
and Cs = 864 X 10° mm d ™! are physical constants.

“No-slip” boundary conditions are assumed at lat-
eral walls and bottom friction is not considered. Zero
fluxes of heat and salt are applied at the solid bound-
aries.

For all the numerical experiments performed in this
study, the ocean starts from rest with a horizontally
homogeneous density field computed from tempera-
ture and salinity profiles given in Fig. 2. Vertical tem-
perature and salinity gradients are typical of the NWM
Sea in early winter. The cold and relatively fresh surface
water with a subsurface temperature minimum at 100
m overlies the warm and salty Levantine Intermediate
Water (LIW) between 200 and 600 m, and a typical
thick layer of deep water (Nielsen 1912). The com-
plexity of the vertical profiles of both temperature and
salinity leads us to refine the mesh with up to 20 vertical
levels, whose separation varies from 10 to 25 m in the
upper 200 m and is no more than 400 m at the bottom
(Fig. 2). Such an initial stratification presents very
small baroclinic radii of deformation (Table 1). A 4.5-
km horizorital grid spacing has therefore been chosen
for all the experiments. Such grid spacing resolves the
first baroclinic mode and thus ensures the quality of
the numerical schemes associated with the C grid ( Bat-
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F1G. 2. Initial vertical structure for potential temperature, salinity,
and potential density ( o, units) versus depth (on the left). The depth
of the model vertical levels are indicated on the right of the frame.

teen and Han 1981; Hsieh et al. 1983; Wajsowicz
1986). The time step is 30 min. A 80 m?s ™! horizontal
eddy mixing coefficient is assumed for momentum,
salinity, and temperature. This small value, corre-
sponding to the 4.5-km grid, prevents computational
instabilities. The model sensitivity to this parameter
will be addressed in section 4. Vertical eddy viscosity
and eddy diffusivity coefficients are assumed to vary
as a function of the local Richardson number Ri, ac-
cording to the parameterization of Pacanowski and
Philander (1981). They vary from the temperature
molecular diffusivity (1.34 X 1072 cm?s™!) to a max-
imum value of 102 cm? s™! when Ri is zero.

The above governing equations are solved in two
basins of different geometries, which are used for the
two numerical experiments performed in this study.
In experiment I, the model basin is a closed, flat rec-
tangular basin of 500 km X 250 km X 2.4 km centered

TABLE 1. First three internal radii of deformation R, for the initial
stratification and their corresponding wavelengths A,,.
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Mode R, A = 27R,
(n=) (km) (km)

1 6.53 41.0

2 3.00 200

3 2,00 120
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at 42°N, which accounts for the so-called MEDOC
area. The thermohaline forcing, shown in Fig. 3b, is
applied over an oval area (200 km X 100 km), which
approximately fits the observed vortex pattern. Its
maximum corresponds to the center of the area and is
situated 100 km off the northern coast. This thermo-
haline forcing is assumed to be constant during the
first four months of integration and zero thereafter with
a rise and fall time of 10 days (Fig. 3a). It consists of
an ocean heat loss of 170 W m™2 and an evaporation
of 6.3 millimeters of water per day. These are the mean
winter values deduced from the monthly mean esti-
mations given by Bunker (1972) for the MEDOC area.

In experiment II, the model basin is a flat zonal pe-
riodic channel of 320 km X 150 km X 2.4 km centered
at 42°N. A thermohaline forcing is applied in the
southern part of the channel. It has the same charac-

g(t) 1

0. . 2. 3. 4 5. 6.
time (months)

v Ll

200. L £,(x,y)

100. L

y (km)

0. e 1 B | 2 1 . 1 3
0 100. 200 300 400. 500,
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———
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FIG. 3. Basin geometry and time and space characteristics of the
thermohaline forcing: (a) time evolution of the forcing function g(7)
for both experiments; (b) shape of the thermohaline forcing fi(x, y)
for experiment 1. The total heat flux Q and the evaporation E are
given by Q = Qog(2)fi(x, y) and E = Eog(t)fi(x, y); (c) shape of
the thermohaline forcing f;(x, ) for experiment II. Terms Q and E
are then given by Q = Qog(f)fu(x, y)(1 + aR(x, t)) and E
= FEog(t) fu(x, ¥)(1 + aR(x, t)), where R is a random function,
which has a white spectrum in both x and ¢ and ranges between —1
and +1. The amplitude of the random noise is & = 0.1. In both cases,
Qo and E; have the same mean winter values: Q, = —170 W m™>
and Ep = 6.3mmd~".
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teristics in terms of magnitude, horizontal gradient,
and time variation as in experiment I, but a random
noise with a white spectrum in zonal direction and
time has been added to this forcing (Fig. 3c¢). This
random noise is required to provide a rapid generation
of the instabilities. Without such a random forcing, the
response of the ocean in this experiment stays purely
zonal throughout the forcing period. Note that for this
experiment, the boundary conditions defined previ-
ously are not sufficient to determine the net volumetric
transport across the channel, because of the east-west
periodic conditions. This indeterminancy is a conse-
quence of the rigid-lid assumption. It is removed by
employing a line integral of the vertically averaged
momentum equations along the north channel wall.
This is a standard practice in many circulation models.
We followed the methodology given by Jensen (1986).

3. Experiment I: Response to the oval-shape ther-
mohaline forcing

The thermohaline forcing generates thermodynamic
and dynamic responses in the ocean: it induces changes
in the temperature and salinity in the forcing area,
which create horizontal density gradients and therefore
generate a circulation. This circulation induces hori-
zontal advection of water masses, which eventually in-
fluences the evolution of the T-S characteristics of the
seawater. Although these effects are strongly linked, it
is convenient to present them separately.

a. Thermodynamic response

As long as the thermohaline forcing is active, surface
water within the forcing area becomes denser. Con-
vective adjustment occurs that causes surface water to
mix with subsurface water. A neutrally stable column
of water is formed in the forcing area. The time evo-
lution of thé column depends on three factors: the
thermohaline forcing, which increases the surface den-
sity and thus induces convection; the vertical stratifi-
cation beneath the column, which controls the deep-
ening rate; and the horizontal dynamics, which can
change the characteristics of the waters involved in the
convection. In order to investigate the relative effects
of the convection with respect to the horizontal dy-
namics, we run the model in a vertical one-diménsional
version, which describes the time evolution of the col-
umn depending only on the convective adjustment al-
gorithm during a 4-month period of thermohaline
forcing.

Consider first the behavior of the one-dimensional
model (Fig. 4, curve i). Because the thermohaline
forcing is constant throughout the 4-month period, it
can be shown that the time derivatives of the depth H
and the density p. of the neutrally stable column ap-
proximately fit the following relations:
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29.104

q, (Kom?)

DEPTH (m)

TIME (month)

Fi1G. 4, Time evolution of the characteristics of the neutrally stable
water column: (a) potential density ( o5 units) and (b) depth, for: (i)
the vertical one-dimensional model with four months of constant
thermohaline forcing; (ii) experiment I with the basic forcing; and
(iii) experiment I, except for the fourth month, when the thermohaline
forcing is concentrated in the first 10 days (i.e., Q = —510 W m™2
and E = 18.9 mm d™') only.

aH -172
dt oc (9zp41)

dp. 9.0y 12
at & ( t ) 7
where d,p,, is the vertical density gradient of the water
just under the column. Initially, the convection in-
volves the well-stratified surface waters. Following (7),
the column deepening rate is slow (~4 m d ') and its
density increase rate is relatively fast (Fig. 4a). When
all the surface waters have been homogenized (i.e., at
~2 months), the convection involves less stratified
waters. The column density increase rate slightly
weakens while its deepening rate strongly increases
from ~10 m d~! at 2 months to more than 90 m d !
after 3 months (Fig. 4b). The column reaches the bot-
tom of the ocean at 3.2 months. Then, its density con-
tinues to increase, but at a constant rate that depends
only on the ratio between the ocean depth and the
removal of buoyancy induced by the forcing.
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The column behavior is significantly different in the
case of the three-dimensional model (Fig. 4, curve ii).
During the first 2 months, both depth and density of
the column have nearly the same behavior for each
model, i.e., horizontal dynamics is negligible and the
process is mainly vertical. By 2 months, the column is
slightly lighter than in the one-dimensional case. Since
the stratification of deep waters is very weak, a small
vertical density difference leads to a strong depth
change (up to 1000 m at 3.3 months) when the deep
waters are involved in the convective process (i.e., after
2.5 months). This density difference mainly originates
from horizontal advection, which is linked to meanders
that develop around the column after the second month
(see section 3b). They tend to bring less dense fluid to
the surface layers of the column, where it becomes in-
volved in the convective process and the resulting water
mass is lighter. Between 3.3 and 3.8 months, a balance
occurs between the lightening of surface water induced
by advection and the increase of density induced by
the thermohaline forcing. Both the depth and density
of the column then remain constant. By 3.8 months,
meander activity becomes large enough to destroy the
balance in favor of the advective effects. Both the den-
sity and depth of the column decrease until the fourth
month.

The existence of a balance between advective effects
and the density increase is artificial. It results from the
assumption of a constant value for the winter ther-
mohaline forcing. In the real ocean, the thermohaline
forcing is strongly time dependent due to the occur-
rence of wind events, which act for some days and can
induce heat losses that reach 700 W m~2? and evapo-
ration greater than 2 cm d~'. During such events, the
density increase due to the forcing strongly dominates
the effects of advection, while advective effects pre-
dominate between these events. The convective depth
depends a great deal on such time variation of the forc-
ing. We have run the model as in experiment I, except
for the fourth month, where the thermohaline forcing
was increased by a factor of 3 in the first 10 days of
this month and set to zero thereafter (see Fig. 4, curve
iii). The horizontal advection is not strong enough to
balance the forcing during the first 10 days. The neu-
trally stable column becomes more dense and convec-
tion reaches the bottom at 3.3 months. At this time,
the forcing stops and horizontal advection rapidly re-
stratifies the surface water, so that both depth and den-
sity of the column decrease.

The time evolution of the 7-S characteristics of the
column for experiment I is shown in Fig. 5. From
month O to 1.8, only the fresh and relatively cold sur-
face water (0-200 m) is involved in the convection.
The column salinity slowly increases to reach 38.25
psu, while its temperature diminishes to reach a min-
imum of 12.3°C at month 1.8. The LIW (200-800 m)
then becomes involved in the convection. Since LIW
is a source of both salt and heat, the column salinity
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continues to increase, but at a higher rate, while its
temperature now increases. After three months, all the
LIW within the forcing area has been mixed. The sa-
linity reaches 38.4 psu and the temperature exceeds
12.8°C (Fig. 5). Sea-surface heat and salt fluxes are
then balanced by the advection of relatively warm and
fresh surface water. The T-S characteristics of the col-
umn remain nearly constant during the fourth month.
By the end of the forcing period, the column is about
1300 m deep and its 7-S characteristics (7" = 12.8°C,
S = 38.42 psu) are close to those of the deep water (T
= 12.7°C, S = 38.41 psu). Two weeks after the end
of the forcing period, a restratification of surface and
subsurface waters (0-800 m) has occurred caused by
the advection of lighter peripheral water masses.
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Note that the density profiles (Fig. 5a) do not show
discontinuity as is expected from the nonpenetrative
convective adjustment algorithm used. On the con-
trary, a strong discontinuity in both temperature and
salinity profiles (Figs. 5b,c) indicates the bottom of the
neutrally stable column. This is due to the rather dif-
ferent T-S characteristics of water masses within and
below the column. The time evolution of this discon-
tinuity exhibits steplike features, which are determined
by the discrete vertical representation of the model.

At 3.3 months, a vertical section given by the nu-
merical model (Fig. 6) is consistent with observations
(Fig. 7) obtained during the MEDOC 69 cruise at the
beginning of February (Tchernia and Fieux 1971). For
both measurements and model results, the neutrally
stable column has nearly the same 7-S characteristics.
Surface waters present a relative temperature and sa-
linity maximum in the center of the column. This sur-
face signature of the deep convective area is useful since
it helps to identify the deep convective area just by
using a shipboard thermosalinograph (Schott et al.
1988). In both the observations and the simulation, a
surface-temperature minimum is found at the outer
edge of the column where convection induced by the
forcing is not strong enough to involve the source of
heat that constitutes the LIW.

b. Dynamic response

During the first 2 months, the response of the ocean
to the thermohaline forcing fits the linear theory de-

POTENTIAL TEMPERATURE

JOURNAL OF PHYSICAL OCEANOGRAPHY

SALINITY

VOLUME 21

veloped by Crépon and Boukthir (1987) and Crépon
et al. (1989). Surrounding the neutrally stable column,
a horizontal density gradient appears (Fig. 8a) that
drives horizontal baroclinic currents in geostrophic
balance. A cyclonic gyre is formed in the upper layers
whose horizontal pattern is similar to the forcing ge-
ometry. Its mean velocity is 10 cm s™!. A weaker
countercurrent appears in the deep layers, which forms
an anticyclonic gyre whose horizontal velocity is quasi-
uniform with respect to the vertical: a few millimeters
per second.

After this 2-month period, meanders begin to de-
velop along the front that defines the neutrally stable
column (Fig. 8). By month 3 (Fig. 8c), 12 meanders
have developed with a wavelength A of ~40 km, which
corresponds to a first baroclinic mode oscillation ( Table
1). Such meanders have been observed in early winter
satellite pictures (Crépon et al. 1982) and during the
violent mixing phase of DWF by in situ measurements
(Gascard 1978). Their crests lean backward, in relation
to the direction of the moving current, which is caused
by the fact that disturbances drift downstream with the
mean current. Those near the jet maximum move
faster than disturbances away from the jet axis. This
behavior was first exhibited by Griffiths and Linden
(1981) in a set of laboratory experiments. During
months 3 and 4, a second phase of instability starts
(Fig. 8d), which leads to six larger (~80 km) and
backward-leaning meanders. Meanders slowly decay
after the end of the forcing period as the newly formed
water sinks,
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As soon as the 40-km meanders appear, they start
propagating in the cyclonic direction with a speed of
1.8 cm s~! (Fig. 9). This phase speed is about one-fifth
of the mean surface velocity, as was found by Gascard
(1978) when he applied Tang’s (1975) analytical model
of baroclinic instabilities to this specific problem. The
meander phase speed changes to 0.95 cm s~! when the
wavelength doubles from 40 to 80 km (Fig. 9). The
development of both types of meanders is evident
throughout the water column and their amplitude de-
creases with depth. The phase deflects in the upstream
direction as the depth increases (Fig. 10a): the surface
crests lag the deep crests by A /4, as was observed during
MEDOC cruises (Gascard 1978). Since the vertical
shear of the density current is positive (from the ther-
mal wind relationship), this vertical phase structure is
characteristic of baroclinic instability processes (Ped-
losky 1987). It is thus inferred that the development
of the meanders occurs through such a process, i.e.,
through a transfer from the potential energy of the
density current to the eddy kinetic energy of the mean-
ders. Further support for this expectation can be found
in section 4 through detailed energy considerations
concerning the dynamics of similar meanders in a pe-
riodic channel.

A cell of downward velocity (downward cell) appears
centered on the surface density crest of the meander
while a cell of upward velocity (upward cell) appears
between two density crests (Fig. 10). These cells extend
throughout the water column without vertical phase
lag, so that in the deep layers the downward (upward)
cell is on the upstream (downstream) side of the mean-
der. These cells are small: their diameters are ~10 km
(~20 km) for the downward (upward) cell of a 40-
km meander and they are about twice as large for a

80-km meander. Maximum vertical velocities are
found between 200 and 300 m (i.e., in the pycnocline)
where its typical value is 0.5 mm s ! (Fig. 10d), but
can sometimes exceed —2.0 mm s~! (i.e., ~170 m
d™!) in downward cells. The subsurface maximum of
vertical velocity in the cells induces surface convergence
and deep divergence in a downward cell and the inverse
in a upward cell. Thus, cyclonic and anticyclonic per-
turbations (eddies) of the surface and deep horizontal
currents, respectively, are generated in a downward cell.
The opposite, surface anticyclonic and deep cyclonic
perturbations, appears in an upward cell. Following
the mean surface circulation, anticyclones are found
to the left and cyclones to the right in the upper layer
(top 200 m), while cyclones are found to the left and
anticyclones to the right in the deeper layers (below
300 m) (Fig. 11). Such a distribution of eddies tends
to generate a surface anticyclonic flow and a deep cy-
clonic flow, in opposition to the mean flow, and thus
diminishes the vertical shear of the mean circulation.
Isothermal and isohaline surfaces are tilted upward
and downward within the cells (Fig. 10) with an am-
plitude that can exceed 200 m and 400 m for the 40-
and 80-km meanders, respectively. In opposition to
the isopycnal surfaces, the maximum of upward dis-
placement of isothermal and isohaline surfaces (i.e.,
the crests of temperature and salinity) are shifted
downstream as the depth decreases. This shift is the
result of the relative magnitude of the phase speed C
of meanders and the along-meander component U of
the horizontal velocity. Below 300 m, C is greater than
U: a particle of water advected by the current sees the
meander passing by from upstream to downstream
(i.e., from west to east in Fig. 10). So, the crests of
temperature and salinity are on the upstream side of
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FIG. 10. West-east vertical section in the southern part of the forcing area (x = 250 to 325 km; y = 120 km) at the end of month 3: (a)
potential density (o, units); (b) potential temperature; (c) salinity; and (d) velocity, which is a combination of the zonal and vertical
components of the velocity (maximum vertical velocity is 0.7 mm s™' =~ 60.0 m d™'). Shaded areas are cells of downward velocity. A
schematic view of the vertical profile of the along-meander component U of the horizontal velocity is given on the right. U is compared to
the phase speed C of the meanders. Solid lines on (a) indicate the crests of density maximum.

the upward cell. Between 300 and 200 m, C and U are
nearly equal. The crests are in the center of the upward
cell. Above 200 m, C is less than U: the crests are
shifted to the downstream side of the upward cell. Note
that above 100 m the vertical velocity is very small in
comparison to the horizontal component, and pockets
of relatively warm and fresh water advected from the
periphery of the homogeneous column appear on the
top of the upward cell (Fig. 10).

In the horizontal, such vertical displacements cause
phase lags that vary with depth, between extrema of
temperature, salinity, and density in the meander de-
velopment area. In the top 100 m, both the vertical
velocity and the vertical gradient of the characteristics
of the seawater are weak. The crests of the density and
salinity maxima are in phase with the crest of the tem-
perature minimum. But, between 100 and 400 m,
strong vertical velocities are associated with maximum
vertical gradients of both temperature and salinity ( Fig.
2). Upward motion advects the warm and salty LIW,
while downward motion advects cold and fresh surface
water (Fig. 10). The crests of both the temperature
and salinity maxima are deflected in the downstream
direction with respect to density crests, while the crests
of the temperature and salinity minima are deflected
in the upstream direction. This results in a phase lag
between temperature and salinity at these depths in
the meandering region such that the thermal and haline

crests are in quadrature (Fig. 11). Such a phase lag
between thermal and haline fronts has been observed
in the MEDOC area during the violent mixing phase
of DWF (Gascard 1978). In some cases, his observa-
tions indicated a phase lag up to the surface, which
shows that the vertical motion can be strong enough
to advect the LIW up to the surface.

After the forcing stops, the neutrally stable column
is no longer maintained. The top 800 m of the column
sinks within two weeks, due to the 80-km meander
activity, and spreads laterally in deeper levels, while
the subsurface temperature and salinity maximum of
the LIW reappears in the center of the forcing area
(Fig. 5). During these two weeks, the vertical velocities
within the eddies associated with the meanders are still
very high (from 0.2 up to 2.0 mm s™'), while they are
less than 0.05 mm s~! after 4.5 months. Such rapid
restratification of surface water associated with ~20-
km-diameter eddies is consistent with the observations
made during the sinking and spreading phase of DWF
(Stommel 1972; Sankey 1973).

A dome of isopycnal surfaces is formed as surface
waters are restratified, while meanders are damped
through model dissipative processes. The dome slowly
propagates northwestward at a speed of a long Rossby
wave (0.3 mm s~!) in interaction with the nonlinear
effects (Bretherton and Karweit 1975). The westward
propagation has been ascribed to the 3 effect by Crépon
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Crests of the salinity maximum (temperature minimum), which co-
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meanders. This is due to upward advection of the warmer and saltier
Levantine Intermediate Water and to downward advection of rela-
tively cold and fresh water originating from the surface.
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et al. (1989). Afier six months, the 1029.05 kg m™3
isopycnal surface (Fig. 5a) is ~ 100 m higher than its
initial value and is consistent with the observations
(Crépon and Boukthir 1987).

The interaction between the thermodynamic and
dynamic responses is summarized in Fig. 12, which
shows the time evolution of the basin-average conver-
sion from potential to kinetic energy (P = K), com-
pared to those of the loss of potential energy through
the convective adjustment process (CP). P — K and
CP are defined by the following expressions:

P—>K=%ff‘£Vp~Udv
- &[] - o
=7 (o pa)gzdy,

where p; and p, are the density fields before and after
the convective adjustment algorithm is applied and V'
is the volume of the model basin. Here CP is not in-
trinsically defined but depends on the assumed refer-
ence depth (here the surface), as for the potential en-
ergy. It can be viewed as a suitable indicator of the
basin-averaged strength of convection through the
convective adjustment process.

During the first 2 months the response of the ocean
is linear, P is converted very slowly into K, while CP
continuously increases as the depth of the convection
becomes larger. Between months 2 and 3, the conver-
sion from P to K increases as the 40-km meanders
develop. Meanders advect light water from the periph-
ery to the center of the homogeneous column. Thus,

(8)
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FIG. 12. Time variation of the conversion from potential to kinetic
energy (P — K) and of the loss of potential energy through the con-
vective adjustment process (CP).
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CP slightly diminishes to reach a first minimum at 2.7
months, i.e., at the very moment P — K presents a
relative maximum. Between months 3 and 4.5, a sec-
ond period of growth of P — K occurs that corresponds
to the 80-km meander development. The horizontal
advection caused by these meanders restratifies the
surface water of the column and strongly diminishes
CP. After 4 months, the forcing stops and CP becomes
zero. This behavior of both P -~ K and CP emphasizes
that meander development tends to limit the depth of
convection.

A remarkable feature in the time evolution of CP is
the presence of negative peaks, which means that the
vertical convective adjustment process sometimes pro-
vides potential energy to the model basin. These peaks
appear at the very moment the convective adjustment
algorithm involves a new vertical level. At this time,
the mixing of two different water masses occurs, which
leads to a new water mass whose density is higher than
the arithmetic mean density of the two previous water
masses. This phenomenon, called cabbeling (Csanady
1982), is a consequence of the nonlinearity of the
equation of state. The greatest peaks in CP are found
between 0.5 and 2.5 months, i.e., when the difference
of the T-S characteristics between the neutrally stable
column and the water below (here the LIW) is the
largest (Fig. 4). At the end of the forcing period, cab-
beling has induced 5 m of extra deepening of the col-
umn. This value is very small in comparison with the
1000-meter thickness of the column. Cabbeling, there-
fore, appears to play a negligible role in DWF in the
NWM Sea, unlike DWF at high latitudes, where the
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seawater is colder and the nonlinearity in the equation
of state is thus more important (McDougall 1983).

¢. Induced mean flow

A mean current can be defined by zonally averaging
the current from x = 260 km to x = 340 km. The
meridional component of this mean current is one to
two orders of magnitude smaller than its zonal com-
ponent; therefore, we consider the zonal component
to represent the mean current generated by the ther-
mobhaline forcing. Figure 13 shows sequential patterns
of this mean current in the coastal area (i.e., between
the center of the forcing area and the northern coast).
As mentioned previously, during the first 2 months the
response of the ocean to the thermohaline forcing is
in good agreement with the linear theory (Crépon et
al. 1989). A strong (~10.0 cm s™') westward (i.e.,
cyclonic) surface current is generated above the pyc-
nocline level (i.e., 200 m), while below this level a
weaker (0.2 cm s™!) and nearly vertically homogeneous
eastward (i.e., anticyclonic) current appears. Meander
development induces a vertical mixing of momentum
centered at the edge of the forcing area, and the current
flows westward throughout the water column near y
= 200 km in month 3 and until the end of the sixth
month (Fig. 13). Vertical mixing occurs in the very
area where the vertical shear of the current was max-
imum before the meanders developed. Thus, the
meanders tend to diminish the vertical shear, which is
another indication that meanders develop through a
baroclinic instability process. The vertical mixing of
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from x = 260 to 340 km) zonal velocity. Flow to the west (cyclonic) is shaded. The contour interval is 1 cm s™! for the westward flow and
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the surface current is consistent with the horizontal
eddy distribution (Fig. 11). The double core of the
surface current in Fig. 13 (months 3, 4, and 5) is the
result of the meandering structure of the current. It
slowly moves northward as the dome of isopycnal sur-
faces propagates northwestward. After six months, the
mean current defines a cyclonic circulation throughout
the water column, except in the coastal region where
a deep weak countercurrent still persists under the
maximum of the surface current.

The horizontal volumetric transport of the water
masses that flow between the southern edge of the sur-
face westward current and the northern coast has been
computed during experiment 1. Figure 14 show?® the
depth-integrated transport in terms of the westward
and eastward components of the transport that cor-
tespond to the cyclonic current and deep anticyclonic
countercurrent, respectively. During the first two
months, the transport has the same magnitude in both
gyres as is expected from the linear theory (Crépon et
al. 1989). This balance is destroyed by the vertical
mixing of the westward current induced by the mean-
der activity, and a net westward transport first appears
at month 3. It reaches a maximum of 1.2 Sv (1 Sv
= 10° m® s7!) near 4.7 months. Note that both west-
ward and eastward transports show a relative maxi-
mum at months 3 and 4.5—that is, at the end of the
development period of the 40-km and 80-km mean-
ders, respectively.

The winter thermohaline forcing induces a maxi-
mum westward transport of 2.2 Sv with 1.2 Sv in the
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FIG. 14. Time evolution of the horizontal volumetric transport of
water between the center of the forcing area and the northern coast:
(i) transport of the eastward deep countercurrent, (i) transport of
the westward and mainly surface current, and (iii) vertical averaged
transport.
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top 700 m. It therefore could be responsible for the
increase of ~1 Sv in the surface westward Liguro-
Provencal Current in winter that has been estimated
from observations by Béthoux et al. (1982).

4. Experiment II: Energetics of unstable thermohaline-
forced waves in a periodic channel

The problem solved in experiment I is not suitable
for an evaluation of the e-folding time of the meander
growth nor for a study of energy transfers involved in
their evolution. It is a forced problem that never reaches
a state of statistical equilibrium, and its geometry is
rather complicated. The time-average mean current
cannot be defined with any correct physical meaning,
and a definition of the space-mean current is problem-
atic. Thus, experiment II has been designed specifically
to allow a meaningful definition of the space-average
current. This experiment is similar to experiment I,
but in a zonal periodic channel (Fig. 3¢c). It is expedient
for a comparison to meander development of experi-
ment I, and useful information can be gained on the
energetics of the meanders, which are of the same na-
ture in both experiments.

Figure 15 shows the surface density after 2, 3, and
4 months of thermohaline forcing. The response of the
ocean to the forcing is almost the same as in experiment
I. During the linear period (month 0 to 2), a zonal
baroclinic current is driven by the horizontal density
gradient generated by the meridional variation in the
forcing, while a neutrally stable area is formed along
the southern coast. This current becomes unstable after
2 months (Fig. 15), and two successive meander-de-
velopment events occur on the northern side of the
neutrally stable area. The 7-S characteristics of the
neutrally stable area (not shown here) at first have the
same time evolution as in experiment I, but after the
third month differences appear. Along the southern
coast, the neutrally stable area reaches the bottom. This
is because meander amplitude is smaller in experiment
I than in experiment I, and thus meanders do not
block very deep convection at the southern coast.

a. Energy evolution

Mean quantities (denoted by an overbar) are defined
by a zonal average over -the entire basin and eddy
quantities (denoted by a prime) are defined as the de-
parture from their zonal-averaged values. For example,
the exact formula for the zonal velocity is

l L
u(y, z, t) = T fo u(x, y, z, t)dx

wW(x,y,z,t)=u(x,y,z,t)—il(y,z,t) (9)

where L is the zonal length of the channel.
We define the channel-averaged values of the po-
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experiment II. Contour interval equals 0.02 kg m™>.

tential energy (P), the horizontal mean (zonally av-
eraged ) kinetic energy (K,,), and the horizontal eddy
kinetic energy (K,) by the following expressions:

1 -
=Z;ff pgzdydz — Py
K=_1_ff.l_ 72 + 53 dvd
m Ayz 2p0(u v)yz

_ Ll = —
Ke_Ayszpo(u + v'*)dydz (10)

where P, is the initial potential energy and 4,, is the
area of a meridional channel section.

Figure 16 shows the time evolution of P, K,,, and
K, during experiment II. We first note that the level of
potential energy is at least three orders of magnitude
larger than the levels of kinetic energies. In the model
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basin P accumulates quasi-steadily as surface waters
become more dense due to the thermohaline forcing,
and it becomes nearly steady when the forcing stops
(i.e., after 4 months). The redistribution of mass that
results from convection, horizontal and vertical ad-
vections, or internal friction induces variations of P
that are some orders of magnitude smaller than those
induced by the forcing, and they do not appear on the
log scale of Fig. 16.

The meridional density gradient (front) generated
by the thermohaline forcing strengthens (deepens) with
respect to time. The resulting zonal density current is
steadily accelerated, so that K,, increases as t2. After
the forcing stops, K, slowly diminishes under dissi-
pative effects.

The level of eddy kinetic energy is about three orders
of magnitude smaller than the mean during the first
two months. It is maintained by the random part of
the forcing function (Fig. 3), which induces small me-
ridional fluctuations of the density current. During the
first months, K, exhibits peaks that are related to con-
vective events, which will be discussed in the next sub-
section. After 1.5 months K, starts increasing, Its growth
is exponential until 2.8 months, as might be predicted
by linear theory (Pedlosky 1987). At the beginning of
this growth period, the meanders have small amplitude,
and linear instability theory is applicable. Using this,
we calculate an e-folding time of 11.5 days, about four
times greater than the e-folding time estimated from
observations (Gascard. 1978). This difference is due to
the horizontal dissipation and is further discussed in
section 4c.
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At 3.1 months, K, reaches a relative maximum then
begins to decrease under the effects of dissipation until
3.45 months. At this moment, the second event of
meander growth starts and lasts for 0.8 months. This
event is not correlated with the end of the forcing pe-
riod, yet its growth period and the level achieved are
slightly smaller than those it would have if the forcing
acted longer than 4 months. After 4.2 months, K, ex-
periences oscillations of small amplitude and low fre-
quency about the level achieved during the second
growth period. Such behavior is characteristic of the
long-term evolution of baroclinic instabilities in a
forced and rather dissipative problem (Pedlosky 1987;
Boudra et al. 1988).

b. Energetic balances

The assumption that baroclinic instability processes
prevail is further supported by considering the energetic
balances of potential, mean kinetic, and eddy kinetic
energies. Multiplying the density conservation equation
by gz and averaging over the channel gives the equation
for P. The kinetic energy equations can be derived from
the scalar product of (1) by U, = (#&, ) and by U},
= (u', v'), respectively, and then averaging the result
over the channel (Orlanski and Cox 1973). The re-
sulting equations can be written as:

(P))=PS+P— K+ VDP + CP (12)
(Kp) =K., > K,+P—~K,+ DK, (13)
(K =K,—>K.+P—>K,+DK,. (14)

In the above equations, (K,,);, (K,),, and (P), are
the time derivatives of mean kinetic, eddy kinetic, and
potential energies, respectively, and PS is the potential
energy supply by the thermohaline forcing, i.e., the time
variation of P due to the mass increase of the surface
water induced by the forcing (this does not include the
loss of P due to the convective adjustment process,
CP). Here K,, - K, and K, = K,, are derived from
the nonlinear terms of (1). K,,, = K, is the barotropic
conversion, i.e., the conversion of mean to eddy kinetic
energy through the Reynolds stress interacting with the
shear of the mean flow. It is shown (Orlanski and Cox
1973) that K, - K,, is equal in magnitude to K, =
K, but opposite in sign, if total kinetic energy is con-
served in the model basin (see the Appendix). P —
K,, and P — K, are derived from the pressure gradient
term of (1). P — K,, is the conversion from potential
to mean kinetic energy, and P = K, is the baroclinic
conversion, i.e., the conversion from potential to eddy
kinetic energy. Their sum, P — K, is the total conver-
sion of potential into kinetic energy. DK, and DK, are
the dissipation of mean and eddy kinetic energy, re-
spectively. VDP is the gain of potential energy through
the vertical dissipation of density induced by eddy dif-
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fusivity of both temperature and salinity [ always small
in our experiments compared to the other terms of
(12)]. CP is the loss of potential energy due to the
convective adjustment process, as defined previously
in (8).

Figure 17 shows the time evolution of each of the
terms of (12). The potential-energy supply is nearly
constant throughout the forcing period. It mainly serves
to increase the potential energy of the basin, except for
a non-negligible part lost in the convective adjustment
process (CP). This loss increases with respect to time
and presents a break at 2.8 months, which corresponds
to the moment when all the well-stratified surface wa-
ters have been homogenized by convective processes.
As in experiment I, CP has negative peaks that are
related to cabbeling. Convective events raise the level
of K, (Fig. 16) and induce high-frequency oscillations
in the conversion of P to K,,, (Fig. 18). These oscilla-
tions result from long internal gravity waves generated
in the transient phase of the geostrophic adjustment
due to the sudden convection from one vertical level
to the next. Their period is 17 h, 08 min, i.e., a little
below the local inertial period 17 h, 56 min at 42°N).
Millot and Crépon (1981) have noted that such internal
waves have always been observed in the NWM Sea, as
a transient response to wind perturbations. The con-
version P~ K is always one order of magnitude smaller
than CP (Fig. 17) and does not significantly affect ( P),.
The decreases in P are almost all caused by the vertical

0. - m‘l:m m2. 3. 4.m ”“5‘.“‘ I6.
TIME (month)

F1G. 17. Time evolution of the potential energy balance equation
for experiment II. The time derivative (P), of potential energy is
given by the sum of: the potential energy supply by the thermohaline
forcing (PS); the gain of potential energy through vertical dissipation
(VDP); the loss of potential energy due to the convective adjustment
process (CP); and the conversion from potential to kinetic energy
(P = K). Arrows indicate the occurrence of convective events.



SEPTEMBER 1991

firse second
meander meander
linear period development|development decay period
period period
~ ]6' LA L L B T T T T T T T T T T
)
P (Kp— K.) A b
e | [} le] A |
}
A A ‘
e -
s | ! |
- L f ]
|
2 8 r }
= |
=
Z 4
p—(
w
[~ L
f;i L
Z, 0.
o L
U -2- Lottty e aaedeaa gl el ggaloaealag sl

0. 1. 2. 3. 4. 5. 6.
TIME (month)

FIG. 18. Time evolution of the conversion terms between potential,
mean kinetic, and eddy kinetic energies for experiment II. K,,, = K,
is the conversion from mean to eddy kinetic energy, and P — K,,
and P — K. are the conversions from potential energy to mean kinetic
and eddy kinetic energy, respectively. Their sum (P — K) is the total
conversion from potential to kinetic energy.

convective adjustment process rather than by P - K,
which includes baroclinic adjustment processes. At the
end of the forcing period, P slowly decreases as it is
converted into K, which is lost through the dissipative
terms of (13) and (14).

Figure 18 shows the time evolution of the energy
conversion terms between mean kinetic, eddy kinetic,
and potential energies. The total conversion of potential
to kinetic energy is in the direction of mean kinetic
energy until 2.5 months. P = K, increases linearly
with respect to time. It induces an accumulation of K,,,
at a rate proportional to #2, while two-thirds of P —
K., are lost through model dissipative processes (mainly
the vertical dissipation ). A mean current is generated,
which becomes unstable after 2.3 months. At this time,
energy-conversion terms involving K, become signifi-
cant. The meander energy K, is essentially provided
by the baroclinic conversion (P = K,), which exhibits
two peaks at 3.1 and 4.2 months (i.e., at the end of
each meander growth period ). The large positive baro-
clinic conversion that occurs during each event of
meander development leaves little doubt that the
physical mechanism of amplification is a release of
baroclinic instability. The positive barotropic conver-
sion ( K,,, = K,) that accompanies the first event is too
weak to play a significant role in the growth of mean-
ders. Moreover, this conversion becomes negative dur-
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ing the second event, so that meanders provide energy
to the mean current for this event.

The first period of meander development (month
2.3 to 3.5) does not significantly alter the conversion
of P to K,,,. In fact, this experiment involves strongly
forced dynamics: the thermohaline fluxes continuously
force a meridional density gradient that directly
strengthens the conversion of P to K,,,. For the second
event (month 3.5 t0 4.5), the P - K, conversion is sO
strong that the rate of P — K, slightly decreases after
3.8 months, while staying positive until the end of the
forcing period. After month 4.5, a decay period starts
in which potential energy is converted into eddy kinetic
energy, which is eventually dissipated.

Figure 19 shows the averaged energy transfer during
the linear period (months 0 to 2.3), the first- (months
2.3 to 3.5) and second- (months 3.5 to 4.5) meander
development periods, and the decay period (months
4.5 to 6). This figure concisely summarizes the differ-
ences in the dynamics at each period described above.
It also shows the role of the horizontal dissipation of
K.(DK,), which nearly balances the conversion of P
to K,. The importance of DK, is not surprising in such
a strongly forced experiment where the only sink of
energy is the dissipation. The paramount importance

2.1 TDK,,\ 4.7]‘ DKp, 15.2] DK,
K, K. K. s [k
0.6 23 0.7
\\37 \7.5 15.4
PsS P cP PS cp
|
9542 12:881.6] 713 S 1oz 1220782635
HTVDP 1.4 Ivnp
(a) /inear period (b) first meander
development period
7.0 I DK 66.9'DK 2,4I DKy 26.0 ] DK,
K. Kn K.
5.4 -1.3 0.1

26.1

\.u

-27.2

(c) second meander
development period

(d) decay period

FiG. 19. Energy flow diagrams showing energy transfers averaged
for each of the four periods of Experiment II: (a) linear period, (b)
first and (c) second meander development periods, and (d) decay
period. Time-derivative values are shown under the name of each
energy type. The values are in units of 10~ W m™>. The solid arrows
indicate the dissipation terms. Equations (12) to (14) define the terms
of this diagram.
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of the horizontal dissipation in the model has motivated
a sensitivity analysis of this parameterization, which is
the subject of the next subsection.

¢. Sensitivity studies to horizontal dissipation

Four sensitivity experiments (Table 2) have been
performed to study the effect of horizontal dissipation.
Multiplying by five the horizontal eddy viscosity and
eddy diffusivity coefficients (experiment II-a) inhibits
meander development during the experiment. By con-
trast, if the horizontal dissipation coefficients are re-
duced, meander development occurs earlier. This can
be done either by using a higher order (experiment II-
b) and thus more scale-selective operator, or by de-
creasing the grid spacing to 2 km (i.e., the third Rossby
radius of deformation [Table 1] of the initial state),
which allows smaller horizontal dissipative coefficients
without computational instabilities (experiment II-c).
The e-folding time is smaller than those of experiment
II: ~9 days and ~5 days for experiments II-b and II-
¢, respectively. These values are closer to the 3-day e-
folding time estimated from observations (Gascard
1978). In both cases, barotropic conversion stays rel-
atively small in comparison to the baroclinic conver-
sion, so that meanders always develop through a baro-
clinic instability process. But the nonlinearities are less
dissipated than in experiment II. The net tendency of
the nonlinearities is to rectify the mean current. K, —
K, reveals higher frequency oscillations around zero,
which are characteristic of a relatively weak dissipative
case (Pedlosky 1987). The amplitude of these oscil-
lations are of the order of (K,,),. K, thus fluctuates in
response to the barotropic conversion term. The depth
to which the convection occurs is strongly modified by
a decrease in the horizontal dissipation. The meanders
develop earlier, their amplitude is larger, and the level
achieved by K, is higher. Thus, horizontal mixing in-
duced by the meanders is stronger than in experiment
II and very deep convection is inhibited. Figure 20
shows the loss of potential energy due to the convective
adjustment algorithm (CP) and P — K for experiments
I1, II-a, II-b, and Ii-c. The smaller the horizontal dis-

TABLE 2. Characteristics of the numerical experiments performed
to study the model sensitivity to the horizontal dissipation.

Horizontal
Horizontal Dissipative dissipative
resolution operator coefficient
Basic case 4.5 km Second order 80.0 m?s™!
(expt. II) (Laplacian)
expt. II-a — — 400.0 m*s™!
expt. II-b — Fourth order ~2.10° m*s™!
(bi-Laplacian)
expt. II-c 2.0 km Second order 20.0 m?s™!

(Laplacian)
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sipation, the earlier and stronger the P — K, and thus
the weaker the CP and the smaller the depth of con-
vection. This behavior confirms that in the model,
meander development tends to restratify the surface
layers of the neutrally stable area and thus limits the
depth of convection.

5. Discussion and conclusions

Using a fine-scale version of the three-dimensional
primitive-equation model of LODYC with a simple
parameterization of convection, the oceanic response
to thermohaline forcing has been investigated. The
idealized thermohaline forcing we considered has suc-
cessfully produced a deep convective region similar to
that observed in winter in the NWM Sea. The precon-
ditioning mechanism, whether it is due to topographic
effects or to interaction between the local atmospheric
forcing and the preexisting regional cyclonic circula-
tion, or both, was roughly parameterized by the shape
of the forcing. The preconditioning phase of DWF has
not been investigated in this paper; only the violent
mixing phase and ensuing sinking and spreading phase
have been considered. Attention has been focused on
the mesoscale features that developed during and after
the forcing period, on their energetics, and on the re-
gional circulation that was generated. The major con-
clusions are as follows (from small scale to regional
scale).

The simple parameterization of convective motion
that we use (i.e., a convective adjustment process plus
vertical eddy viscosity and eddy diffusivity coefficients
as a function of the local Richardson number) is able
to produce a broad neutrally stable column of water
of 1000-m thickness in the forcing area. The charac-
teristics of the column are in good agreement with ob-
servations of MEDOC cruises. The existence of a sub-
surface source of heat and salt (LIW) significantly in-
fluences the 7-S characteristics of the deep water
formed, but not the depth of convection. It only causes
an extra 5-m deepening of the neutrally stable column
due to cabbeling, which is negligible in comparison to
the 1000-m depth of convection.

The formation of this column reveals an intrinsic
limitation of a discretized representation of the ocean
in a convective problem. We must choose a horizontal
grid spacing, i.e., a scale under which phenomena must
be parameterized by a dissipative operator. This scale
is usually, for dynamical reasons, the first internal ra-
dius of deformation. But in our simulations, the radii
of deformation continually diminish throughout the
forcing period, since the thermohaline forcing tends to
destroy the stratification. It is therefore impossible to
always have a horizontal grid spacing less than the first
radius of deformation, and we do not resolve small-
scale energetic phenomena such as those described by
Schott et al. (1988). Thus, the model dissipation
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FG. 20. Time evolution of the loss of potential energy (CP) induced by the convective adjustment process and the total conversion from
P to K(P — K): (a) the basic case (experiment II); (b) the strongly dissipative case (experiment II-a); (c) the weakly dissipative case with
a bi-Laplacian dissipative operator (experiment II-b); and (d) the high resolution (2 km) and weakly dissipative case (experiment II-c).

(which parameterizes subgrid-scale phenomena) is al-
ways strong, even with small eddy viscosity coeflicients
or with a higher order operator for the dissipation.
After 2 months of forcing, mesoscale meanders of
40-km wavelength develop around the neutrally stable
column. Energy considerations show that the physical
mechanism of meander amplification is a release of
potential energy through baroclinic instability. The
meanders generate pairs of small cells of strong upward
and downward motion, which are associated with small
eddies. The occurrence of these meanders and their
associated structure are in good agreement with the
observations of the violent mixing phase of DWF. In
particular, the density maximum exhibits a phase lag
between the surface and the bottom, and, similarly,
phase lags appear between the extrema of temperature
and salinity versus depth. These phase shifts are a con-

sequence of the existence of the cells of intense vertical
motion.

Meander development induces an advection of the
lighter peripheral water into the surface layers of the
neutrally stable column of water, while the more dense
water in the column is advected toward the periphery.
This results in modifications of the processes of con-
vection. Within the column, the water mass formed is
the result of the vertical mixing induced by static in-
stability, which in turn is triggered by the thermohaline
forcing. The advection of the lighter peripheral water
into the surface layer of the column tends to diminish
the occurrence of static instability, as well as resulting
in the formation of lighter deep water. After a 3-month
forcing period, a balance is reached between the hor-
izontal density decrease induced by advection linked
to meanders and the vertical density increase caused
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by the forcing. The neutrally stable column reaches a
depth of 1400 m and no further changes in its depth
occur until the development of 80-km meanders near
the end of the forcing period.

At the periphery, dense waters advected out of the
neutrally stable column form the surface density crests
of the meanders, which are associated with cyclonic
perturbations of the surface current and cells of strong
downward motion. The downward advection of water
within these cells contributes to the violent mixing
phase of DWF. The water mass formed is the result of

both the surface convergence associated with the sur- .

face cyclonic perturbation and the surface density in-
crease induced by the thermohaline forcing. But, be-
cause the forcing in our simulations is localized, the
density crests of the meanders are less forced than the
center water of the column. Thus, the water mass
formed only reaches intermediate depths.

The two kinds of processes (convective and baro-
clinic adjustment ) that have been advanced to explain
the violent mixing phase of DWF occur in our simu-
lations. They appear to be strongly linked: a baroclinic
adjustment process can only occur at the edge of the
column created through a convective process, whereas
the depth to which convection can penetrate depends
on the stratification, which in turn is affected by hor-
izontal advection induced by the baroclinic adjustment
process. In our simulations, the convective process ap-
pears to be the major component of DWF, but it seems
difficult to extend this conclusion to the real ocean
because of the spatial and temporal biases introduced
by the thermohaline forcing we consider. The space
variation of the forcing controls the horizontal density
gradient, which drives the unstable density current and
the baroclinic adjustment process, while the winter
steady climatological heat and salt fluxes allows the
formation of a balance between lateral advection of
light peripheral water and the surface buoyancy input,
a balance that inhibits the formation of very deep
(dense) water. We anticipate that time variability of
the forcing is of paramount importance. Large oceanic
heat loss and evaporation occur over short intense pe-
riods (a few days), when wind events occur. During
these periods, the convective process is augmented
while meander growth is swamped by the surface
buoyancy input (Killworth 1976); convection can
penetrate down to the bottom. The effect of time and
space variability of the thermohaline forcing on the
processes of DWF is examined in a subsequent paper
(Madec et al. 1990).

Toward the end of the forcing period, 80-km mean-
ders develop around the neutrally stable column. These
meanders are also due to baroclinic instability. Eddies
associated with these meanders are larger, as was ob-
served in the MEDOC area during the sinking and
spreading phase of DWF (Sankey 1973). The advection
induced by these meanders is strong enough to erase

JOURNAL OF PHYSICAL OCEANOGRAPHY

VOLUME 21

the neutrally stable column even before the end of the
forcing period. About two weeks after the end of the
fourth month, both surface and subsurface waters have
been restratified in the convective area. These results
suggest that the column slumping, which has been ob-
served during the final sinking and spreading phase of
DWF, comes from the development of larger meanders
toward the end of the winter period. These larger
meanders are able to extract potential energy more ef-
ficiently through a baroclinic conversion.

The deep convective events strongly modify the cir-
culation of the surrounding water. The regional cir-
culation induced by DWF at first consists of a surface
cyclonic circulation overlaying a weak anticyclonic
circulation, in good agreement with the linear theory
developed by Crépon et al. (1989). As meanders de-
velop, a vertical mixing of momentum occurs that cre-
ates a cyclonic circulation throughout the water column
at the periphery of the convective area. After six
months, the northern coastal circulation is cyclonic
from the surface to the bottom, except for a weak an-
ticyclonic coastal countercurrent, which still persists.
The total horizontal volumetric water mass transport
of the coastal circulation reaches 2.2 Sv and is 1.2 Sv
for the top 700 m. Such values are of the order of mag-
nitude of typical estimates of transport in the Medi-
terranean Sea. The latter value is nearly equal to the
winter increase of the Liguro-Provencal Current
transport as computed from observation (Béthoux et
al. 1982). Nevertheless, the absolute value of the coastal
current transport in the top 700 m, which has been
assumed to be about 2.2 Sv (Béthoux et al. 1982), is

-not well simulated, and the deep coastal current has

not been observed so far by local measurements. Cur-
rent meters moored recently along the French coast by
Millot (personal communication 1989) indicate that
the flow is westward throughout the water column.
Moreover, observations ( Béthoux et al. 1982; Astraldi
etal. 1990) show that the maximum transport is found
in early winter and not at the end of this season. In
the present study, the maximum transport cannot be
found at the beginning of the forcing period since we
start from rest. The same discrepancy has been found
with the quasi-geostrophic simulation performed by
Barnier et al. (1989) in the state of statistical equilib-
rium (i.e., after 13 years of integration). We infer that
the winter increase of the transport of the Liguro-
Provencal current may be caused not only by a local
effect, but also by a regional effect. This current could
be sustained by the warm and fresh, and thus light,
water that enters the NWM Sea along the west coast
of Corsica and through the Corsica Channel.

The thermohaline forcing, induced by winter wind
events, has clearly been shown to be a major compo-
nent of the local dynamics in the northwestern Med-
iterranean Sea, although it is most likely not the only
mechanism responsible for the Liguro-Provencal cir-

Unauthenticated | Downloaded 02/02/21 03:02 PM UTC



SEPTEMBER 1991

culation. A companion paper (in preparation) will be
devoted to the study of the combined effect of the local
thermodynamic and dynamic forcing in this area.
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APPENDIX

Potential Enstrophy Versus Energy
Conserving Scheme

The conversions from mean to eddy kinetic energy
(K,, = K.) and vice versa (K, = K,,) are provided
from the nonlinear terms of Eq. (1), multiplied by the
mean current and by the departure from the mean
current, respectively. K,,, = K, is the barotropic con-
version—i.e., the conversion of mean to eddy kinetic
energy through the Reynolds stress interacting with the
shear of the mean flow. It is shown (Orlanski and Cox
1973) that K, = K,, is equal in magnitude to K,, =
K., but opposite in sign, if the total kinetic energy is

T " (Ke— Km ) + ( Kjy— Ke)
8.1 =™  (Ke— Km)

10-8 W m-3
>

Lol iy

0. 1. 2. 3. 4. 5. 6.
TIME (month)

FIG. Al. Time evolution of the conversion terms between mean
and eddy kinetic energy (K., — K,), and vice versa (K, = K,), for
the potential enstrophy—conserving experiment (Experiment II) (fine
curves) and the energy-conserving experiment (thick curves). The
positive value of the sum (K, > K,) + (K, = K,,) for Experiment
II reveals that K,,, is partly dissipated through the potential enstrophy~
conserving scheme we used for the nonlinear terms in this experiment.
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FIG. A2. Sea surface density (o, units) after 6 months: (a) potential

enstrophy—conserving experiment (experiment II) and (b) energy-
conserving experiment. Contour interval equals 0.02 kg m™3.

conserved in the model basin. In the primitive equation
model of LODYC, the nonlinear terms are approached
by a potential enstrophy-conserving scheme that does
not mathematically conserve energy, although energy
is conserved to a good approximation in all our ex-
periments.

In order to test the effect of this potential energy-
conserving scheme, a last experiment has been per-
formed in the same configuration as experiment II,
except that the potential enstrophy-conserving scheme
has been replaced by an energy-conserving scheme. The
time evolution of the different quantities of the energy-
flow diagram is similar for this experiment and exper-
iment II, especially during the forcing period. The na-
ture and the development of the meanders is not sen-
sitive to the numerical scheme used. Figure A1 shows
the time evolution of the conversion terms between
mean and eddy kinetic energy for both experiments.
The behavior is almost the same during the first four
months. The loss of K,,, due to the potential enstrophy-
conserving scheme is weak and does not change sig-
nificantly the energetics. The main difference between
these two cases is in the long-term evolution of the
oceanic response. The energy-conserving scheme in- -
duces an unrealistic cascade of enstrophy toward small
scales, which keeps up the level of nonlinear exchanges
of energy and generates higher dissipation of energy.
This has been studied in detail by Sadourny (1975),
who shows that *“the compulsion to energy dissipation
is a pathological feature of energy-conserving models.”
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Moreover, the inverse cascade of energy toward the
large scale degrades the results of the energy-conserving
experiment. It significantly changes the structure of the
density field (Fig. A2). The potential enstrophy-con-
serving model appears to be more suitable for our ex-
periments. The long-term integration does not generate
significant loss of energy at the explicit scales, and the
model is computationally more stable than the energy-
conserving model (Sadourny 1975).
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