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Abstract: On-line optimisation provides a means for maintaining a process around its optimum operating plant. An important component of optimisation relies in data reconciliation which is used for obtaining consistent data. On a mathematical point of view, the formulation is generally based on the assumption that the measurement errors have normally pdf with zero mean. Unfortunately, in the presence of gross errors, all of the adjustments are greatly affected by such biases and would not be considered as reliable indicators of the state of the process. This paper proposes a data reconciliation strategy that deals with the presence of such gross errors. Application to size flowrates and concentration data in mineral processing is provided.
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1. INTRODUCTION

The problem of obtaining reliable estimates of the state of a process is a fundamental objective, these estimates being used to understand the process behaviour. For that purpose, a wide variety of techniques has been developed to perform what is currently known as data reconciliation [Mah, 76], [Maquin, 91]. Data reconciliation, which is sometimes referred too as mass and energy balance equilibration, is the adjustment of a set of data so the quantities derived from the data obey physical laws such as material and energy conservation. Since the pioneer works devoted to the so-called data rectification, the scope of research has expanded to cover other fields such as data redundancy analysis, system observability, optimal sensor positioning, sensor reliability, errors characterization, measurement variance estimation. Many
applications are related in scientific papers involving various fields in process engineering [Yi, 02], [Singh, 01], [Heyen, 99].

Unfortunately, the measurement collected on the process may be unknowingly corrupted by gross errors. As a result, the data reconciliation procedure can give rise to absurd results and, in particular, the estimated variables will be corrupted by this bias. Several schemes have been suggested to cope with the corruption of normal assumption of the errors, for static system [Narasimhan, 89], [Arora, 01] and also for dynamic systems [Abu-el-zeeet, 01]. Methods to include bounds in process variables to improve gross errors detection have been developed. One major disadvantage of these methods is that they give rise to situations that it may impossible to estimate all the variable by using only a subset of the remaining free gross errors measurements. Alternative approach using constraints both on the estimates and the balance residual equations has been developped for linear system [Ragot, 99], [Maquin, 04]. There is also an important class of robust estimators whose influence function are bounded and finit allowing to reject outliers [Huber, 81], [Hampel, 86]. Another approach is to take into account the non ideality of the measurement error distribution by using an objective function constructed on contaminated error distribution. In the following, we adopt and develop this idea for the data reconciliation problem.

Section 2 will be devoted to recall the background of data reconciliation. In section 3, robust data reconciliation is developped and will be illustrated through an academic example in section 4.

2. DATA RECONCILIATION BACKGROUND

The classical general data reconciliation problem [Mah, 76], [Houdouin, 89] [Crowe, 96], deals with a weighted least squares minimisation of the measurement set: indeed the model process equations are taken as linear for sake of simplicity :

\[ Ax = 0, \quad A \in \mathbb{R}^{n \times v}, \quad x \in \mathbb{R}^v \] (1)

where \( x \), with components \( x_i \) is the state of the process. The measurement devices give the information :

\[ \tilde{x} = x + \epsilon, \quad p(\epsilon) \propto N(0, V) \] (2)

where \( \epsilon \in \mathbb{R}^n \) is a vector of random errors characterised by variance matrix \( V \) and \( p \) is the normal probability distribution (pdf). In the least square sense, the well-known solution of this problem is \( \hat{x} = (I - AV^T(AV^T)^{-1}A)\tilde{x} \) [Maquin, 1991]. In fact, the method doesn’t work in any situation, the main drawback being the contamination of all estimated values by the outliers. For that reason robust estimators could be preferred, robustness being the ability to ignore the contribution of extreme data i.e. such as gross errors. There are two approaches to deal with outliers. The first one consists to sequentially detect, localise and suppress the data which are contaminated and after to reconcile the remaining data. The second approach is global and reconcile the data without a preliminary classification; in fact, weights in the reconciliation procedure are automatically adjusted in order to minimise the influence of the abnormal data. In the rest of the paper, we only focus on this last strategy.

3. ROBUST DATA VALIDATION. THE LINEAR CASE.

If the measurements contain random outliers, then a single pdf described as in (2) cannot account for the high variance of the outliers. To overcome this problem let us assume that measurement noise is sampled from two pdf, one having a small variance representing regular noise and the other having a large variance representing outliers [Wang, 02], [Ghosh, 03]. Thus, for each observation \( \tilde{x}_i \), we define the following two pdf and the so-called contaminated pdf:

\[ p_j(x_i \mid \tilde{x}_i, \sigma_j) = \frac{1}{\sqrt{2\pi}\sigma_j} \exp\left(-\frac{1}{2} \left(\frac{x_i - \tilde{x}_i}{\sigma_j}\right)^2\right) \]

\[ p(x_i \mid \tilde{x}_i, \theta) = wp_{1,i} + (1 - w)p_{2,i}, \quad 0 \leq w \leq 1 \] (4)

allowing to define the log-likelihood function of the measurement set:

\[ \Phi = \log \prod_{i=1}^v p(x_i \mid \tilde{x}_i, \theta) \] (5)

Minimising (5) in respect to \( x \) gives the estimate \( \hat{x} \):

\[ \hat{x} = (I - W_x A^T (AW_x A^T)^{-1}A)\tilde{x} \] (6a)

\[ W_x^{-1} = \begin{cases} \text{diag} \left( \frac{w}{\sigma_j^2}p_{1,i} + \frac{1-w}{\sigma_j^2}p_{2,i} \right) & i = 1..v \\ wp_{1,i} + (1 - w)p_{2,i} & \end{cases} \] (6b)

\[ \hat{p}_{j,i} = \frac{1}{\sqrt{2\pi}\sigma_j} \exp\left(-\frac{1}{2} \left(\frac{x_i - \tilde{x}_i}{\sigma_j}\right)^2\right) \] (6c)

where the diag operator allow to define a diagonal matrix from the elements (pointed by \( i \)) of a vector. Thus system (6) is clearly non linear and we suggest the following direct iterative scheme:

\[ x^{(0)} = \hat{x} \] (7a)

\[ \hat{p}_{j,(k)} = \frac{1}{\sqrt{2\pi}\sigma_j} \exp\left(-\frac{1}{2} \left(\frac{x^{(k)}_j - \tilde{x}_i}{\sigma_j}\right)^2\right) \] (7b)

\[ (W_x^{(k)})^{-1} = \begin{cases} \text{diag} \left( \frac{w}{\sigma_j^2}p_{1,i}^{(k)} + \frac{1-w}{\sigma_j^2}p_{2,i}^{(k)} \right) & i = 1..v \\ wp_{1,i}^{(k)} + (1 - w)p_{2,i}^{(k)} & \end{cases} \] (7c)

\[ \hat{x}^{(k+1)} = (I - W_x^{(k)} A^T (AW_x^{(k)} A^T)^{-1}A)\tilde{x} \] (7d)
A stopping criterion must be chosen for implementing the algorithm. For sake of simplicity, the proof for the local convergence of the algorithm is omitted.

In order to appreciate how the weight $W$, which should be compared to an influence function as explained in [Hampel, 86], are able to reject the data contaminated by gross errors, figure 1 show the graph of the function:

$$g(u) = \frac{w p_1 + \frac{1-w}{\sigma^2} p_2}{w p_1 + (1-w)p_2}$$

$$p_1 = \frac{1}{\sqrt{2\pi \sigma^2}} exp \left(-\frac{1}{2} \left(\frac{u}{\sigma^1}\right)^2\right)$$

$$p_2 = \frac{1}{\sqrt{2\pi \sigma^2}} exp \left(-\frac{1}{2} \left(\frac{u}{\sigma^2}\right)^2\right)$$

where $\sigma_1 = 0.5$ and $\sigma_2 = 2$ and where $w$ take the indicated values. For a better comparison, the graphs have been normalized, i.e. we have represented $\tilde{g}(u) = g(u)/g(0)$. For $w = 1$ we naturally obtain a constant weight; thus all the data are equally weighted and, in particular, the optimisation criterion will be sensitive to large magnitude of data, i.e. to outliers. Taking $w = 0.02$ reduces the influence of outliers since the weight decreases from 1 for data around the origine to 0.63 for data with large magnitude. Indeed, with the non restrictive hypothesis $\sigma_2 > \sigma_1$, for large values of $u$, the weighting function $\tilde{g}(u)$ can be approximated by the non zero value:

$$g_u(u) = \frac{1}{\sigma^2} \frac{1}{1 + \left(\frac{u}{\sigma}^2\right)}$$

where for small values of $u$ the approximation is $g_u(u) = 1$. Thus, it is possible to adjust $\sigma_1$ and $\sigma_2$ such that the large values of $u$ would have a small influence on the criterion $\Phi$.

![Fig. 1. Influence function](image)

4. EXTENSION TO BILINEAR SYSTEMS

We consider now the case of a process characterised by two types of variables: macroscopic variables such as flowrates $x$ and microscopic variables such concentrations $y$. Moreover, we will consider several species and therefore several concentrations noted $y_{c,\cdot} = 1..q$. If the measurements contain random outliers, then a single pdf described as in (2) cannot account for the high variance of the outliers. To overcome this problem let us assume that measurement noise is sampled from two pdf, one having a small variance representing regular noise and the other having a large variance representing outliers. In order to simplify the presentation, each measurement $x_i$ (resp. $y_{c,i}$) are assumed to have the same normal $\sigma_{x,1}$ (resp. $\sigma_{y,c,1}$) and abnormal $\sigma_{x,2}$ (resp. $\sigma_{y,c,2}$) standard-deviation. This hypothesis will be withdrawn later. Thus, for each observation $\tilde{x}_i$ and $\tilde{y}_{c,i}$, we define the following pdf:

$$p(x_i | \tilde{x}_i, \sigma_{x,j}) = \frac{1}{\sqrt{2\pi \sigma_{x,j}}} \exp \left(-\frac{1}{2} \left(\frac{x_i - \tilde{x}_i}{\sigma_{x,j}}\right)^2\right)$$

(8a)

$$p(y_{c,i} | \tilde{y}_{c,i}, \sigma_{y_{c,j}}) = \frac{1}{\sqrt{2\pi \sigma_{y_{c,j}}} \exp \left(-\frac{1}{2} \left(\frac{y_{c,i} - \tilde{y}_{c,i}}{\sigma_{y_{c,j}}}\right)^2\right)$$

(8b)

with $j = 1, 2, i = 1..v, c = 1..q$. In the rest of the paper, we adopt the shortening notation $p_{x,i,j}$ and $p_{y_{c,i,j}}$ respectively for $p(x_i | \tilde{x}_i, \sigma_{x,j})$, and $p(y_{c,i} | \tilde{y}_{c,i}, \sigma_{y_{c,j}})$, where indexes $i$ and $j$ are respectively used to point the number of data and the number of the distribution. Then, the combination of these two pdf (for each type of variable) is performed with the help of a weight $w$. Quantity $(1-w)$ can be seen as an a priori probability of the occurrence of outliers:

$$p_{x,i} = wp_{x,1,i} + (1-w)p_{x,2,i} \quad i = 1..v$$

(9a)

$$p_{y_{c,i}} = wp_{y_{c,1,i}} + (1-w)p_{y_{c,2,i}} \quad i = 1..v$$

(9b)

Assuming independance of the measurements allows to define the global log-likelihood function:

$$\Phi = \log \prod_{i=1}^{v} p_{x,i} \prod_{c=1}^{q} p_{y_{c,i}}$$

(10)

Let us now define the optimisation problem consisting in estimating the process variables $x$ and $y$. For that, consider the Lagrange function:

$$L = \Phi + \lambda^T Ax + \sum_{c=1}^{q} \mu_c^T A(x \otimes y_c)$$

(11)

in which the parameters $\lambda$ and $\mu_c$ allow to take into account the mass balance constraints for total flowrate and partial flowrate (for that last one the operator $\otimes$ is used to perform the element by element product of two vectors). The stationarity conditions of (11) are expressed (the estimations are now noted $\hat{x}$ and $\hat{y}_{c}$):
$$W_x^{-1}(\hat{x} - \bar{x}) + A^T \lambda + \sum_{c=1}^{q} (A \otimes \hat{y}_c)^T \mu_c = 0 \quad (12a)$$

$$W_{\hat{y}_c}^{-1}(\hat{y}_c - \bar{y}_c) + (A \otimes \hat{x})^T \mu = 0 \quad (12b)$$

$$A(\hat{x} \otimes \hat{y}_c) = 0 \quad (12c)$$

where the weighting matrices $W_x$ and $W_{\hat{y}_c}$ are defined by:

$$W_x^{-1} = \text{diag}_{i = 1..v} \left( \frac{w p_{x,1,i}}{\sigma^2_{x,i}} + \frac{(1-w) p_{x,2,i}}{\sigma^2_{x,i}} \right)$$

$$W_{\hat{y}_c}^{-1} = \text{diag}_{i = 1..v} \left( \frac{w p_{\hat{y}_c,1,i}}{\sigma^2_{\hat{y}_c,i}} + \frac{(1-w) p_{\hat{y}_c,2,i}}{\sigma^2_{\hat{y}_c,i}} \right)$$

(13a)

(13b)

Notice that if each measurement $x_i$ (resp. $y_i$) has a particular standard-deviation, formulas (13a) and (13b) still hold by replacing the parameters $\sigma_{x,i}$ and $\sigma_{x,2}$ (resp. $\sigma_{y,i}$ and $\sigma_{y,2}$) by $\sigma_{x,i,1}$ and $\sigma_{x,2,i}$ (resp. $\sigma_{y,i,1}$ and $\sigma_{y,2,i}$). Using shortening notations $A_x = A \text{diag}(x)$ and $A_y = A \text{diag}(y)$, system (12) may be directly solved and the solution may be expressed:

$$\hat{x} = (I - W_x A^T (A W_x A^T)^{-1} A) \ldots$$

$$\ldots (\hat{x} - W_x \sum_{c=1}^{q} A_{x,c} A_{x,c}^T (A_x W_x A_x^T)^{-1} A_{x,c}) \hat{y}_c$$

(14a)

$$\hat{y}_c = (I - W_{y,c} A_y^T (A_y W_{y,c} A_y^T)^{-1} A_y) \hat{y}_c$$

(14b)

System (14) is clearly non linear with regard to the unknown $\hat{x}$ and $\hat{y}_c$, the weight $W_x$ and $W_{y,c}$ depending on the pdf (8) which themselves depend on the $\hat{x}$ and $\hat{y}_c$ estimations (14a) and (14b). In fact (14) is an implicit system in respect to the estimates $\hat{x}$ and $\hat{y}_c$ for which we suggest the following iterative scheme:

**Step 1: initialisation**

$k = 0$  

$\hat{x}^{(k)} = \hat{x}$  

$\hat{y}_c^{(k)} = \hat{y}_c$  

choose $w$ (for example between 0.9 and 0.99)  

adjust $\sigma_{x,1}$ and $\sigma_{y,c,1}$ from an a priori knowledge about the noise distribution  

adjust $\sigma_{x,2}$ and $\sigma_{y,c,2}$ from an a priori knowledge about the gross error distribution.

**Step 2: estimation**

Compute the quantities (for $j = 1, 2$, $i = 1..v$ and $c = 1..q$)

$$p_{x,j,i}^{(k)} = \frac{1}{\sqrt{2\pi} \sigma_{x,j}} \exp \left( -\frac{1}{2} \left( \frac{\hat{x}_i - \hat{x}_j}{\sigma_{x,j}} \right)^2 \right)$$

$$p_{\hat{y}_c,j,i}^{(k)} = \frac{1}{\sqrt{2\pi} \sigma_{y,c,j}} \exp \left( -\frac{1}{2} \left( \frac{\hat{y}_{c,i} - \hat{y}_{c,j}}{\sigma_{y,c,j}} \right)^2 \right)$$

$$W_x^{-1} = \text{diag}_{i = 1..v} \left( \frac{w p_{x,1,i}^{(k)}}{\sigma^2_{x,i}} + \frac{(1-w) p_{x,2,i}^{(k)}}{\sigma^2_{x,i}} \right)$$

(14c)

$$W_{\hat{y}_c}^{-1} = \text{diag}_{i = 1..v} \left( \frac{w p_{\hat{y}_c,1,i}^{(k)}}{\sigma^2_{\hat{y}_c,i}} + \frac{(1-w) p_{\hat{y}_c,2,i}^{(k)}}{\sigma^2_{\hat{y}_c,i}} \right)$$

(14d)

$$W_{\hat{y}_c}^{-1} = \text{diag}_{i = 1..v} \left( \frac{w p_{\hat{y}_c,1,i}^{(k)}}{\sigma^2_{\hat{y}_c,i}} + \frac{(1-w) p_{\hat{y}_c,2,i}^{(k)}}{\sigma^2_{\hat{y}_c,i}} \right)$$

(14e)

$$W_{\hat{y}_c}^{-1} = \text{diag}_{i = 1..v} \left( \frac{w p_{\hat{y}_c,1,i}^{(k)}}{\sigma^2_{\hat{y}_c,i}} + \frac{(1-w) p_{\hat{y}_c,2,i}^{(k)}}{\sigma^2_{\hat{y}_c,i}} \right)$$

(14f)

Update the estimation of $x$ and $y_c$

$$\hat{x}^{(k+1)} = \left( I - W_x A^T (A W_x A^T)^{-1} A \right) \ldots$$

$$\ldots (\hat{x} - W_x \sum_{c=1}^{q} A^{x,c} A_{x,c}^T (A_x W_x A_x^T)^{-1} A_{x,c}) \hat{y}_c$$

$$\hat{y}_c^{(k+1)} = (I - W_{y,c} A_y^T (A_y W_{y,c} A_y^T)^{-1} A_y) \hat{y}_c$$

**Step 3: convergence test**

Compute an appropriate norm of the corrective terms:  

$$\tau_x^{(k+1)} = ||\hat{x}^{(k+1)} - \hat{x}||$$  

$$\tau_{y,c}^{(k+1)} = ||\hat{y}_c^{(k+1)} - \hat{y}_c||$$  

If the variations $\tau_x^{(k+1)} - \tau_x^{(k+1)}$ and $\tau_{y,c}^{(k+1)} - \tau_{y,c}^{(k+1)}$ are less than a given threshold then stop, else $k = k + 1$ and go to step 2.

**Remark:** for non linear systems, the initialisation remains a difficult task, convergence of the algorithm being generally sensitive to that choice. In our situation, measurements are a natural choice for initializing the estimates (step 1 of the algorithm). The solution given by classical least squares approach would also provide an acceptable initialization although its sensitivity to gross errors may be sometimes important; the reader should verify that this solution may be obtained by redefining the distributions (9) with $w = 1$.

5. EXAMPLE AND DISCUSSION

The method described in section 4 is applied to system depicted by fig.2, for which 16 streams are considered; each stream is characterized by a flowrate and two concentrations. Random errors were added to the 16 variables but the gross errors were added only on some of them.
second concentration for streams 4 and 8. Comparison of the proposed robust least square algorithm (RLS) with the classical least squares (LS) algorithm is now provided in table 2.

Columns 2 to 4 relate the row measures, columns 5 to 7 show the estimations obtained with RLS and columns 8 to 10 the estimations obtained with LS; analysing the estimation errors, for RLS estimator clearly allows to suspect variables 3, 7 and 16 for being contaminated by a gross error. Such conclusion is more difficult to express with LS estimator. Table 3 gives explicitly the corrective terms $\hat{x} - \bar{x}$ and $\hat{y} - \bar{y}$ for RLS (row 3) and LS (row 4) approach; for a better comparison, row 2 indicates the true value of the gross error and thus we can appreciate the vicinity of the corrective terms obtained with RLS with the true gross errors.

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$y_1$</th>
<th>$y_1.2$</th>
<th>$y_1.3$</th>
<th>$y_2.1$</th>
<th>$y_2.9$</th>
<th>$y_2.4$</th>
<th>$y_2.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.0</td>
<td>8.0</td>
<td>8.0</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>4.0</td>
<td>4.0</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>RLS</td>
<td>8.69</td>
<td>7.61</td>
<td>7.09</td>
<td>1.55</td>
<td>1.69</td>
<td>1.64</td>
<td>3.71</td>
<td>2.54</td>
<td></td>
</tr>
<tr>
<td>LS</td>
<td>7.05</td>
<td>6.08</td>
<td>3.38</td>
<td>1.3</td>
<td>0.87</td>
<td>1.14</td>
<td>0.98</td>
<td>1.77</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Corrective terms

For another data set, figure 3 visualizes more clearly the residuals $(\hat{x} - \bar{x}$ and $\hat{y} - \bar{y})$ both for RLS (upper part) and LS (lower part). On each graph, horizontal and vertical axis are respectively scaled with the number of the data and the magnitude of the absolute estimation error; the dashed horizontal line is the threshold chosen to detect abnormal corrective terms. Analysing figure 3 shows two advantages on RLS upon LS approach: first, the corrective terms are more precisely estimated, second, the scattering of the gross errors is less (the corrective terms mainly affect the variables affected by the gross errors and not the others).

Fig. 3. Corrective terms

Performances of the proposed approach be also analysed when using a great number of data. For that purpose, the same process has been used with different additive random noise on the data, the gross errors being superposed to the same data as previous. 10000 runs have been performed, allowing to enumerate the cases where the gross errors have been correctly detected or not, both for RLS and LS method. Results, expressed in percentage, are shown in table 4. Roughly speaking, for the given example, the ability of gross error detection for RLS is twice of those of LS. This has been confirmed by many other runs involving various distributions of the measurement errors.

<table>
<thead>
<tr>
<th>$w=0.10$</th>
<th>$\hat{x}$</th>
<th>$y_1$</th>
<th>$y_2$</th>
<th>$x$</th>
<th>$y_1$</th>
<th>$y_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RLS</td>
<td>92.5</td>
<td>99.9</td>
<td>91.4</td>
<td>41.4</td>
<td>57.2</td>
<td>55.2</td>
</tr>
<tr>
<td>LS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Performance of the approach

The sensitive known parameters $w$, $\sigma_{x,i}$ and $\sigma_{y,j}$ of the contaminated distribution may affect determination about outliers and therefore requires special attention. Typically, there is a range of sensible values for these parameters that we can start with. In fact, due to the structure of the function defining the weight, we can reduce these parameters to $w$, $\sigma_{x,1}/\sigma_{x,2}$ and $\sigma_{y,1}/\sigma_{y,2}$. Table 5 presents some results of sensitivity, expressed in percentage of correct detection, using the same process. For each result of detection, concerning a particular value of $w$, $f = \sigma_{x,1}/\sigma_{x,2} = \sigma_{y,1}/\sigma_{y,2}$, 10000 runs have been performed, each run having the same outliers but specific random noise affecting the measurements. It should be noted that all gross errors may be correctly detected with a proper choice of the parameters $w$ and $f$, excepted the error on the flowrate $x_3$. Thus, considering results in table 5, it is relatively easy to adjust manually the parameters $w$ and $\sigma$ of the method and a "large" range of acceptable values may be found. However, it is also possible to use an adaptive algorithm for the adjusting of these parameters.

<table>
<thead>
<tr>
<th>$w$</th>
<th>$f$</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_1.6$</th>
<th>$y_1.1$</th>
<th>$y_1.9$</th>
<th>$y_1.2$</th>
<th>$y_2.1$</th>
<th>$y_2.4$</th>
<th>$y_2.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>0.15</td>
<td>99</td>
<td>100</td>
<td>99</td>
<td>100</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>99</td>
</tr>
<tr>
<td>0.02</td>
<td>0.25</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>100</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>99</td>
</tr>
<tr>
<td>0.30</td>
<td>0.25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>99</td>
</tr>
<tr>
<td>0.02</td>
<td>0.50</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>100</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>0.02</td>
<td>0.50</td>
<td>5</td>
<td>45</td>
<td>3</td>
<td>100</td>
<td>75</td>
<td>100</td>
<td>41</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>0.05</td>
<td>0.50</td>
<td>70</td>
<td>99</td>
<td>99</td>
<td>100</td>
<td>96</td>
<td>100</td>
<td>59</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td>0.50</td>
<td>76</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>90</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>0.75</td>
<td>60</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>99</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td>0.75</td>
<td>76</td>
<td>100</td>
<td>99</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Performance of the approach

6. CONCLUSION

To deal with the issues of gross errors influence on data estimation, the paper has presented a robust reconciliation approach. For that purpose, we use a cost function which is less sensitive to the outlying observations than that of least squares. The algorithm can handle multiple biaises or outliers at a time and for the given example, 8 outliers have been correctly detected on 48 variables. The results of reconciliation will clearly depend not only on the data, but also on the model of the process itself. As a perspective of development of robust
reconciliation strategies, there is a need for taking account of model uncertainties and optimise the balancing parameter $w$. Moreover, for process with unknown parameter, it should be important to jointly estimate the reconciled data and the process parameters.
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