Fast and strongly localized observation for the Schrödinger equation
Gerald Tenenbaum, Marius Tucsnak

To cite this version:

HAL Id: hal-00142758
https://hal.archives-ouvertes.fr/hal-00142758
Submitted on 21 Apr 2007

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
Fast and strongly localized observation for the Schrödinger equation

G. Tenenbaum & M. Tucsnak
Institut Élie Cartan
Université Henri Poincaré Nancy 1, BP 239
54506 Vandœuvre-lès-Nancy, France

(19/4/2007, 18h28)

Abstract: We study the exact observability of systems governed by the Schrödinger equation in a rectangle with homogeneous Dirichlet (respectively Neumann) boundary conditions and with Neumann (respectively Dirichlet) boundary observation. Generalizing results from Ramdani, Takahashi, Tenenbaum and Tucsnak [21], we prove that these systems are exactly observable in arbitrarily small time. Moreover, we show that the above results hold even if the observation regions have arbitrarily small measures. More precisely, we prove that in the case of homogeneous Neumann boundary conditions with Dirichlet boundary observation, the exact observability property holds for every observation region with non empty interior. In the case of homogeneous Dirichlet boundary conditions with Neumann boundary observation, we show that the exact observability property holds if and only if the observation region has an open intersection with an edge of each direction. Moreover, we give explicit estimates for the blow-up rate of the observability constants as the time and (or) the size of the observation region tend to zero. The main ingredients of the proofs are an effective version of a theorem of Beurling and Kahane on non harmonic Fourier series and an estimate for the number of lattice points in the neighbourhood of an ellipse.
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1 Introduction and main results

The exact observability and its dual property, the exact controllability, of systems governed by Schrödinger equations have been extensively studied—see, for instance, Jaffard [14], Lebeau [17], Burq and Zworski [5] and references therein. The observation operators that have been considered are either distributed in the domain (internal observation) or localized at the boundary (boundary observation).

It is usually assumed, in the existing literature, that the observation region satisfies the geometric optics condition of Bardos, Lebeau and Rauch [2], which is known to be necessary and sufficient for the exact observability of the wave equation. In the case of internal control, the first result asserting that exact observability for the Schrödinger equation holds
for an *arbitrarily small control region* has been given by Jaffard [14], who shows, in particular, that for systems governed by the Schrödinger equation in a rectangle we have exact internal observability with an arbitrary observation region and in arbitrarily small time. However, Jaffard’s method (adapted by Komornik [16] to an *n*-dimensional context) does not yield an estimate on the constant in the observability inequality. Similar observability results have been obtained for more general geometries (like the Bunimovich stadium) in [5]. However, the exact internal observability with an arbitrarily small observation region cannot be generalized for an arbitrary domain: see, for instance, Chen, Fulling Narcowitch and Sun [6] where it is shown that, for the Schrödinger equation in a disk, the exact internal observability property fails if the observation region does not touch the boundary.

The first result establishing *exact boundary observability* for the Schrödinger equation with an *arbitrarily small observation region* has been given by Ramdani, Takahashi, Tenenbaum and Tucsnak [21], where the observed quantity is the Dirichlet or the Neumann boundary trace of the solution.

The present work is devoted to obtaining new information in this direction:

- We prove new, exact boundary observability results improving those in [21] in two directions: we are able to replace square domains by *rectangles* and we show that the conclusion holds even for *arbitrarily small* observation time.

- We provide, in some cases, explicit estimates for the observability constants in terms of the observability time and of the size of the observation region. To our knowledge, these are the first estimates of such type for the Schrödinger equation in several space dimensions and with arbitrarily small observation regions. We refer to Miller [19] and to Tenenbaum and Tucsnak [26] for the corresponding estimates with “large” observation regions.

From a qualitative point of view, the above described results essentially amount to the statement (see Theorem 4.2 below) that, for any given *u, v ∈ [0, ∞]* and any non empty open set *W ⊂ R²*, there exists δ = δ(Ω) = δ(Ω; u, v) > 0 such that,

\[ \int_W \left| \sum_{m,n \in \mathbb{Z}} a_{mn} e^{2\pi i (nx + (um^2 + vn^2) t)} \right|^2 dx \, dt \geq \delta(\Omega) \sum_{m,n \in \mathbb{Z}} |a_{mn}|^2 \]

for all sequences \((a_{mn}) \in \ell^2(\mathbb{Z} \times \mathbb{Z}, \mathbb{C})\). This, in turn, is shown by deriving an effective version of an inequality of Beurling and Kahane and by obtaining quantitative estimates for the number of lattice points in the neighbourhood of an ellipse. The latter are obtained via techniques from analytic number theory.

In order to state our results precisely, we denote by Ω the rectangle \([0, a] \times [0, b]\), with \(a, b > 0\), and we consider the following initial and boundary value problem (of unknown \(w = w(x, t)\), with \(x \in \Omega\) and \(t \geq 0\)):

\[
\begin{align*}
\dot{w} + i\Delta w &= 0 \quad (x \in \Omega, \ t \geq 0), \\
\frac{\partial w}{\partial \nu} &= 0 \quad (x \in \partial \Omega, \ t \geq 0), \\
w(x, 0) &= \psi(x) \quad (x \in \Omega).
\end{align*}
\]
Here and the sequel, a dot denotes differentiation with respect to the time \( t \) and \( \frac{\partial}{\partial \nu} \) stands for the normal derivative operator. We use the standard notation \( H^m(\Omega) \) \((m \in \mathbb{Z})\) and \( H^m_0(\Omega) \) \((m \in \mathbb{N})\) for the Sobolev spaces on \( \Omega \).

We can now state our first main result.

**Theorem 1.1.** Let \( \Gamma \) be a non empty open subset of \( \partial \Omega \), let \( T > 0 \) and let \( w = w(\psi) \) be the solution of (1.1). Then

\[
C_{T,\Gamma} := \sup_{\psi \in H^1_0(\Omega), \psi \not\equiv 0} \frac{\|\psi\|_{L^2(\Omega)}}{\|w\|_{L^2([0,T];L^2(\Gamma))}} < \infty.
\]

Moreover, if \( a/b \in \mathbb{Q} \) and \( \Gamma \supset I_1 \times \{0\} \), where \( I_1 \) is a subinterval of \([0,a]\) with positive length \(|I_1|\), then there exist constants \( K_1, K_2 \), depending only on \( a \) and \( b \), such that

\[
C_{T,\Gamma} \leq \exp\left\{ K_1 \left( \frac{\ln |I_1|}{|I_1|} + \frac{e^{K_2/T^2}}{T^2} \right) \right\} \quad (T > 0).
\]

**Remark 1.2.** In control theoretic terms, the above theorem asserts that the observation system, with state space \( L^2(\Omega) \) and output space \( L^2(\Gamma) \), determined by (1.1) and the output law \( y = w|\Gamma \) is exactly observable in any time \( T > 0 \). In order to give a functional analytic interpretation of (1.3) we introduce, for each \( T > 0 \), the map \( \psi \mapsto G_T \psi \) defined by

\[
(G_T \psi)(t) = w(\cdot, t)|\Gamma \quad (t \in [0,T]),
\]

where \( w \) is the solution of (1.1). It is not difficult to check that \( G_T \) is a bounded linear operator from \( L^2(\Omega) \) to \( L^2([0,T];L^2(\Gamma)) \). By the closed graph theorem, condition (1.2) implies that the set \( \mathcal{H}_T \) of the operators \( H \in L(L^2([0,T];L^2(\Gamma)), L^2(\Omega)) \) such that \( HG_T = I \) is non empty and has a unique minimal element \( H_T \), in the sense that

\[
H_T H_T^* \leq H H^* \quad (H \in \mathcal{H}_T).
\]

It is easy to check that

\[
\|H_T\|_{L(L^2([0,T];L^2(\Gamma)), L^2(\Omega))} = C_{T,\Gamma}
\]

so that the norm of \( H_T \) is bounded by the right-hand side of (1.3).

By a standard duality argument, Theorem 1.1 implies the following exact controllability result and control cost estimate—we refer to [26] for the precise definition of these concepts.

**Corollary 1.3.** For any non empty open subset \( \Gamma \) of \( \partial \Omega \), the system

\[
\begin{cases}
\dot{w} - i\Delta w = 0 & (x \in \Omega, \ t \geq 0), \\
w = 0 & (x \in \partial \Omega \setminus \Gamma, \ t \geq 0), \\
w = u \in L^2([0,T];L^2(\Gamma)) & (x \in \Gamma, \ t \geq 0), \\
w(x,0) = \psi(x) & (x \in \Omega),
\end{cases}
\]

with the control function \( u \), is exactly controllable in any time \( T > 0 \) in the state space \( L^2(\Omega) \). Moreover, the control cost in time \( T \) and with support \( \Gamma \) coincides with the constant \( C_{T,\Gamma} \) defined in (1.2).
In the case of the Schrödinger equation with Dirichlet boundary conditions and with Neumann observation the situation is slightly different. The exact observability in the "natural" space $H^1_0(\Omega)$ holds only if a simple geometric condition is satisfied. In order to give the precise statement of this result, we denote respectively by

$$\Gamma_1 := ([0,a] \times \{0\}) \cup ([0,a] \times \{b\}),$$
$$\Gamma_2 := (\{0\} \times [0,b]) \cup (\{a\} \times [0,b]),$$

the horizontal and vertical parts of $\partial \Omega$ and we consider the initial and boundary value problem:

$$w = 0 \quad (x \in \partial \Omega, \; t \geq 0),$$
$$w(x,0) = \psi(x) \quad (x \in \Omega).$$

**Theorem 1.4.** Let $\Gamma$ be an open subset of $\partial \Omega$, let $T > 0$ and let $w = w(\psi)$ be the solution of (1.4). Then, the following statements are equivalent:

**(S1)** The region $\Gamma$ contains both a horizontal and a vertical segment of non zero length, i.e. $\Gamma \cap \Gamma_i \neq \emptyset$ for $i \in \{1, 2\}$.

**(S2)** We have

$$Q_{T,\Gamma} := \sup_{\psi \in H^{2}(\Omega) \cap H^1_0(\Omega)} \frac{\|\psi\|_{H^1_0(\Omega)}}{\|\partial w/\partial \nu\|_{L^2([0,T];L^2(\Gamma))}} < \infty.$$ 

Moreover, if $a/b \in \mathbb{Q}$, if condition (S1) is satisfied and if

$$\Gamma \supset (I_1 \times \{0\}) \cup (\{0\} \times I_2),$$

where $I_1$, $I_2$ are respectively subintervals of $[0,a]$ and $[0,b]$ with positive lengths $|I_1|$, $|I_2|$, then, there exist constants $K_1$, $K_2$, $K_3$, depending only on $a$ and $b$, such that

$$Q_{T,\Gamma} \leq \exp \left\{ K_1 \frac{(\ln |I_1|)^2}{|I_1|} + K_2 \frac{(\ln |I_2|)^2}{|I_2|} + e^{K_3/T^2} \right\}. $$

Note that, as in Remark 1.2, inequality (1.6) can be interpreted in terms of an upper bound for the norm of an appropriate operator.

By a duality, Theorem 1.4 implies the following exact controllability result and control cost estimate. With the notation in Proposition (1.4), consider the system

$$\begin{cases}
\dot{w} - i\Delta w = 0 & (x \in \Omega, \; t > 0), \\
\dot{w} = 0 & (x \in \partial \Omega \setminus \Gamma, \; t > 0), \\
w = u \in L^2([0,T];L^2(\Gamma)) & (x \in \Gamma, \; t > 0), \\
w(x,0) = \psi(x) & (x \in \Omega).
\end{cases}$$

**Corollary 1.5.** The following conditions are equivalent:

- The system (1.7) is exactly controllable in any time $T > 0$ in the state space $X = H^{-1}(\Omega)$;
• We have $\Gamma \cap \Gamma_i \neq \emptyset$, for $i \in \{1, 2\}$.

Moreover, the control cost in time $T$ and with support $\Gamma$ coincides with the constant $Q_{T, \Gamma}$ defined in (1.5).

Remark 1.6. It is well-known (see, for instance, [17]) that the exact observability results for the Schrödinger equation yield observability estimates for the Euler-Bernoulli plate equation. We refer to [21] for precise forms of the boundary conditions and of the corresponding observation operators.

The remaining part of this paper is organized as follows. In Section 2 we give some notation and we introduce several notions and results used later. Section 3 is devoted to an effective version of an inequality of Kahane and Beurling. In Section 4 we prove our main results, appealing, in particular, two new estimates of arithmetical nature. These are proved in the last two sections.

2 Notation and preliminaries

In this section, we introduce several functions used in Section 3 for the proof of Beurling–Kahane type inequalities and we recall some of their properties.

We start with some notation. Let $e : \mathbb{R} \to \mathbb{C}$ be defined by $e(t) := e^{2\pi it}$ for all real $t$. We define the Fourier transform $\hat{f}$ of a function $f \in L^1(\mathbb{R})$ by

$$\hat{f}(\xi) = \int_{\mathbb{R}} f(t)e(-\xi t) \, dt \quad (\xi \in \mathbb{R}).$$

We denote by $\text{sgn} : \mathbb{R} \to \{0, \pm 1\}$ the usual sign function, defined for real $x$ by

$$\text{sgn}(x) := \begin{cases} 
1 & \text{if } x > 0, \\
0 & \text{if } x = 0, \\
-1 & \text{if } x < 0.
\end{cases}$$

and we write, traditionally, $x^+ := \max\{x, 0\}$, $|x| := \max\{n \in \mathbb{Z} : n \leqslant x\}$ for $x \in \mathbb{R}$. For $A \subset \mathbb{R}$, we write $1_A$ for the characteristic function of the set $A$.

We let $\ln_k$ designate the $k$-fold iterated natural logarithm.

In the sequel, we freely use, according to notational convenience, Landau’s $O$-symbol or Vinogradov’s $\ll$-notation. Thus $f(x) \ll g(x)$ ($x \in X$) indicates that, for all $x$ in the set $X$, the inequality $|f(x)| \leqslant C|g(x)|$ holds with a suitable constant $C > 0$, which may depend on certain implicit parameters. In this last case, the dependence may be indicated by annotating the Vinogradov symbol with appropriate subscripts.

We write $f \asymp g$ to indicate that both estimates $f \ll g$ and $g \ll f$ hold simultaneously.

Let $d \in \mathbb{N}^*$. Following Kahane’s terminology in [15], we say that a sequence $\Lambda = (\lambda_n)_{n \in \mathbb{Z}}$ in $\mathbb{R}^d$ is regular if

$$\inf_{m, n \in \mathbb{Z}} \min_{m \neq n} \|\lambda_m - \lambda_n\| > 0,$$
where $\| \cdot \|$ stands for the euclidean norm in $\mathbb{R}^d$. Given a regular sequence $\Lambda$ in $\mathbb{R}^d$ and a sequence $(a_n) \in \ell^2(\mathbb{Z}, \mathbb{C})$, we may define an almost periodic function $f : \mathbb{R} \to \mathbb{C}$ by the almost everywhere convergent series

$$f(x) = \sum_{n \in \mathbb{Z}} a_n e(\lambda_n x) \quad (x \in \mathbb{R}^d),$$

where $x \cdot y$ stands for the inner product of $x, y \in \mathbb{R}^d$.

**Definition 2.1.** Let $d \in \mathbb{N}$ and let $\Lambda$ be a regular sequence in $\mathbb{R}^d$. An open set $U \subset \mathbb{R}^d$ is called a domain associated to (the sequence) $\Lambda$ if there exists a constant $\delta = \delta(U) > 0$, such that

$$\int_U |f(x)|^2 \, dx \geq \delta |U| \sum_{n \in \mathbb{Z}} |a_n|^2 \quad \forall (a_n) \in \ell^2(\mathbb{Z}, \mathbb{C}),$$

where $f$ is defined by (2.1).

We will need the following structural theorem of Kahane [15, Proposition III.3.1].

**Proposition 2.2.** Let $\Lambda_1, \Lambda_2$ be two regular sequences in $\mathbb{R}^d$, with $d \in \mathbb{N}^*$. Assume that $U_1 \subset \mathbb{R}^d$ (respectively $U_2 \subset \mathbb{R}^d$) is a domain associated to $\Lambda_1$ (respectively to $\Lambda_2$) and that the sequence $\Lambda = \Lambda_1 \cup \Lambda_2$ is regular. Then any open set $U \subset \mathbb{R}^d$ containing $U_1 + U_2$ is a domain associated to $\Lambda$.

Consider the complex functions

$$H(z) := \left(\frac{\sin \pi z}{\pi}\right)^2 \left\{ \sum_{m \in \mathbb{Z}} \frac{\text{sgn}(m)}{(z-m)^2} + \frac{2}{z} \right\},$$

$$K(z) = \left(\frac{\sin \pi z}{\pi z}\right)^2,$$

$$B(z) := K(z) + H(z), \quad b(z) := H(z) - K(z).$$

According to Beurling [3], we have

$$(2.2) \quad b(x) \leq \text{sgn}(x) \leq B(x) \quad (x \in \mathbb{R}),$$

$$\int_{\mathbb{R}} \{B(x) - \text{sgn}(x)\} \, dx = \int_{\mathbb{R}} \{\text{sgn}(x) - b(x)\} \, dx = 1.$$

Given a parameter $T > 0$, we define two functions $m^-_T, m^+_T : \mathbb{R} \to \mathbb{R}$ by

$$(2.3) \quad \left\{ \begin{array}{ll}
m^-_T(x) := & \frac{1}{2} \{b(T+x) + b(T-x)\} \\
m^+_T(x) := & \frac{1}{2} \{B(T+x) + B(T-x)\}
\end{array} \right. \quad (x \in \mathbb{R}).$$

**Proposition 2.3.** We have

$$(2.4) \quad m^-_T(x) \leq \mathbb{I}_{[-T,T]}(x) \leq m^+_T(x) \quad (x \in \mathbb{R}),$$

and

$$(2.5) \quad \mathbb{\widehat{m}}^+_T(\xi) = \left\{ \begin{array}{ll}
|\xi| \sin(2\pi T \xi) + (1 - |\xi|) \frac{\sin \{\pi \xi (2T \pm 1)\}}{\sin \pi \xi} & (|\xi| \leq 1), \\
0 & (|\xi| > 1).
\end{array} \right.$$
Proof. Relation (2.4) immediately follows from (2.2).

In order to prove (2.5), we first notice that
\begin{equation}
\hat{K}(\xi) = (1 - |\xi|)^+ \quad (\xi \in \mathbb{R}).
\end{equation}
Moreover, as shown in Vaaler [28], the Fourier transform of \( J(z) := \frac{1}{2}H'(z) \) is given by
\begin{equation}
\hat{J}(\xi) = \begin{cases} 
\pi \xi (1 - |\xi|) \cot(\pi \xi) + |\xi| & \text{if } |\xi| \leq 1, \\
0 & \text{if } |\xi| > 1.
\end{cases}
\end{equation}
We obtain (2.5) by replacing \( b \) and \( B \) by their definitions in (2.3) and appealing to (2.6) and (2.7).

The above result enables one to easily recover a classical result of Ingham [13]. Since the precise form of the constants in (2.8) below plays an important rôle in the sequel, we provide a precise statement and a complete proof.

**Corollary 2.4.** Let \( \gamma > 0 \) be given and let \( (\lambda_n) \in \ell^2(\mathbb{Z}, \mathbb{R}) \) denote a sequence satisfying the condition
\[ \lambda_{n+1} - \lambda_n \geq \gamma > 0 \quad (n \in \mathbb{Z}). \]
Then, for every interval \( I \) of length \( |I| = 2T/\gamma \), with \( T > 0 \) and for every sequence \( (a_n) \in \ell^2(\mathbb{Z}, \mathbb{C}) \), we have
\begin{equation}
\frac{2T - 1}{\gamma} \sum_{n \in \mathbb{Z}} |a_n|^2 \leq \int_I \left| \sum_{n \in \mathbb{Z}} a_n e(\lambda_n t) \right|^2 dt \leq \frac{2T + 1}{\gamma} \sum_{n \in \mathbb{Z}} |a_n|^2.
\end{equation}
In particular, every interval \( I \) of length \( |I| > 1/\gamma \) is a domain associated to \( (\lambda_n) \).

**Proof.** For \( t \in \mathbb{R} \), let \( \psi^\pm(t) := \gamma m^\pm_T(\gamma t) \), so that
\[ \hat{\psi^\pm}(\xi) = \hat{m^\pm_T}(\xi/\gamma) \quad (\xi \in \mathbb{R}). \]
By (2.5), this implies that \( \hat{\psi^\pm}(\xi) = 0 \) whenever \( |\xi| > \gamma \). Therefore
\[ \int_{\mathbb{R}} \left| \sum_{n \in \mathbb{Z}} a_n e(\lambda_n t) \right|^2 dt = \sum_{m,n \in \mathbb{Z}} a_m \overline{a_n} \hat{\psi^\pm}(\lambda_m - \lambda_n) \{2T + 1\} \sum_{n \in \mathbb{Z}} |a_n|^2, \]
from (2.5). Considering (2.4), we readily obtain the required bounds (2.8). \( \square \)

**Remark 2.5.** In the above statement, condition \(|I| > 1/\gamma \) is essentially sharp. Indeed, for \( T < \frac{1}{2} \) and \( \lambda_n = n \), one can choose \((a_n)\) as the sequence of Fourier coefficients of a function \( f \in L^2\left[-\frac{1}{2}, \frac{1}{2}\right] \) which vanishes on \([-\frac{1}{2}, \frac{1}{2}] \setminus \{T,T\}].

**Remark 2.6.** Vaaler gives in [28] a simple proof of Beurling’s theorem according to which, if \( F^\pm(z) \) are functions of exponential type \( 2\pi \) such that \( F^-(x) \leq \text{sgn}(x) \leq F^+(x) \) for all real \( x \), then
\[ \int_{\mathbb{R}} \{\text{sgn}(x) - F^-(x)\} dx \leq 1 \leq \int_{\mathbb{R}} \{F^+(x) - \text{sgn}(x)\} dx. \]
Thus, the functions \( B \) and \( b \) are optimal. Selberg showed that this extremal property is shared by \( m^\pm_T \) provided \( 2T \in \mathbb{N}^* \). Thus, at least when \( 2T/\gamma \) is an integer, the constants
Theorem 3.1. Let \( \Lambda = (\lambda_n)_{n \in \mathbb{Z}} \) be a real sequence such that
\[
\gamma_1 := \inf_{n \in \mathbb{Z}} (\lambda_{n+1} - \lambda_n) > 0,
\]
and, for some \( p \in \mathbb{N}^* \),
\[
\gamma_p := \inf_{n \in \mathbb{Z}} \left( \frac{\lambda_{n+p} - \lambda_n}{p} \right) > 0.
\]
Then, any open interval \( I \subset \mathbb{R} \) of length \( |I| > 1/\gamma_p \) is a domain associated to \( \Lambda \). More precisely, for any \( \gamma \in ]0, \gamma_p[ \) and any interval \( I \) with length \( |I| \geq 1/\gamma \), there exists a constant \( \kappa = \kappa(\gamma_1) > 0 \) such that, writing \( \varepsilon := \frac{1}{2}(1/\gamma - 1/\gamma_p) \), we have
\[
\int_I |f(x)|^2 \, dx \geq \frac{\kappa \varepsilon^{5p+2}}{p^{12p}} \sum_{n \in \mathbb{Z}} |a_n|^2
\]
for any sequence \((a_n) \in \ell^2(\mathbb{Z}, \mathbb{C})\) and \( f \) as defined in (2.1).

The proof of Theorem 3.1 necessitates several lemmas. In order to state these, we consider \( g \in ]\gamma, \gamma_p[ \). Then, under the assumptions of Theorem 3.1, each interval of length \( pg \) contains at most \( p \) values of the sequence \( \Lambda \). Set
\[
J_k := [kpg, (k+1)pg[ \quad (k \in \mathbb{Z}).
\]
By inserting, for all \( n \), at most \( m \) well-spaced points between \( \lambda_n \) and \( \lambda_{n+1} \) where \( m \in \mathbb{N}^* \) is defined by \( m\gamma_1 \leq \lambda_{n+1} - \lambda_n \leq (m+1)\gamma_1 \), we see that \( \Lambda \) can be extended to a sequence, still denoted by \( \Lambda \), satisfying the following conditions:

\textbf{(A1)} For all \( k \), the interval \( J_k \) contains exactly \( p \) values of \( \Lambda \);

\textbf{(A2)} \( \inf_{n \in \mathbb{Z}} (\lambda_{n+1} - \lambda_n) \geq \frac{1}{2} \gamma_1 > 0. \)

Therefore, without loss of generality, the assumptions of Theorem 3.1 may be replaced by conditions (A1) and (A2) above.

Occasionally, we will assume that the sequence \( \Lambda \) satisfies the extra condition.
In [3, Lemma 7] it has been shown that, under assumptions \((A1)-(A3)\), the formula

\[(3.1) \quad F(z) := \lim_{R \to \infty} \prod_{|\lambda_n| < R} \left( 1 - \frac{z}{\lambda_n} \right) \]

defines an entire function of \(z\), vanishing on \(\Lambda\) and satisfying

\[(3.2) \quad F(0) = 1, \quad |F(z)| \leq C(1 + |z|)^5 e^{\pi |y|/g}, \quad (z \in \mathbb{C}).\]

where \(C > 0\) depends only on \(\gamma_1, g\) and \(p\). Here and in the sequel, we implicitly define real numbers \(x\) and \(y\) by \(z := x + iy\).

The result below makes explicit the dependencies upon \(p\) and \(g\) of the constant \(C\) appearing in (3.2).

**Lemma 3.2.** Assume that the sequence \(\Lambda\) satisfies assumptions \((A1)-(A3)\) above and that \(F\) is defined by (3.1). Then, there exists a constant \(c = c(\gamma_1) > 0\) such that

\[(3.3) \quad |F(z)| \leq e^{cp}(1 + |z|)^5 e^{\pi |y|/g} \quad (z \in \mathbb{C}).\]

*Proof.* We first establish an upper bound for \(|F|\) on the positive real axis. We have

\[(3.4) \quad |F(x)| = \prod_{k \in \mathbb{Z}} \prod_{\lambda_n \in J_k} \left| 1 - \frac{x}{\lambda_n} \right| \quad (x \geq 0).\]

Let \(m \in \mathbb{N}\) be defined by \(x \in J_m\). For \(k \in \mathbb{Z}\) and \(\lambda_n \in J_k\), we have

\[
\left| 1 - \frac{x}{\lambda_n} \right| \leq 1 - \frac{x}{(k+1)pg} \quad \text{if } k \leq -2 \text{ or } k > m,
\]

and

\[
\left| 1 - \frac{x}{\lambda_n} \right| \leq 1 - \frac{x}{kpg} \quad \text{if } 1 \leq k < m.
\]

Using this fact and leaving the factors corresponding to \(k = m, 0, -1\) in (3.4) unchanged, we obtain that, for every \(x \geq 0\), we have

\[(3.5) \quad |F(x)| \leq \prod_{k \neq 0} \left| 1 - \frac{x}{kpg} \right|^p \left\{ \prod_{\lambda_n \in J_{-1} \cup J_0 \cup J_m} \left| 1 - \frac{x}{\lambda_n} \right| \right\} \left| 1 - \frac{x}{mpg} \right|^{-p} \left| 1 - \frac{x}{(m+1)pg} \right|^{-p},\]

if \(m \neq 0\), and

\[(3.5) \quad |F(x)| \leq \prod_{k \neq 0} \left| 1 - \frac{x}{kpg} \right|^p \left\{ \prod_{\lambda_n \in J_{-1} \cup J_0} \left| 1 - \frac{x}{\lambda_n} \right| \right\} \left| 1 - \frac{x}{pg} \right|^{-p},\]

if \(m = 0\).
For the sake of simplicity, let us assume henceforth that \( m \neq 0 \)—the case \( m = 0 \) can be tackled similarly. We then observe that, by Euler’s product formula (see, for instance, Ahlfors [1, p.195]),

\[
(3.6) \quad \prod_{k \neq 0} \left| 1 - \frac{x}{kpg} \right| = \prod_{k \geq 1} \left| 1 - \frac{(x/pg)^2}{k^2} \right| = \frac{\sin(\pi x/pg)}{\pi x/pg} \quad (x \geq 0).
\]

On the other hand, it follows from (A3) that

\[
\left| 1 - \frac{x}{\lambda_n} \right| \leq 1 + \frac{x}{\lambda_n} \leq 1 + \frac{2x}{\gamma_1} \quad (x \geq 0).
\]

The above estimate, combined to (3.5) and to (3.6), yields that

\[
|F(x)| \leq \left| \frac{\sin(\pi x/pg)}{\pi x/pg} \right|^p \left( 1 + \frac{2x}{\gamma_1} \right)^{3p} \left| 1 - \frac{x}{mpg} \right|^{-p} \left| 1 - \frac{x}{(m+1)pg} \right|^{-p}.
\]

This last relation and the fact (easy to check) that, for suitable absolute constant \( C_0 \), we have

\[
\sup_{t \in \mathbb{R}} \left| \frac{\sin(\pi t)}{\pi t (1-t/m)(1-t/(m+1))} \right| \leq C_0 (m+1)^2 \leq C_0 \left( 1 + \frac{x}{pg} \right)^2,
\]

imply that

\[
|F(x)| \leq C_0^p \left( 1 + \frac{x}{pg} \right)^2 \left( 1 + \frac{2x}{\gamma_1} \right)^{3p} \quad (x \geq 0).
\]

Since \( g \geq \gamma_1 \), it follows that there exists \( a_0 = a_0(\gamma_1) > 0 \) such that

\[
(3.7) \quad |F(x)| \leq e^{a_0 p} (1 + |x|)^{5p} \quad (x \geq 0).
\]

A symmetric treatment yields that (3.7) also holds for real negative \( x \).

Similarly, we easily deduce from the formula

\[
|F(iy)|^2 = \prod_{n \in \mathbb{Z}} \left( 1 + \frac{y^2}{\lambda_n^2} \right) \quad (y \in \mathbb{R})
\]

and from Euler’s product formula that, for all real \( y \),

\[
|F(iy)| \leq \left( 1 + \frac{4y^2}{\gamma_1^2} \right)^p \left| \frac{\sinh(\pi y/pg)}{(\pi y/pg)} \right|^p \leq e^{b_0 p} (1 + |y|)^{5p} e^{\pi |y|/g},
\]

where \( b_0 = b_0(\gamma_1) \). By applying the Phragmén–Lindelöf principle (see, for instance, Titchmarsh [27, p.177]) to \( F(z)(1 + z)^{-5p} e^{i\pi z/g} \) on the first quadrant, we deduce that (3.3) holds on this domain with

\[
c := \max(a_0, b_0).
\]

A similar reasoning on the three other quadrants yields that (3.3) holds for every \( z \in \mathbb{C} \).

**Lemma 3.3.** Let \( \varepsilon > 0 \). Then, there exists \( h \in C^\infty(\mathbb{R}) \) such that \( \text{supp} \ h \subset [-\varepsilon, \varepsilon] \), \( \hat{h}(0) = 1 \) and

\[
|\hat{h}(z)| \leq D \frac{p^{11p} e^{2\pi |y|}}{e^{5p+2} (1 + |z|)^{5p+2}} \quad (z \in \mathbb{C}, p \in \mathbb{N}^*),
\]

where \( D \) is an absolute constant.
Proof. Let $\sigma \in C^\infty(\mathbb{R})$ be defined by
\begin{equation}
\sigma(x) := \begin{cases} 
    e^{-1/(1-x^2)} & (|x| \leq 1) \\
    0 & (|x| > 1),
\end{cases}
\end{equation}
and consider the function
\[ h(x) := \frac{\sigma(x/\varepsilon)}{\varepsilon \int_{-1}^{1} \sigma(x) dx}. \]
It is clear that $h \in C^\infty(\mathbb{R})$, $\text{supp} \, h \subset [-\varepsilon, \varepsilon]$ and $\hat{h}(0) = 1$. Moreover, according to [4], we have
\[ \|h^{(m)}\|_\infty \leq \frac{3(2^m m!)^2}{\varepsilon^m} \quad (m \in \mathbb{N}). \]
It follows that
\[ \sup_{x \in \mathbb{R}} |(2\pi x)^m \hat{h}(x)| \leq \frac{3(2^m m!)^2}{\varepsilon^m} \quad (m \in \mathbb{N}). \]
Furthermore, successive integrations by parts yield that, for all $z = x + iy \in \mathbb{C}$, we have
\[ |\hat{h}(z)| + |(2\pi iz)^{5p+2}\hat{h}(z)| \leq \left| \int_{-\varepsilon}^{\varepsilon} h(t)e(tz) \, dt \right| + \left| \int_{-\varepsilon}^{\varepsilon} h^{(5p+2)}(t)e(tz) \, dt \right| \leq 3e^{2\pi |y|}{\left( 2\varepsilon + \frac{(2^{5p+2}(5p+2)!)^2}{\varepsilon^{5p+2}} \right)}}. \]
The above inequality clearly implies the required conclusion via Stirling’s formula. \qed

Proof of Theorem 3.1. For each $n \in \mathbb{Z}$, we define a function $F_n$ by applying the right-hand side of (3.1) to $z - \lambda_n$ for the sequence $(\lambda_m - \lambda_n)_{m \neq n}$: indeed this sequence clearly satisfies assumptions (A1)-(A3). Therefore, by Lemma 3.2, we infer that
\[ F_n(\lambda_n) = 1, \quad F_n(\lambda_m) = 0 \quad (m \neq n), \quad |F_n(z)| \leq e^{c_p(1 + |z - \lambda_n|)^{5p}e^{\pi|y|/g}}, \]
where $c$ is a constant depending only on $\gamma_1$. Let us write
\[ g_n(z) := F_n(z)\hat{h}(z - \lambda_n) \quad (n \in \mathbb{Z}), \]
where $h$ is the function defined in Lemma 3.3 with $\varepsilon := \frac{1}{2}(1/\gamma - 1/g)$.

From Lemma 3.3, we have
\[ g_n(\lambda_n) = 1, \quad g_n(\lambda_m) = 0 \quad (n \neq m), \quad |g_n(z)| \leq \frac{C_1 p^{12p}e^{\pi|y|/\gamma}}{\varepsilon^{5p+2}(1 + |z - \lambda_n|^2)} \]
where $C_1$ depends only on $\gamma_1$.

Thus, for each $n$, the entire function $g_n$ has exponential type $\pi/\gamma$ and its restriction to $\mathbb{R}$ is square-integrable. By the Paley–Wiener theorem (see, for instance, Rudin [23, p.375]) its Fourier transform has compact support included in $[-1/2\gamma, 1/2\gamma]$. 
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The function
\[ \psi(z) := \sum_{n \in \mathbb{Z}} a_n g_n(z) \]
hence satisfies
\[ \int^{1/(2\gamma)}_{-1/(2\gamma)} \hat{\psi}(\vartheta) f(\vartheta) \, d\vartheta = \sum_{n \in \mathbb{Z}} a_n \int^{1/(2\gamma)}_{-1/(2\gamma)} \hat{\psi}(\vartheta) e(\lambda_n \vartheta) \, d\vartheta = \sum_{n \in \mathbb{Z}} a_n \psi(\lambda_n) = \sum_{n \in \mathbb{Z}} |a_n|^2. \]
Moreover,
\[ \|\psi\|_2^2 = \sum_{m \in \mathbb{Z}} \sum_{n \in \mathbb{Z}} a_m a_n \int_{\mathbb{R}} g_m(x) g_n(x) \, dx \leq C_1 \frac{p^{24p}}{\varepsilon^{10p+4}} \sum_{m \in \mathbb{Z}} \sum_{n \in \mathbb{Z}} |a_m a_n| \int_{\mathbb{R}} \frac{dx}{(1 + |x - \lambda_m|^2)(1 + |x - \lambda_n|^2)} \]
where \( C_1 \) depends only on \( \gamma_1 \). The above estimate, combined to the elementary inequality
\[ \int_{\mathbb{R}} \frac{dx}{(1 + |x + \lambda_m|^2)(1 + |x + \lambda_n|^2)} \leq \frac{4\pi}{1 + |\lambda_m - \lambda_n|^2} \quad (m, n \in \mathbb{N}^*), \]
yields that
\[ \|\psi\|_2^2 \leq C_2 \frac{p^{24p}}{\varepsilon^{10p+4}} \sum_{m \in \mathbb{Z}} \sum_{n \in \mathbb{Z}} \frac{|a_m a_n|}{1 + (\lambda_m - \lambda_n)^2}, \]
where \( C_2 \) depends only on \( \gamma_1 \). Since the sequence \( \Lambda \) is regular, the last estimate implies that
\[ \|\psi\|_2^2 \leq C_3 \frac{p^{24p}}{\varepsilon^{10p+4}} \sum_{n \in \mathbb{Z}} |a_n|^2, \]
where \( C_3 \) only depends on \( \gamma_1 \). In view of (3.9), the above inequality furnishes the required conclusion.

**Definition 3.4.** Let \( \mathcal{S} \) be a countable set. A sequence \( \Lambda = (\lambda_s)_{s \in \mathcal{S}} \subset \mathbb{R}^2 \), with \( \lambda_s = (\mu_s, \nu_s) \) is said to have regular projections if
\[ g(\Lambda) = \inf_{s, r \in \mathcal{S}, s \neq r} \min (|\mu_s - \mu_r|, |\nu_s - \nu_r|) > 0. \]

We now state and prove a two-dimensional version of the Beurling-Kahane inequality.

**Proposition 3.5.** Let \( \mathcal{S} \) be a countable set, let \( \Lambda = (\lambda_s)_{s \in \mathcal{S}} \subset \mathbb{R}^2 \), with \( \lambda_s = (\mu_s, \nu_s) \), be a sequence with regular projections and let \( \mathcal{N} \subset \mathbb{R} \) denote the range of the sequence \( (\nu_s)_{s \in \mathcal{S}} \). Assume that, for some \( p, q \in \mathbb{N}^* \) and suitable \( \delta_p > 0, \gamma_q > 0 \), we have
\[ \sup_{s \in \mathcal{S}} |\{ r \in \mathcal{S} : \nu_r = \nu_s, |\mu_r - \mu_s| \leq \frac{1}{2} p \gamma_p \}| \leq p, \]
\[ \sup_{y \in \mathbb{R}} |\{ \nu \in \mathcal{N} : |\nu - y| \leq \frac{1}{2} q \delta_q \}| \leq q. \]

Then, for every intervals \( I, J \) with lengths \( |I| > 1/\gamma_p, |J| > 1/\delta_q \), the set \( I \times J \) is a domain associated to \( \Lambda \). More precisely, if \( |I| = (1 + \varepsilon)/\gamma_p, |J| = (1 + \varepsilon)/\delta_q \), then there exists a constant \( C = C(\varepsilon, g(\Lambda)) \) such that
\[ \int_I \int_J \left| \sum_{s \in \mathcal{S}} a_s e(\mu_s x + \nu_s t) \right|^2 \, dt \geq \frac{|I|^{7p} |J|^{7q}}{e^{C(p+q)p^{12p}q^{12q}}} \sum_{s \in \mathcal{S}} |a_s|^2 \quad ((a_s) \in \ell^2(\mathcal{S}, \mathbb{C})). \]
Proof. For $(a_s) \in l^2(\mathcal{S}, \mathbb{C})$, let $F: \mathbb{R}^2 \to \mathbb{C}$ be defined by

$$F(x,t) = \sum_{s \in \mathcal{S}} a_s e(\mu_s x + \nu_s t) \quad ((x,t) \in \mathbb{R}^2).$$

We may plainly write, alternatively,

$$F(x,t) = \sum_{\nu \in \mathbb{N}} f_\nu(x)e(\nu t),$$

with

$$f_\nu(x) := \sum_{\nu_s = \nu} a_s e(\mu_s x).$$

By condition (3.11), Theorem 3.1 can be applied, for every $x$, to the partial function $t \mapsto F(x,t)$. Thus, there exists a constant $C_1$, depending only on $\varrho(\Lambda)$, such that

$$\int_I |F(x,t)|^2 dt \geq \frac{C_1}{(2\delta_q/\varepsilon\gamma_p)^{12\rho}} \sum_{\nu \in \mathbb{N}} |f_\nu(x)|^2.$$

Now, we appeal to condition (3.10) and apply Theorem 3.1 to each $f_\nu$, with $\nu \in \mathbb{N}$. It follows that there exists $C_2 > 0$, depending only on $\varrho(\Lambda)$, such that

$$\int_I |f_\nu(x)|^2 dx \geq \frac{C_2}{(2\gamma_p/\varepsilon)^{7p^{12\rho}}} \sum_{\nu_s = \nu} |a_s|^2.$$

From (3.13) and (3.14), we deduce that $I \times J$ is a domain associated to $\Lambda$ and that (3.12) holds with, say, $C := 7 \ln(2/\varepsilon) - \ln \max(C_1, C_2)$.

4 Proofs of the main results

An essential step in the proofs of Theorems 1.1 and 1.4 is the following result on the distribution of lattice points in the neighbourhood of an ellipse.

Theorem 4.1. Let $u, v > 0$. For $M \in \mathbb{N}$, $N \in \mathbb{N}^*$, $R > 0$, define the quantity $Z = Z(u,v;M,N,R)$ by the formula

$$Z := \left| \left\{ (m,n) \in \mathbb{Z}^2 : M < m \leq M + N, \, |um^2 + vn^2 - R^2| < 1 \right\} \right|.$$

Then, there exists a real, positive sequence $(\varepsilon_N)_{N \in \mathbb{N}}$, possibly depending on $u$ and $v$, such that $\lim_{N \to \infty} \varepsilon_N = 0$ and

$$Z \leq \varepsilon_N N \quad (N \in \mathbb{N}^*).$$

Moreover, if $u/v \in \mathbb{Q}^*$, say $u = U/W$, $v = V/W$ with $U, V \in \mathbb{N}^*$, $W \geq 1$, we may choose $\varepsilon_N := AW \ln_2(3UV)\sqrt{\ln(2N)/N}$, where the constant $A$ is absolute, whenever $N > N_0(U,V)$ with

$$N_0(U,V) := \exp \left\{ B(\ln_2(3UV))^{4} \right\}$$

and $B$ is absolute. If $u/v \in \mathbb{R} \setminus \mathbb{Q}$, we can take $\varepsilon_N = C_0/\ln_2 q_N$ where $C_0$ depends at most on $u$ and $v$ and $q_N$ is the largest denominator not exceeding $\sqrt{N}$ of a convergent of $u/v$.

We postpone the proof of this statement until Section 6.
Temporarily accepting Theorem 4.1, we will show that Theorems 1.1 and 1.4 are comparatively simple consequences of the following result.

**Theorem 4.2.** Let $u, v \in \mathbb{R}^*_+$ and let $\mathcal{U} \subset \mathbb{R}^2$ be a non empty open set. Then, there exists $\delta = \delta(\mathcal{U}) = \delta(\mathcal{U} ; u, v) > 0$ such that,

\[
\int_{\mathcal{U}} \left| \sum_{m,n \in \mathbb{Z}} a_{mn} (nx + (um^2 + vn^2)t) \right|^2 \, dx \, dt \geq \delta(\mathcal{U}) \sum_{m,n \in \mathbb{Z}} |a_{mn}|^2
\]

for all sequences $(a_{mn}) \in \ell^2(\mathbb{Z} \times \mathbb{Z}, \mathbb{C})$.

Moreover, if $u = U/W$, $v = V/W$ with $U, V \in \mathbb{N}^*$, $W \geq 1$, and $\mathcal{U} = I \times J$ with $|I| = 1/\alpha$, $|J| = 1/\beta$, $\alpha > 1$, $\beta > 1$, we can choose $\delta(\mathcal{U})$ in (4.3) such that for any $\varepsilon > 0$ there exists $D = D(\varepsilon)$ with

\[
\delta(\mathcal{U}) \geq W \exp\left\{ - \exp \left( \frac{A(ln_2 3UV)^4}{\alpha W^2} - e^{C_1\beta^2} \right) \right\},
\]

where $C_1 := D(UV)^\varepsilon$.

**Proof.** We may plainly assume that $\mathcal{U} = I \times J$, with $|I| = 1/\alpha$, $|J| = 1/\beta$, and $\alpha > 2$, $\beta > 2$ throughout. We distinguish two cases according to whether $u/v$ is or not a rational number.

**Case 1:** $u/v \in \mathbb{Q}^*$. We can then assume, without loss of generality, that $u = U/W$, $v = V/W$ with $U, V \in \mathbb{N}^*$, $W \geq 1$. Moreover, we may also suppose that $u$ and $v$ are positive integers, i.e. $W = 1$: indeed, the general case reduces to this one by the change of variables $t = sW$.

Consider the sequence

\[
\Lambda := (n, um^2 + vn^2)_{m,n \in \mathbb{Z}}.
\]

It clearly has regular projections. The set $\mathcal{N}$ introduced in Proposition 3.5 is then given by

\[
\mathcal{N} := \{ \nu \in \mathbb{R} : \exists m, n \in \mathbb{N}, \nu = um^2 + vn^2 \}.
\]

As it will be shown in Theorem 5.3 below, for any given $\varepsilon > 0$, we have

\[
|\mathcal{N} \cap |x, x + y|| \leq \frac{y(\varepsilon)^\varepsilon}{\sqrt{\ln y}} (x, y > 0).
\]

Therefore assumption (3.11) of Proposition 3.5 holds, with $\delta_q := 2\beta$, for some integer

\[
q \leq \exp \{ C_2(\varepsilon)^\varepsilon \beta^2 \},
\]

provided $C_2 = C_2(\varepsilon)$ is large enough. Indeed, (4.7) implies that

\[
\sup_{y \in \mathbb{R}} |\nu \in \mathcal{N} : |\nu - y| \leq \beta q| \leq C_3 \frac{2\beta q(\varepsilon)^\varepsilon}{\sqrt{\ln(2\beta q)}},
\]

where $C_3 = C_3(\varepsilon)$. This upper bound is clearly at most $q$ when $q$ equals the right-hand side of (4.8) and $C_2$ is suitably chosen in terms of $\varepsilon$. 

In order to prove that the sequence $\Lambda$ also satisfies assumption (3.10) of Proposition 3.5, we recall the constants $A$ and $B$ appearing in Theorem 4.1 and we define

$$N_0 := N_0(u, v) = \exp \big(C(\ln 2 3uv)^4\big), \quad N_1 := N_0\alpha^2 \ln \alpha,$$

where $C$ is an absolute constant, with $C > B$, which will be specified later. Next, we put

$$p := \frac{N_1}{2\alpha}, \quad \gamma_p := 2\alpha,$$

Since $p\gamma_p = N_1 > N_0$, we may apply Theorem 4.1 to get that, for all $m_0, n_0$, we have

$$\sum_{\substack{(m,n) \in \mathbb{Z}^2 \quad 1 \leq A \ln 2(3uv) 2N_1}} \leq \frac{1}{2} e^{Ch4} \alpha \ln \alpha = p$$

provided $C$ exceeds some absolute constant. From this and (4.11), it follows that assumption (3.10) of Proposition 3.5 is satisfied with $p$ and $\gamma_p$ chosen as in (4.10). Note that

$$p \leq N_0\alpha \ln \alpha.$$

We have thus shown that the sequence $\Lambda$ defined in (4.5) satisfies the assumptions in Proposition 3.5 with $\gamma_p = 2\alpha$, $\delta_q = 2\beta$ and with $p$ (respectively $q$) satisfying (4.12) (respectively (4.8)), so that $I \times J$ is a domain associated to the sequence $\Lambda$. Moreover, inserting the above bounds for $p$ and $q$ in (3.12) yields the estimate (4.4).

Case 2: $u/v \in \mathbb{R} \setminus \mathbb{Q}$. We immediately observe that each element $\nu$ of the set $\mathcal{N}$ defined in (4.6) now has a unique representation in the form $\nu = um^2 + vn^2$ with $(m, n) \in \mathbb{N} \times \mathbb{N}$. We then define $m_\nu := m, n_\nu := n$. With this notation, an assertion equivalent to (4.3) is that $\mathcal{U} = I \times J$ is a domain associated to the regular sequence

$$\Lambda := \{(\pm n_\nu, \nu) : \nu \in \mathcal{N}\}.$$ 

In other words, we aim to show that there exists $\delta(\mathcal{U}) > 0$ such that, for every almost-periodic function

$$F(x, t) := \sum_{\nu \in \mathcal{N}} \{a_\nu e(n_\nu x + \nu t) + b_\nu e(-n_\nu x + \nu t)\},$$

with $(a_\nu), (b_\nu) \in \ell^2(\mathcal{N}, \mathbb{C})$, we have

$$\int_{\mathcal{U}} |F(x, t)|^2 \, dx \, dt \geq \delta(\mathcal{U}) \sum_{\nu \in \mathcal{N}} \{|a_\nu|^2 + |b_\nu|^2\}.$$ 

For $r > 0$, let us consider the intervals

$$I_k := \left[\left(2k - \frac{1}{2}\right)r, \left(2k + \frac{1}{2}\right)r\right], \quad J_k := \left[\left(2k + \frac{1}{2}\right)r, \left(2k + \frac{3}{2}\right)r\right] \quad (k \in \mathbb{N}).$$
We put
\[ A_r := \bigcup_{k \in \mathbb{N}} I_k, \quad B_r := \mathbb{R}^+ \setminus A_r = \bigcup_{k \in \mathbb{N}} J_k, \]
and we divide \( \Lambda \) in two subsequences
\[ \Lambda_1 := \{ (\pm n\nu, \nu) : \nu \in \mathcal{N} \cap A_r \}, \quad \Lambda_2 := \{ (\pm n\nu, \nu) : \nu \in \mathcal{N} \cap B_r \}. \]
We shall show that \( \Lambda_1 \) and \( \Lambda_2 \) both have associated domains of the form \( I \times J \), where \( I \) is an arbitrary open interval and \( J \) is an open interval of length \( |J| > 2S/r \), where \( S = S(I) \) is suitably chosen. To this end, let \( S > \frac{1}{2} \) and put
\[ g(t) := m^-_S(rt), \quad G(t) := m^+_S(rt), \quad \Delta(t) := G(t) - g(t) \quad (t \in \mathbb{R}), \]
where \( m^\pm_S \) are the functions introduced in (2.3).

It follows from (2.5) that
\[
\hat{g}(0) = \frac{2S - 1}{r}, \quad \hat{G}(0) = \frac{2S + 1}{r}, \quad \hat{\Delta}(0) = \frac{2}{r}.
\]
Put
\[
f_k(x, t) := \sum_{\nu \in I_k} \{ a_\nu e(n\nu x) + b_\nu e(-n\nu x) \} e(\nu t) \quad (k \in \mathbb{N}),
\]
\[ f(x, t) := \sum_{k \in \mathbb{N}} f_k(x, t). \]
The above definition of \( g \) and (2.4) imply that, setting \( J := [-S/r, S/r] \), we have
\[
g(t) \leq \mathbb{1}_J(t) \quad (t \in \mathbb{R}),
\]
so that
\[
\int_J |f(x, t)|^2 \, dt \geq \int_J |f(x, t)|^2 g(t) \, dt
\]
\[
= \sum_{j \in \mathbb{N}} \sum_{k \in \mathbb{N}} \sum_{\nu \in I_j} \sum_{\mu \in I_k} \{ a_\nu e(n\nu x) + b_\nu e(-n\nu x) \} \{ \bar{a}_\mu e(-n\mu x) + \bar{b}_\mu e(n\mu x) \} \hat{g}(\mu - \nu).
\]
From this, inequality (4.14) and the fact that, by (2.5), we have \( \hat{g}(\mu - \nu) = 0 \) whenever \( \nu \in I_j, \mu \in I_k \) with \( j \neq k \), it follows that
\[
\int_J |f(x, t)|^2 \, dt \geq \sum_{k \in \mathbb{N}} \int_J |f_k(x, t)|^2 g(t) \, dt
\]
\[
= \sum_{k \in \mathbb{N}} \int_J |f_k(x, t)|^2 G(t) \, dt - \sum_{k \in \mathbb{N}} \int_J |f_k(x, t)|^2 \Delta(t) \, dt,
\]
Now observe that, by Theorem 4.1, for every \( k \in \mathbb{N} \) and \( \gamma > 0 \) there exists \( q_0 = q_0(\gamma, r) \) such that
\[
\sup_{x \in \mathbb{R}} |\{ \nu \in \mathcal{N} \cap I_k : |n\nu - z| \leq \frac{1}{2} q \gamma \}| \leq q \quad (q \geq q_0).
\]
By Theorem 3.1, this implies that there exists a constant \( c = c(I) > 0 \) such that
\[
\int_I |f_k(x, t)|^2 \, dx \geq c \sum_{\nu \in I_k} \{|a_\nu|^2 + |b_\nu|^2\}.
\]
Moreover, appealing to the upper bound of (2.8) with \( \gamma := 1 \) and \( T := \frac{1}{2} |I| \), we also have
\[
\int_I |f_k(x,t)|^2 \, dx \leq (1 + |I|) \sum_{\nu \in I} \{|a_\nu|^2 + |b_\nu|^2\}.
\]
Thus, integrating (4.15) with respect to \( x \) and using (4.13), we deduce that
\[
\int_{I \times J} |f(x,t)|^2 \, dx \, dt \geq d \sum_{\nu \in \mathcal{N}} \{|a_\nu|^2 + |b_\nu|^2\}.
\]
with
\[
d := c\hat{G}(0) - (1 + |I|)\hat{\Delta}(0) = \{c(2S + 1) - 2 - 2|I|\}/r > 0,
\]
provided \( S > S(I) := (1 + |I|)/c(I) \).

We have therefore established that every rectangle \( I \times J \) with \( |J| > 2S(I)/r \) is a domain associated to \( \Lambda_1 \) and a similar argument yields the same conclusion for \( \Lambda_2 \). Since \( r \) may be chosen arbitrarily large, it follows that \( I \times J \) is, for every non empty open intervals \( I \) and \( J \), a domain associated to \( \Lambda_1 \) and to \( \Lambda_2 \).

The required conclusion now follows from Proposition 2.2.

**Proof of Theorem 1.1.** The eigenvalues of the Neumann Laplacian in \( \Omega \) are \( 2\pi \lambda_{m,n} \) with
\[
\lambda_{m,n} = \frac{\pi m^2}{2a^2} + \frac{\pi n^2}{2b^2}, \quad (m, n \in \mathbb{N}^*)\]
A corresponding family of normalized eigenfunctions in \( L^2(\Omega) \) is
\[
\varphi_{m,n}(x_1,x_2) = \frac{2}{\sqrt{ab}} \cos\left(\frac{\pi mx_1}{a}\right) \cos\left(\frac{\pi nx_2}{b}\right) \quad (m, n \in \mathbb{N}^*).
\]
For \( m, n \in \mathbb{N}^* \) we put \( \psi_{m,n} := \langle \psi, \varphi_{m,n} \rangle \), where \( \langle \cdot , \cdot \rangle \) denotes the inner product in \( L^2(\Omega) \).

It is easy to check that the solution \( w \) of (1.1) is given by
\[
w(x_1,x_2,t) = \sum_{(m,n) \in \mathbb{N}} \psi_{m,n}(\lambda_{m,n} t) \varphi_{m,n}(x_1,x_2).
\]

With no loss of generality we may assume that \( \Gamma \supset I_1 \times \{0\} \) where \( I_1 \subset [0,a] \) is an interval with positive length. A simple calculation shows that for every \( T > 0 \) we have
\[
\int_0^T \int_{\Gamma} |w|^2 \, d\Gamma \, dt \geq \frac{4}{ab} \int_0^T \int_{I_1} \left| \sum_{m,n \in \mathbb{N}} \psi_{m,n}(\lambda_{m,n} t) \cos\left(\frac{\pi mx_1}{a}\right) \right|^2 \, dx_1 \, dt.
\]
The claimed assertions follow from this and Theorem 4.2.

**Proof of Theorem 1.4.** The eigenvalues of the Dirichlet Laplacian in \( \Omega \) are \( 2\pi \mu_{m,n} \) with
\[
\mu_{m,n} = \frac{\pi m^2}{2a^2} + \frac{\pi n^2}{2b^2}, \quad (m, n \in \mathbb{N}^*),
\]
and a corresponding family of normalized eigenfunctions in $H^1_0(\Omega)$ is
\[ \Phi_{m,n}(x_1, x_2) := \frac{2\sqrt{ab}}{\pi \sqrt{b^2 m^2 + a^2 n^2}} \sin \left( \frac{m\pi x_1}{a} \right) \sin \left( \frac{n\pi x_2}{b} \right) \quad (m, n \in \mathbb{N}^*) \]

We first show that statement (S2) implies statement (S1). Indeed, if (S1) does not hold, then we may assume, without loss of generality, that $\Gamma \subset \Gamma_1$. Thus, for every $m \in \mathbb{N}^*$, we have
\[ \int_{\Gamma} \left| \frac{\partial \Phi_{m,1}}{\partial \nu} \right|^2 d\Gamma \leq \int_{\Gamma_1} \left| \frac{\partial \Phi_{m,1}}{\partial \nu} \right|^2 d\Gamma = \frac{4a}{b(b^2 m^2 + a^2)} \int_0^a \sin^2 \left( \frac{m\pi x_1}{a} \right) dx_1. \]
Consequently,
\[ \lim_{m \to \infty} \int_{\Gamma} \left| \frac{\partial \Phi_{m,1}}{\partial \nu} \right|^2 d\Gamma = 0. \]
It is easy to see that the above estimate contradicts (S2).

We next show that (S1) implies (S2). For $\psi \in H^1_0(\Omega)$ and $m, n \in \mathbb{N}^*$, we put $\psi_{m,n} := \langle \psi, \Phi_{m,n} \rangle_1$, where $\langle \cdot, \cdot \rangle_1$ denotes the inner product in $H^1_0(\Omega)$, i.e.
\[ (f,g)_1 = \int_{\Omega} \nabla f \cdot \nabla g dx \quad (f,g \in H^1_0(\Omega)). \]
It is easy to check that the solution $w$ of $(1.4)$ is given by
\[ w(x_1, x_2, t) = \sum_{m,n\in\mathbb{N}^*} \psi_{m,n} e(\mu_{m,n} t) \Phi_{m,n}(x_1, x_2). \]
A simple calculation shows that
\[ \int_0^T \int_{\Gamma} |y|^2 d\Gamma dt \geq \frac{4a}{b} \int_0^T \int_{\Gamma_1} \left| \sum_{m,n \geq 1} \frac{m \psi_{mn}}{\sqrt{b^2 m^2 + a^2 n^2}} e(\mu_{m,n} t) \sin \left( \frac{m \pi x_1}{a} \right) \right|^2 dx_1 dt \]
\[ + \frac{4a}{b} \int_0^T \int_{\Gamma_2} \left| \sum_{m,n \geq 1} \frac{m \psi_{mn}}{\sqrt{b^2 m^2 + a^2 n^2}} e(\mu_{m,n} t) \sin \left( \frac{n \pi x_2}{b} \right) \right|^2 dx_2 dt. \]
The required conclusions hence follow from Theorem 4.2.

5 Local density of elliptic integers

This section is devoted to proving (4.7). We need the following number theoretic lemma and a strong form of Selberg’s sieve, stated in the sequel.

Recall that the Legendre symbol is the mapping from $\mathbb{Z}$ onto $\{-1, 0, 1\}$ defined by the formula
\[ \left( \frac{n}{p} \right) := \begin{cases} 1 & \text{if } n \in Q_p, \\ 0 & \text{if } p | n, \\ -1 & \text{if } n \in (\mathbb{Z}/p\mathbb{Z})^* \setminus Q_p, \end{cases} \quad (n \in \mathbb{Z}), \]
where \( Q_p \) is the set of all integers which are congruent to a non zero square modulo \( p \). The Legendre symbol is a multiplicative homomorphism and satisfies Gauss’ reciprocity law

\[
\left( \frac{a}{p} \right) = \left( \frac{p}{a} \right) (-1)^{(p-1)(a-1)/4}
\]

for all pairs of distinct odd primes \( p, q \). Moreover, we classically have, for odd prime \( p \),

\[
\left( \frac{-1}{p} \right) = (-1)^{(p-1)/2}, \quad \left( \frac{2}{p} \right) = (-1)^{(p^2-1)/8},
\]

where the first formula follows from straightforward algebraic considerations and the latter is due to Euler.

Recall that a Dirichlet character \( \chi : \mathbb{Z} \to \mathbb{C} \) to a given modulus \( q \in \mathbb{N}^* \) is a completely multiplicative homomorphism such that \( \chi(n) = 0 \) whenever \( (n,q) > 1 \) and \( |\chi(n)| = 1 \) when \( (n,q) = 1 \).

**Lemma 5.1.** Let \( d \) be a positive squarefree integer. Then there exists a non principal Dirichlet character \( \chi_D \) with modulus \( D \) dividing \( 4d \) such that

\[
\left( \frac{-d}{p} \right) = \chi_D(p)
\]

for all primes \( p \).

**Proof.** Write \( d = 2^v \prod q \), where \( v = 0 \) or 1 and \( q \) runs through the odd prime divisors of \( d \). By the classical properties of the Legendre symbol recalled above, we have

\[
\left( \frac{-d}{p} \right) = \left( \frac{-1}{p} \right) \left( \frac{2}{p} \right)^v \prod_q \left( \frac{q}{p} \right) = (-1)^{(p-1)/2 + v(p^2-1)/8} \prod_q \left( \frac{q}{p} \right)
\]

\[
= (-1)^{(p-1)/2 + v(p^2-1)/8} \prod_q \left( \frac{p}{q} \right) (-1)^{(p-1)(q-1)/4}.
\]

It is easily checked that the mappings

\[
n \mapsto \begin{cases} 
(1)^{(n^2-1)/8 + (n-1)^2 / 2 + \sum_q (q-1)/2} & \text{if } 2 \nmid n, \\
0 & \text{if } 2 | n,
\end{cases}
\]

and

\[
n \mapsto \left( \frac{n}{q} \right)
\]

are Dirichlet characters, of respective moduli \( 2^w \) and \( q \) with \( 0 \leq w \leq 2 + v \). This is all we need. \( \square \)

We now state Selberg’s sieve estimate in the form we shall use. Recall that the notation \( p^r \| d \) means that \( p^r \mid d \) but \( p^{r+1} \nmid d \).

**Theorem 5.2. (Selberg [24]).** Let \( M, N \in \mathbb{N} \) and let \( \mathcal{A} \subset [M, M + N] \cap \mathbb{N} \). Assume that, for each prime power \( p^r \), \( \mathcal{A} \) is excluded from \( w(p^r) \) residue classes modulo \( p^r \) and, furthermore, that, for each \( p \), the forbidden residue classes \( \mod p^r \) and \( \mod p^s \) are disjoint whenever \( r \neq s \). Then, for each \( Q > 1 \), we have

\[
|\mathcal{A}| \leq \frac{N + Q^2}{L}
\]

with

\[
L := \sum_{d \leq Q} \prod_{p^r \mid d} \left( \frac{1}{\vartheta(p^r)} - \frac{1}{\vartheta(p^r-1)} \right), \quad \vartheta(p^r) := 1 - \sum_{1 \leq s \leq r} \frac{w(p^s)}{p^s}.
\]
Given two positive integers \( u \) and \( v \), we call an integer \( \nu \) elliptic if it has at least a representation in the form \( \nu = um^2 + vn^2 \) for some integers \( m, n \). We denote by \( \mathcal{N}(u,v) \) the set of elliptic integers associated to a given pair \((u,v)\).

**Theorem 5.3.** Let \( \varepsilon > 0 \) be fixed. For all pairs \((u, v)\) of positive integers, we have

\[
Z(u, v; x) := \sup_{y \in \mathbb{R}} |\mathcal{N}(u,v) \cap [y, y + x]| \ll \frac{x(uv)^\varepsilon}{\sqrt{\ln x}} \quad (x \geq 2).
\]

**Proof.** Without loss of generality, we may assume that \( u \) and \( v \) are squarefree. In this case, consider \( \nu \in \mathcal{N} := \mathcal{N}(u,v) \) and a prime number \( p \) not dividing \( uv \). If \( p \mid \nu \), then either \( p \mid n \) and so \( p^2 \mid \nu \) or \( \left( \frac{-uv}{p} \right) = 1 \). By Lemma 5.1, this last condition is equivalent to \( \chi_D(p) = 1 \) for some non principal Dirichlet character \( \chi_D \) modulo a divisor \( D \) of \( 4uv \). Now, by the orthogonality property of characters, we have

\[
\sum_{1 \leq n \leq D} \chi_D(n) = 0.
\]

Since, by definition, \( \chi_D(n) = 0 \) whenever \((n,D) > 1\), this implies that \( \chi_D(p) = 1 \) if, and only if, \( p \) belongs to a set of congruence classes modulo \( D \) containing exactly \( \frac{1}{2}\varphi(D) \) elements, where \( \varphi(D) \) denotes Euler’s totient. Note that \( \varphi(D) \) must be even since \( D = 2 \) is impossible for there exists only one, principal, character to the modulus 2.

Now assume that \( p \mid uv \). If \( p \mid (u,v) \), then \( p \mid \nu \). Otherwise, let us suppose, for instance, that \( p \mid v \) and \( p \not\mid u \). Then \( \nu \equiv um^2 \pmod{p} \), and so \( \nu \) belongs to \( \frac{1}{2}(p + 1) \) residue classes mod \( p \). A symmetric conclusion holds if \( p \mid u \) and \( p \not\mid v \).

Let \( \mathcal{P}(uv) \) denote the set of all primes \( p \) such that \( p \mid uv \) and let \( \mathcal{P}_1(uv) \) be the set of those \( p \) satisfying \( p \not\mid uv \) and \( \chi_D(p) = -1 \). We have shown that, if \( p \in \mathcal{P}_0(uv) \), then \( \nu \) is restricted to at most \( \frac{1}{2}(p + 1) \) classes modulo \( p \), and that, if \( p \in \mathcal{P}_1(uv) \), then either \( p \mid \nu \) or \( p^2 \mid \nu \). Moreover \( \mathcal{P}_1(uv) \) is a union of \( \frac{1}{2}\varphi(D) \) congruence classes modulo \( D \). We apply Theorem 5.2 to bound \( Z(x) := Z(x; u, v) \), selecting

\[
w(p) := \begin{cases} 
\frac{1}{2}(p - 1) & \text{if } r = 1 \text{ and } p \in \mathcal{P}_0(uv) \\
(p - 1)/(p + 1) & \text{if } r = 1 \text{ and } p \in \mathcal{P}_1(uv) \\
1 - (p - 1)/p^2 & \text{if } r \geq 2 \text{ and } p \in \mathcal{P}_1(uv) \\
1 & \text{in all other cases.} 
\end{cases}
\]

Put \( \vartheta(uv) := \mathcal{P}_0(uv) \cup \mathcal{P}_1(uv) \). With the above choice, we get

\[
\vartheta(p) = \begin{cases} 
(p - 1)/(p + 1) & \text{if } r = 1 \text{ and } p \in \mathcal{P}_0(uv) \\
1 - (p - 1)/p^2 & \text{if } r \geq 2 \text{ and } p \in \mathcal{P}_1(uv) \\
1 & \text{in all other cases.} 
\end{cases}
\]

Therefore

\[
\frac{1}{\vartheta(p)} - \frac{1}{\vartheta(p - 1)} = \begin{cases} 
\frac{2}{p - 1} & \text{if } r = 1 \text{ and } p \in \mathcal{P}_0(uv) \\
\frac{p - 1}{p^2 - p + 1} \leq \frac{1}{p} & \text{if } r = 2 \text{ and } p \in \mathcal{P}_1(uv) \\
0 & \text{in all other cases.} 
\end{cases}
\]
Denoting by \( \mathbb{N}_j(\nu) \) the set of positive integers all of whose prime factors belong to \( \mathcal{P}_j(\nu) \) \((j = 0, 1)\) and selecting \( Q := \sqrt{x} \) in (5.19), we obtain

\[
(5.21) \quad Z(x) \leq \frac{2x}{\mathcal{L}_0(x) \mathcal{L}_1(x)} \quad (x \geq 2),
\]

with

\[
(5.22) \quad \mathcal{L}_0(x) := \sum_{d \leq x^{1/3}, d \in \mathbb{N}_0(\nu)} \frac{2\omega(d) \mu(d)^2}{\phi(d)}, \quad \mathcal{L}_1(x) := \sum_{d \leq x^{1/8}, d \in \mathbb{N}_1(\nu)} \frac{\mu(d)^2}{d}
\]

where \( \omega(d) \) denotes the number of distinct prime factors of \( d \), \( \phi \) is Euler’s function, and \( \mu \) is the Möbius function.

For \( x \geq (\nu)^8 \), we plainly have

\[
(5.23) \quad \mathcal{L}_0(x) \geq \sum_{d \mid \nu} \frac{2\omega(d) \mu(d)^2}{\phi(d)} = \prod_{p \mid \nu} \frac{p + 1}{p - 1}
\]

To estimate \( \mathcal{L}_1(x) \) from below, we consider the sets \( \mathcal{C}^\pm(D) := \{ n \in \mathbb{N} : \chi_D(n) = \pm 1 \} \), so \( \mathcal{P}_1(\nu) = \{ p : p \nmid \nu, p \in \mathcal{C}^+(D) \} \). Let \( \mathcal{M}^\pm(D) \) denote the set of positive integers all of whose prime factors belong to \( \mathcal{C}^\pm(D) \). Since any squarefree integer \( n \) has a canonical representation in the form \( n = rst \) with \( r \mid D \), \( s \in \mathcal{M}^+(D) \), \( t \in \mathcal{M}^-(D) \), we have

\[
\sum_{n \leq x^{1/8}} \frac{\mu(n)^2}{n} \leq \sum_{r \mid D} \frac{1}{r} \sum_{s \leq x^{1/8}, s \in \mathcal{M}^+(D)} \frac{\mu(s)^2}{s} \sum_{t \leq x^{1/8}, t \in \mathcal{M}^-(D)} \frac{\mu(t)^2}{t}.
\]

The \( n \)-sum is classically \( \asymp \ln x \). Every summand in the \( t \)-sum may be further decomposed as \( t = md \) where \( m \mid \nu \) and \( d \in \mathbb{N}_1(\nu) \). Moreover each product \( rm \) is a divisor of \( \nu \). Therefore

\[
\ln x \ll \sum_{w \mid \nu} \frac{\mu(w)^2}{w} \mathcal{L}_1(x) \sum_{s \leq x^{1/8}, s \in \mathcal{M}^+(D)} \frac{\mu(s)^2}{s} \leq \prod_{p \mid \nu} \left( 1 + \frac{1}{p} \right) \mathcal{L}_1(x) \prod_{p \leq x} \left( 1 + \frac{1}{p} \right)
\]

\[
\ll \frac{\nu}{\phi(\nu)} \mathcal{L}_1(x) \exp \left\{ \sum_{p \leq x} \frac{1}{p} \right\},
\]

where \( \phi \) denotes Euler’s totient function. Now

\[
\sum_{p \leq x} \frac{1}{p} = \sum_{p \leq x} \frac{1 + \chi_D(p)}{2p} = \frac{1}{2} \ln x + \frac{1}{2} \sum_{p \leq x} \frac{\chi_D(p)}{p} + O(1)
\]

where the remainder is bounded by an absolute constant.
The last sum over \( p \) may be estimated by the Siegel–Walfisz theorem—see for instance [7, ch. 22]. We obtain that, for any given \( \varepsilon > 0 \), we have
\[
\sum_{p \leq x} \chi_D(p) \ll xe^{-c\sqrt{\ln x}} \quad (x > \exp D^\varepsilon)
\]
for a suitable positive constant \( c = c(\varepsilon) \). Estimating the sum trivially when \( x \leq \exp D^\varepsilon \) and using partial summation otherwise, we obtain
\[
\left| \sum_{p \leq x} \frac{\chi_D(p)}{p} \right| \ll \varepsilon \ln D + O(1).
\]
Gathering our estimates, we arrive at
\[
\mathcal{L}_1(x) \gg \varepsilon \frac{\varphi(uv)}{uvD^\varepsilon \sqrt{\ln x}}.
\]
Inserting this last estimate and (5.23) in (5.21) immediately yield the required bound (5.20) when \( x > (uv)^8 \). However, the result holds trivially when \( x \leq (uv)^8 \). \( \square \)

6 Proof of Theorem 4.1

Here, we establish inequality (4.1). We made no effort to optimize the bound for \( \varepsilon_N \) as a function of \( q_N \) when \( u/v \) is irrational. It is likely that a refined technique will enable a significant improvement of this aspect of the result.

We start with a simple lemma in Diophantine Approximation. As is usual in this theory, we introduce the notation
\[
\|\vartheta\| := \min_{n \in \mathbb{Z}} |\vartheta - n| \quad (\vartheta \in \mathbb{R}).
\]
For all \( \vartheta \in \mathbb{R} \), \( Q \in \mathbb{N}^* \) we have, by Dirichlet’s theorem,
\[
\mu(\vartheta; Q) := \min_{1 \leq m \leq Q} \|m\vartheta\| \leq 1/Q.
\]
Put
\[
q(\vartheta; Q) := \min \{ q : 1 \leq q \leq Q, \|q\vartheta\| = \mu(\vartheta; Q) \}.
\]
For notational convenience, we extend the definition of \( t \mapsto q(\vartheta; t) \) to \( [1, \infty[ \) by setting \( q(\vartheta; t) := q(\vartheta; \lceil t \rceil) \). The integers \( q(\vartheta; t) \) describe the set of denominators of the convergents of \( \vartheta \), viz.
\[
\{ q : \|q\vartheta\| < \min_{1 \leq r < q} \|r\vartheta\| \}.
\]

The following result is analogous to Lemma 6.2 of [8] and can be proved by the same method. For convenience of the reader, we recall the details.

**Lemma 6.1.** Let \( \vartheta \in \mathbb{R} \), \( Q \in \mathbb{N}^* \), \( \nu \in \mathbb{N}^* \), \( d \in \mathbb{N}^* \), \( q := q(\vartheta; Q) \), \( q^* := q(\nu\vartheta/d; 2dQ) \). Then we have \( q^* \geq q/(2\nu) \).
Proof. There exists integers $r$ and $s$ such that $(r, q) = (s, q^*) = 1$ and
\[ \left| \vartheta - \frac{r}{q} \right| \leq \frac{1}{qQ}, \quad \left| \frac{\nu \vartheta}{d} - \frac{s}{q^*} \right| \leq \frac{1}{2dq^*Q}. \]
It follows that
\[ \left| \frac{r}{q} - \frac{ds}{\nu q^*} \right| \leq \frac{1}{Q} \left\{ \frac{1}{q} + \frac{1}{2q^*} \right\}. \]
If $r/q = ds/((\nu q^*))$, then $s/q^* = (\nu r)/(dq)$ and, reducing the fraction, we get
\[ q^* = qd/((\nu r), dq) \geq qd/\{(\nu, dq)(r, d)\} \geq q/(\nu, dq) \geq q/\nu. \]
Otherwise, we have
\[ \frac{1}{\nu qq^*} \leq \frac{1}{Q} \left\{ \frac{1}{q} + \frac{1}{2q^*} \right\}, \]
whence
\[ Q \leq \nu q^* + \frac{1}{2}q \leq \nu q^* + \frac{1}{2}Q. \]
This yields the stated inequality.

We now embark on proving our theorem. Put $\vartheta := u/v$. We employ distinct arguments according as $\vartheta$ is or not a rational number.

Let us first consider the situation when $\vartheta \in \mathbb{Q}^*$. We then assume that $u \in \mathbb{N}^*$, $v \in \mathbb{N}^*$ since the general case easily follows from this.

Put $I := ]M, M + N]$. We have
\[ Z \leq 2\sup_{k \in \mathbb{N}} Z_k \]
with
\[ Z_k := \left| \{(m, n) \in \mathbb{Z}^2 : m \in I, \, um^2 + vn^2 = k\} \right|. \]

We shall show that the bound
\[
(6.3) \quad Z_k \ll \ln_2(3uv)\sqrt{N \log(2N)} \quad (N > N_0(uv)),
\]
where the implicit constant is absolute, holds uniformly with respect to $k \in \mathbb{N}$.

Recall the definition (5.18) of the Legendre symbol. It follows from instance from theorem 7.8.2 of [12] that, for each prime $p$ not dividing $kuv$, we have
\[
(6.4) \quad \sum_{0 \leq m < p} \left( \frac{kv - uvm^2}{p} \right) = -\left( \frac{uv}{p} \right). \]

Let $\mathcal{P}$ denote the set of prime numbers, set $\mathcal{P}_{3,4} := \{ p \in \mathcal{P} : p \equiv 3 \pmod{4}\}$ and
\[ \mathcal{P}_{3,4}(d) := \mathcal{P}_{3,4} \cap \{ p \in \mathcal{P} : p \nmid d \} \quad (d \geq 1). \]
If the pair $(m, n)$ is counted by $Z_k$ and if $p \mid k$, then $uvm^2 \equiv -(vn)^2 \pmod{p}$. Since $-1$ is not a square modulo $p$, this implies $p \mid uvm^2$ and hence $p \mid m$. Thus, when $p \in \mathcal{P}_{3,4}(uv)$, $p \mid k$, the abscissas $m$ of the elements of $Z_k$ are confined to a unique residue class modulo $p$. 

If, on the contrary, $p \nmid k$, we have
\[
\left( \frac{kv - uvm^2}{p} \right) \in \{0, 1\}
\]
whenever the pair $(m, n)$ is counted by $Z_k$. This implies that $m$ is restricted to at most
\[
1 + \frac{1}{2} \sum_{0 \leq m < p} \left\{ 1 + \left( \frac{kv - uvm^2}{p} \right) \right\} \leq \frac{1}{2} (p + 3)
\]
residue classes modulo $p$, where the inequality follows from (6.4).

We have therefore established that, for each prime $p \in \mathcal{P}_{3,4}(uv)$, the abscissas $m$ of the pairs counted by $Z_k$ are excluded from at least $\frac{1}{2} (p - 3)$ residue classes $p$. Applying Selberg’s sieve as stated in Theorem 5.2 with
\[
w(p^r) := \begin{cases} \frac{1}{2} (p - 3) & \text{if } r = 1, p > 5 \text{ and } p \in \mathcal{P}_{3,4}(uv) \\ 0 & \text{in all other cases} \end{cases}
\]
we obtain
\[
(6.5) \quad Z_k \leq \frac{2N}{\mathcal{L}_N}
\]
with
\[
\mathcal{L}_N := \sum_{d \leq \sqrt{N}} f(d),
\]
where $f(d) := \prod_{p \mid d} (p - 6)/(p + 6)$ and $\mathcal{B}(uv)$ denotes the set of squarefree integers $d$ all of whose prime factors lie in $\mathcal{P}_{3,4}(uv) \cap \{p : p \geq 7\} = \mathcal{P}_{3,4}(21uv)$.

We need a lower bound for $\mathcal{L}_N$. To achieve this, we observe that we have the following Eulerian decomposition of Dirichlet series
\[
F(s) := \sum_{d \in \mathcal{B}(uv)} \frac{f(d)}{d^s} = \prod_{p \in \mathcal{P}_{3,4}(21uv)} \left( 1 + \frac{f(p)}{p^s} \right) = \prod_{p \in \mathcal{P}_{3,4}} \left( 1 - \frac{1}{p^s} \right)^{-1} G_{uv}(s) H_{uv}(s),
\]
where
\[
G_{uv}(s) := \prod_{p \in \mathcal{P}_{3,4}} \left( 1 - \frac{1}{p^s} \right)^{-1}, \quad H_{uv}(s) := \prod_{p \in \mathcal{P}_{3,4}(21uv)} \left( 1 - \frac{12}{p^s(p + 6)} - \frac{p - 6}{(p + 6)p^{2s}} \right).
\]
Introducing the unique non-principal character $\chi_{3,4}$ modulo 4, defined by
\[
\chi_{3,4}(2m + 1) = (-1)^m \quad (m \geq 0),
\]
and the corresponding Dirichlet $L$-function, we further note that
\[
\prod_{p \in \mathcal{P}_{3,4}} \left( 1 - \frac{1}{p^s} \right)^{-1} = (1 - 2^{-s})^{1/2} \zeta(s)^{1/2} L(s, \chi_{3,4})^{-1/2} \prod_{p \in \mathcal{P}_{3,4}} (1 - p^{-2s})^{-1/2}.
\]
We are thus in a position to estimate $L_N$ by a Selberg–Delange type formula. From Theorem II.5.5 of [25], we readily obtain, with a suitable constant $K$,

$$L_N = K \frac{\varphi(uv)}{uv} \sqrt{\frac{N}{\ln N}} \left\{ 1 + O\left( \frac{\ln^2(3uv)}{\ln N} \right) \right\}.$$ 

Here, we have used the bound

$$\sum_{d|n} \frac{\mu(d)^2(\ln d)^m}{d} \ll_m (\ln n)^{m+1} \quad (n \geq 1)$$

proved in [9, equation (10)].

It follows that, for suitably large $C_1$ and $N_0(uv)$ as defined in (4.2), we have

$$L_N \gg \frac{\varphi(uv)}{uv} \sqrt{\frac{N}{\ln N}} \quad (N > N_0(uv)).$$

In view of (6.5), this yields (6.3), as required.

We now turn our attention to the case $\vartheta \in \mathbb{R} \setminus \mathbb{Q}$. We denote by $\langle x \rangle := x - \lfloor x \rfloor$ the fractional part of a real number $x$ and let $g : \mathbb{R} \to \mathbb{Z}$ be the function defined by

$$g(x) = \begin{cases} 
\lfloor x \rfloor & \text{if } 0 \leq \langle x \rangle < \frac{1}{2}, \\
\lfloor x \rfloor + 1 & \text{if } \frac{1}{2} \leq \langle x \rangle < 1.
\end{cases}$$

Denote by $\mathcal{Q}$ the set of perfect squares. We may restrict to estimating, uniformly in $V > 0$, the quantity

$$E_N := \sum_{m \in I} \sum_{g(V - \vartheta m^2) \in \mathcal{Q}} 1.$$

Let $y \geq 2$. The arithmetic multiplicative function $\lambda_y$ defined on prime powers $p^r$ by

$$\lambda_y(p^r) := \begin{cases} 
(-1)^r & \text{if } r = 1 \text{ or } 2 \text{ and } p \leq y, \\
0 & \text{if } r \geq 3 \text{ or } p > y
\end{cases}$$

satisfies

$$1_{\mathcal{Q}}(n) \leq \sum_{d|n} \lambda_y(d) \quad (n \geq 1).$$

Moreover, we have $\lambda_y(n) = 0$ whenever $n > N_y := \prod_{p \leq y} p^2$. Letting $T(N_y)$ designate the total number of divisors of $N_y$, we have trivially

$$T(N_y) \leq 3^y.$$

Let $P(d)$ denote the largest prime factor of a natural integer $d$, with the convention that $P(1) = 1$. It follows from the above considerations that

$$E_N \leq \sum_{m \in I} \sum_{d|g(V - \vartheta m^2)} \lambda_y(d) = \sum_{P(d) \leq y} \lambda_y(d) \sum_{m \in I; \ g(V - \vartheta m^2) \equiv 0 \pmod{d}} 1.$$
Now \( g(V - \vartheta m^2) \equiv 0 \pmod{d} \) if, and only if, there exist \( k \in \mathbb{Z} \) and \( \eta \in [-\frac{1}{2}, \frac{1}{2}] \) such that 
\[
\frac{-1}{2d} \leq \frac{V - \vartheta m^2}{d} < \frac{1}{2d} \pmod{1}.
\]

If \( D_N(d) \) denotes the discrepancy of the sequence \( \{\vartheta m^2/d\}_{m \in I} \), we thus have
\[
\sum_{m \in I} g(V - \vartheta m^2) \equiv 0 \pmod{d} = \frac{N}{d} + O(ND_N(d)).
\]

From the Erdős–Turán inequality [10], [11] (see [22] for recent considerations upon optimal constants), we have for all \( H \geq 1 \)
\[
|D_N(d)| \leq \frac{1}{H} + \sum_{1 \leq \nu \leq H} \left| S_\nu(d) \right| \nu
\]
where we have put
\[
S_\nu(d) := \frac{1}{N} \sum_{m \in I} e(\vartheta \nu m^2/d).
\]

To estimate \( S_\nu(d) \), we apply a classical inequality of Weyl (see for example [20], chap. 2, th. 1) stating that, for \( \alpha \in \mathbb{R}, a \in \mathbb{Z}, q \in \mathbb{N}^\ast, |\alpha - a/q| \leq 1/q^2 \), we have
\[
\sum_{m \in I} e(\alpha m^2) \ll \frac{N}{\sqrt{q}} + \sqrt{(N + q) \ln q}.
\]

We bound \( S_\nu(d) \) in terms of good rational approximations of the real number \( \vartheta \). Let \( q_N := q(\vartheta; \sqrt{N}) \). From Lemma 6.1, we know that \( q(\nu \vartheta/d; N) \geq q_N/(2\nu) \) for \( 1 \leq d \leq \frac{1}{2} \sqrt{N} \), \( \nu \geq 1 \).

By (6.9), it follows that
\[
S_\nu(d) \ll \sqrt{\nu/q_N}
\]
uniformly for \( 1 \leq \nu \leq q_N, 1 \leq d \leq \frac{1}{2} \sqrt{N} \).

Applying (6.8) with \( H := q_N^{1/3} \), we obtain
\[
D_N(d) \ll q_N^{-1/3} \quad (1 \leq d \leq \frac{1}{2} \sqrt{N}).
\]

We now insert this inequality back into (6.7) and then (6.6). Taking the formula
\[
\sum_{p^y \leq y} \lambda_y(d) = \prod_{p \leq y} \left( 1 - \frac{1}{p} + \frac{1}{p^2} \right) \ll \frac{1}{\ln y} \quad (y \geq 2),
\]
to account, we get
\[
E_N \ll \frac{N}{\ln y} + \frac{N3^y}{q_N^{1/3}}.
\]

Selecting, for instance, \( y = \frac{1}{4} \log 3q_N \), we obtain the bound
\[
E_N \ll \frac{N}{\ln 2 q_N^{1/3}}.
\]
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