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Abstract

A finite element simulation of the Charpy test is developed in order to model the ductile to brittle transition curve of a pressure vessel steel. The material (an A508 steel) and the experimental results are presented in a companion paper (Part I [1]).

The proposed simulation includes a detailed description of the material viscoplastic behavior over a wide temperature range. Ductile behavior is modeled using modified Rousselier model. The Beremin model is used to describe brittle fracture. The Charpy test is simulated using a full 3D mesh and accounting for adiabatic heating and contact between the specimen, the striker and the anvil.

The developed model is well suited to represent ductile tearing. Using brittle failure parameters identified below −150°C, it is possible to represent the transition curve up to −80°C assuming that the Beremin stress parameter $\sigma_u$ is independent of temperature. Above this temperature, a temperature dependent Beremin stress parameter, $\sigma_u$, must be used to correctly simulate the transition curve. Quasi-static and dynamic tests can then be consistently modeled.
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Nomenclature

$A_n$ nucleation law material parameter

$C_p$ volume heat capacity of the damaged material (MPa K$^{-1}$)
$C^0_p$ volume heat capacity of the undamaged material (MPa K$^{-1}$)

$\underline{C}$ elastic fourth order tensor

$D$ heat diffusivity (m$^2$.s$^{-1}$)

$\underline{F}$ viscoplastic flow function

$F$ load

$K_i$, $n_i$ viscoplastic law material coefficients

$P_R$ total failure probability

$Q_1$, $Q_2$, $b_1$, $b_2$ plastic hardening parameters

$R(p, T)$ flow stress dependent on cumulative plastic strain and temperature (MPa)

$R_0$ quasi-static yield stress (MPa)

$TK_7$ temperature index corresponding to 70J/cm$^2$ (56 Joules) for a standard V-notch Charpy specimen

$V_0$ reference volume

$f$ void volume fraction

$f_0$ initial void volume fraction

$h_{\perp}$ mesh size in the direction perpendicular to the crack plane

$h_l$ mesh size along the propagation direction

$h_t$ mesh size tangent to the crack front

$m$ exponent of the Weibull distribution

$p$ equivalent plastic strain of undamaged material (s$^{-1}$)

$p_c$ critical strain over which cleavage can occur

$q_{R_R}$, $D_R$ modified Rousselier model parameters

$x_D$ diffusion length

$\delta$ specimen deflexion

$\dot{\varepsilon}$ strain rate (s$^{-1}$)

$\underline{\dot{\varepsilon}}$ strain rate tensor

$\underline{\dot{\varepsilon}}_e$ elastic strain rate tensor
1 Introduction

Charpy V–notch impact tests are still widely used to study the fracture properties of steels. This test was first proposed more than a century ago [2, 3]. The test is simple to perform and has been widely used since then. This testing mode was initially used to determine macroscopic characteristics such as the Charpy fracture energy CVN. Instrumented Charpy devices are now used which allow to measure the whole force—displacement curve from which more information can be gained. However these data are representative of the material and of the specimen so that it remains difficult to transfer these data to actual large structures.

In this paper, a micromechanical analysis of the Charpy test is proposed. The aim is to determine model parameters which are intrinsic to the material. The parameters are then used to simulate the Charpy test so that macroscopic characteristics can be predicted and compared to actual tests in order to validate the model. This strategy allows one to transfer the results of the tests to larger structures with an increased level of confidence.

The first numerical simulation of the Charpy test was proposed by Norris [4] using plane strain conditions. Effects of material rate sensitivity [5], of temperature dependence [6], of the 3D geometry [7, 8] and of specimen size [9] were studied in a series of theoretical papers lacking of comparisons with experiments.
Such comparisons were carried out by other authors for steels similar to the material investigated in the present study [10–13]. Simulations of sub–size Charpy specimens were also proposed in [14].

The material used in the present study is fully described in a companion paper [1]. This steel (A508 Cl.3) is used to manufacture the pressure vessel of French nuclear pressurized water reactors. The aging behavior of this material under irradiation is monitored using Charpy V–notch specimens located in capsules inside the pressure vessel. The present work aims at proposing a computational strategy what could ultimately be used to predict the fracture toughness of irradiated materials from Charpy data.

The paper details the material models needed for the simulation of the ductile to brittle transition (DBT). They include the description of: (i) the viscoplastic behavior over a wide temperature range, (ii) ductile tearing, (iii) brittle failure. The numerical procedures are then described together with the identification of the material parameters. Results of the simulation of ductile crack extension and subsequent brittle failure are finally presented which allow the simulation of the whole Charpy transition curve for an unirradiated material.

2 Material models

This study was performed on an A508 (16MND5) steel presented in the companion paper [1]. In this section, the different material models needed to simulate the Charpy test are detailed. This includes: (i) the viscoplastic behavior of the undamaged material, (ii) the ductile damage behavior, (iii) a criterion to describe the initiation of brittle failure.

2.1 Viscoplastic behavior

Ductile damage in the material is mainly initiated on MnS inclusions whose volume fraction, given by the Franklin formula [15] as well as image analysis, is equal to $1.75 \times 10^{-4}$. As the interface between these inclusions and the surrounding matrix is very weak, the MnS volume fraction can be considered as the initial porosity used in the model for ductile fracture. Further void nucleation may occur on iron carbides ($\text{Fe}_3\text{C}$) for high levels of deformation as shown in [1]. One consequence of the low initial porosity is that coupling between work hardening and void growth can be neglected during tensile tests. These tests can therefore be directly used to identify the viscoplastic behavior of the undamaged material in the transition temperature range.
Experiments conducted at various temperatures ($T \in [-196^\circ C, 200^\circ C]$) and strain rates ($\dot{\varepsilon} \in [10^{-4} \text{ s}^{-1}, 5 \times 10^3 \text{ s}^{-1}]$) are detailed elsewhere [1, 16]. This included quasi-static tensile tests as well as dynamic tests using Hopkinson split bars. The main results are summarized as follows.

The flow stress of the material is expressed as a function of temperature $T$ and plastic strain, $p$, as:

$$R(p, T) = R_0 + Q_1(1 - \exp(-b_1p)) + Q_2(1 - \exp(-b_2p))$$  \hspace{1cm} (1)

where $R_0$, $Q_1$ and $b_1$ depend on $T$ whereas $Q_2$ and $b_2$ are chosen constant. The equivalent plastic strain rate $\dot{p}$ is given by the viscoplastic flow function $\dot{p} = F(\sigma - R)$ which is expressed as:

$$\frac{1}{\dot{\varepsilon}} = \frac{1}{\dot{F}} = \frac{1}{\dot{\varepsilon}_1} + \frac{1}{\dot{\varepsilon}_2} \text{ with } \dot{\varepsilon}_i = \left(\frac{\sigma - R}{K_i}\right)^{n_i} \quad i = 1, 2$$  \hspace{1cm} (2)

where $\sigma$ is the tensile stress. The strain rates $\dot{\varepsilon}_1$ and $\dot{\varepsilon}_2$ are each representative of a deformation mechanism: (1) Peierls friction, (2) phonon drag [17]. The mechanism with the smallest deformation rate controls deformation. In practice, the phonon drag mechanism only prevails at very high strain rates ($> 1000 \text{ s}^{-1}$). In eq. 1, $K_1$ and $n_1$ are temperature dependent whereas $K_2$ and $n_2$ are constant.

Adjusted model parameters for plastic hardening and strain rate effects are given on fig. 1. Fig. 2 shows that these parameters lead to a good agreement between the experimental conventional yield stress ($R_0$) with the predicted one values. The good agreement is observed over the whole experimental strain rate and temperature ranges which were investigated, as already shown in [1].

2.2 Ductile failure

Ductile failure is commonly represented by models using a single damage parameter which represents the void volume fraction or porosity, $f$ [18, 19]. The Gurson model extended by Tvergaard and Needleman [18] (so called GTN model) is based on micromechanical considerations and is commonly used. The Rousselier [19] model is based on thermodynamics [20, 21]. However the original formulation of this model is not suitable for temperature and rate dependent materials as shown in [22]. To overcome these difficulties, a modified Rousselier model was proposed in [22, 23]. This modified Rousselier model will be used in the following. All models assume an additive decomposition of the strain rate tensor $\dot{\varepsilon}$ as:

$$\dot{\varepsilon} = \dot{\varepsilon}_e + \dot{\varepsilon}_p + \dot{\varepsilon}_{th}$$  \hspace{1cm} (3)

where $\varepsilon_e$ is the elastic strain tensor, $\varepsilon_p$ the plastic strain tensor and $\varepsilon_{th}$ the thermal strain tensor. The elastic strain tensor is related to the stress tensor $\sigma$ by the Hooke’s
law: $\sigma = C : \varepsilon_e$ where $C$ is the elastic fourth order tensor. The dependence of the elastic properties on damage is neglected as in many other studies devoted to ductile rupture. Thermal expansion (caused by adiabatic heating) can also be neglected as it occurs only in areas where plastic strain is very large.

The model is based on the implicit definition of an effective stress ($\sigma_*$) which is a function of both the macroscopic Cauchy stress ($\sigma$) and the porosity:

$$\frac{\sigma_{eq}}{(1 - f)} + \frac{2}{3} f D_R \exp \left( \frac{q_R}{2} \frac{\sigma_{kk}}{(1 - f)\sigma_*} \right) - 1 \overset{def.}{=} \sigma_* = 0 \quad (4)$$

where $\sigma_{eq}$ is the von Mises equivalent stress and $\sigma_{kk}$ the trace of the stress tensor, while $q_R$ and $D_R$ are material parameters which need to be adjusted.

The viscoplastic yield function is written as:

$$\phi = \sigma_* - R(p). \quad (5)$$

Viscoplastic flow occurs when $\phi \geq 0$. The flow stress $R$ is given by eq. 1 as a function of the effective plastic strain, $p$. The plastic strain rate tensor is given by the normality rule as:

$$\dot{\varepsilon}_p = (1 - f) \dot{p} \frac{\partial \phi}{\partial \sigma} = (1 - f) \dot{p} \frac{\partial \sigma_*}{\partial \sigma}. \quad (6)$$

Noting that $\sigma_*$ is an homogeneous differentiable function of $\sigma$ of degree 1, Euler’s theorem applies so that: $(\partial \sigma_* / \partial \sigma) : \sigma = \sigma_*$. Consequently one obtains:

$$\dot{\varepsilon}_p : \sigma = (1 - f) \dot{p} \sigma_* \quad (7)$$

This corresponds to the fact that the macroscopic plastic work (left handside) is equal to the microscopic one (right handside) [24]. The multiplier $\dot{p}$ is given by eq. 2 as $\dot{p} = F(\sigma_* - R)$. The evolution of the damage variable is governed by mass conservation modified to account for nucleation of new voids [18, 25]:

$$\dot{f} = (1 - f) \text{trace}(\dot{\varepsilon}_p) + A_n \dot{p}. \quad (8)$$

In this expression, the first right handside term corresponds to void growth and the second one to strain controlled nucleation. $A_n$ is a material parameter representing the nucleation rate [26]. All model parameter directly related to ductile fracture (i.e. $q_R$, $D_R$ and $A_n$) are assumed to be temperature independent.

Under quasi–static loading, isothermal conditions are assumed. Under rapid loading corresponding to adiabatic conditions, the temperature $T$ increases due to plastic deformation. In the following, the temperature evolution is written as:

$$C_p \dot{T} = \beta \dot{\varepsilon}_p : \sigma = (1 - f) \beta \dot{p} \sigma_* \quad (9)$$
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where \( C_p \) is the volume heat capacity and \( \beta \) a constant factor. Note that \( C_p \) equals \((1 - f)C_p^0\) where \( C_p^0 \) is the heat capacity of the undamaged material so that \( C_p^0 \beta = \beta \rho \sigma_s \). The value of \( C_p^0 \) was obtained from the literature [27].

2.3 Brittle failure

Brittle fracture is described using the Beremin model [28] which accounts for the random nature of brittle fracture. The model is based on the Weibull weakest link theory. The model uses the following definition of a local effective stress for brittle failure \( \sigma_{Ip} \):

\[
\sigma_{Ip} = \begin{cases} 
\sigma_I \exp(-p/k) & \text{if } \dot{\rho} > 0, \ p > p_c \\
0 & \text{otherwise}
\end{cases}
\]

(10)

where \( \sigma_I \) is the maximum principal stress of \( \sigma \). The condition \( \dot{\rho} > 0 \) expresses the fact than failure can only occur when plastic deformation occurs. The \( \exp(-p/k) \) term has been proposed in [28] to phenomenologically account for grain shape changes or crack blunting effect induced by plastic deformation. \( p_c \) is the critical strain over which cleavage can occur. This brittle failure model can be applied as a post-processor of calculations including ductile tearing. In this case, care must be taken while computing the failure probability as ductile crack advance leads to unloading of the material left behind the crack front. Considering that each material point is subjected to a load history, \( \sigma(t), \ p(t) \ (t = \text{time}) \) the probability of survival of each point at time \( t \) is determined by the maximum load level in the time interval \([0, t] \). An effective failure stress \( \tilde{\sigma}_{Ip} \) is then defined as [29, 30]:

\[
\tilde{\sigma}_{Ip}(t) = \max_{t' \in [0, t]} \sigma_{Ip}(t')
\]

(11)

The failure probability, \( P_R \), is obtained by computing the Weibull stress, \( \sigma_w \):

\[
\sigma_w = \left[ \int_V \tilde{\sigma}_{Ip}^m \frac{dV}{V_0} \right]^{1/m} \quad P_R = 1 - \exp \left[ -\left( \frac{\sigma_w}{\sigma_u} \right)^m \right]
\]

(12)

where the volume integral is taken over the whole volume of the specimen. \( V_0 \) is a reference volume which can be arbitrarily fixed. Model parameters (\( \sigma_u, \ m, \ k, \ p_c \)) must be adjusted. They were considered as constant as in the original Beremin model.

3 Numerical simulation

The model for ductile rupture has been implemented in a general purpose implicit finite element code [31]. An implicit scheme is used to integrate the constitutive equations. The consistent tangent matrix is computed using the method proposed
Details of the implementation can be found in [23]. Finite strains are treated using a corotational reference frame [33, 34] defined so that the stress rate corresponds to the Jauman rate.

Depending on the geometry different element types were used. This includes plane strain (PE) elements used to model the Charpy test in a simplified way (section 6), axisymmetric (AXI) elements used to model round notched bars and 3D elements used to model the Charpy tests. In all cases except in the contact zones in 3D cases where linear elements (i.e. 8 nodes bricks) have been used, calculations are done using quadratic elements with reduced integration. In regions where the crack propagates, 8 nodes (PE and AXI) and 20 nodes (3D) elements are used. The contact between the Charpy sample and the striker and the anvil was modeled using Coulomb friction with a friction coefficient equal to 0.1. The elements in the contact regions are linear elements in the case of 3D simulations. To join the regions, nodes belonging to quadratic elements and lying at the middle of an edge between a quadratic and a linear element are constrained so that they remain at the middle of the edge.

The finite element mesh used to simulate the Charpy specimen is shown on fig. 3. Only 1/4 of the specimen is meshed due to symmetries. The specimen, striker and anvil sizes and geometries are those of the AFNOR standard [35].

Tests under dynamic conditions (striker speed \( v_0 = 5 \text{ m.s}^{-1} \)) and quasi–static conditions (striker speed \( v_0 = 1 \text{ mls}^{-1} \)) corresponding to those of the companion paper [1] were simulated. Inertial effects are not accounted for in both cases as they were shown to affect failure only at very low temperatures and not in the transition regime [6, 36, 37]. Dynamic tests were simulated using adiabatic heating conditions as discussed in [1]. Quasi–static tests were simulated under isothermal conditions.

Once the porosity has reached \( f_c \) at a given Gauss point, this Gauss point is considered as “broken”. In that case, the behavior is replaced by an elastic behavior with a very low stiffness (Young’s modulus: 1 MPa). Once a sufficiently high number of Gauss points are broken (4 for 20 nodes bricks, 2 for 8 nodes quadrangles), the element is automatically removed by checking this condition after global convergence for each time increment (therefore the elements are removed in an explicit way).

In the case of brittle fracture, the volume integral in eq. 12 is evaluated using a standard Gauss quadrature. Before computing the maximum principal stress, \( \sigma_1 \), the stress tensor is smoothed in order to obtain a constant stress tensor trace in each element. At each Gauss point, the computed stress tensor \( \sigma \) is therefore replaced by the following tensor: \( \sigma' = \sigma - \frac{1}{3} \langle \sigma_{kk} \rangle \mathbf{1} \) where \( \mathbf{1} \) is the unity tensor and \( \langle \sigma_{kk} \rangle \) the mean stress trace in the element (computed using the Gauss quadrature). This smoothing procedure differs from the one proposed by ESIS [38] which recommends to compute the Weibull stress using the average stress tensor.
for each element. The present procedure allows to smooth the pressure variations caused by the quasi–incompressibility of the material (for low levels of porosity) while preserving a more accurate stress profile. In any case, differences between both procedures remain very limited.

4 Adjustment of the material parameters

The identification of material parameters relative to the viscoplastic behavior is relatively straightforward as tests can be performed on simple specimens in which stress and strain can be considered as uniform. This is not the case in the case of ductile and brittle rupture. The identification procedure is then based on the comparison between the experimental response of a small structure and the simulated one. This simulation must be performed using finite element simulation.

In order to simplify the identification procedure, the ductile and brittle rupture models are identified at temperatures where a single failure mechanism is active. Brittle rupture was identified for $T \in [-196^\circ C, -150^\circ C]$ and ductile rupture for $T = 20^\circ C$ (see fig. 3 in [1]). Fitted parameters are assumed to remain constant over the whole investigated temperature range $[-196^\circ C, 200^\circ C]$. The validity of the assumption is discussed in section 5.2. On the other hand, parameters describing hardening and strain rate dependence are temperature dependent (section 2.1). Adjusted parameters are gathered in tab. 1.

4.1 Ductile failure

Axisymmetric notched bars [39, 40] are used to identify the Rousselier model. These are small structures which can be rapidly computed as many simulations with different sets of parameters are required by the identification algorithms. Different notch radii are used: $\rho = 6.0, 2.4$ and $1.2$ mm for a minimum sample diameter $\Phi_0$ equal to $6.0$ mm (fig. 4–(a)). Tests are performed measuring the minimum diameter variation as explained in [1]. In these samples, the values of the stress triaxiality ratio ($\frac{1}{2}\sigma_{kk}/\sigma_{eq}$), which plays an important role in ductile fracture, are close to those encountered in Charpy specimens. In order to obtain a parameter identification representative of ductile crack extension, it is necessary to include in the experimental data base tests where stable crack growth is obtained. This can be done by conducting the tests on notched bars with a controlled diameter variation rate. With a standard axial displacement control, the test usually becomes unstable after crack initiation so that the rapid load drop (fig. 4–(a)), which corresponds to crack growth, cannot be monitored.

As the model parameters are numerous, it is desirable to obtain some of them
directly from the metallurgical analysis of the material [41, 42]. In the present case, the initial porosity is set equal to the MnS volume fraction (i.e. \( f_0 = 1.75 \times 10^{-4} \)). Cross section examinations of notched bars and Charpy specimen, show that secondary voids are nucleated on cementite particles (Fe₃C) at high levels of plastic strain. Nucleation starts for \( p \approx 0.5 \) [1]. The carbide volume fraction is obtained from the chemical composition of the material: 2.3%. This sets the maximum value of the nucleated porosity. Nucleation is assumed to end for \( p \approx 1.1 \) which is the level of plastic deformation in a tensile bar close to the rupture surface. Consequently the nucleation rate parameter \( A_n \) (eq. 8) is set to 0.038 for \( 0.5 \leq p \leq 1.1 \) et to 0.0 otherwise. It can be noted that secondary nucleation plays a limited role in notched bars but that it must be accounted for in the case of Charpy specimen in order to correctly model crack initiation at the root of the notch and crack extension at the free surfaces of the samples. It should also be noted that the nucleation law used in this study strongly differs from the one used by other authors for similar materials [12, 43]. In these cases, the phenomenological law proposed in [25] was used with material parameters such that nucleation is almost exhausted for \( p = 0.5 \), which is not in agreement with the observations reported in [44].

Mesh size and mesh design play an important role in calculations involving the simulation of crack initiation and propagation [19, 45–47]. Due to the softening behavior of the material, mesh size influences the fracture energy and it is often argued that this quantity should be adjusted on experiments involving stable crack growth in order to fit the crack propagation energy [19, 48]. The mesh size is then interpreted as some microstructural characteristic length (e.g. interparticle spacing or grain size). Experiments on nodular cast iron having the same volume fraction of nodules but different sizes support this interpretation as it was shown that ductility decreases with decreasing interparticle spacing and that this effect can be modeled using finite element sizes proportional to particle spacing [49].

The element size is characterized by three quantities [50]: \( h_\perp \) the mesh size in the direction perpendicular to the crack plane, \( h_l \) the mesh size along the propagation direction and \( h_t \) the mesh size tangent to the crack front (see fig. 5). \( h_\perp \) plays the most significant role on crack propagation. It should be considered as the material parameter to be adjusted. \( h_l \) must be of the same order of magnitude as \( h_\perp \) in order to consistently capture the stress—strain fields in the propagation direction. In particular it must be small enough to capture the stress maximum which develops ahead of the notch root so that brittle fracture can be correctly modeled. Finally \( h_t \) is used to describe the gradients along the thickness of the specimen. For this reason, \( h_t \) is usually smaller at the free boundaries. The values of these mesh size parameters are given in Table 1. The value of 100 \( \mu \text{m} \) retained for \( h_\perp \) corresponds roughly to the mean distance between MnS inclusions.
4.2 Brittle failure

Model parameters ($\sigma_u$, $m$ and $k$) are first identified using tensile round notched bars (NT) tested at low temperature $[-196^\circ C, -150^\circ C]$ in order to deal with brittle fracture only. 28 tests were performed. The parameters are identified using an automatic identification procedure which minimizes the quadratic difference between the theoretical and experimental failure probabilities. For a given set of model parameters, the Weibull stress at experimental failure and the associated theoretical failure probability (eq. 12) are computed for each sample. Using the same Weibull stress, the different tests are ordered (increasing Weibull stress) to compute the experimental failure probability as: $P^i_r = (i - \frac{1}{2})/N$ where $N$ is the total number of specimens and $i = 1 \ldots N$ the rank of the specimen.

The reference volume, $V_0$, is taken equal to 0.001 mm$^3$. The values of $\sigma_u$ and $m$ were identified for $k = 0, 2, 4$ (see eq. 10). The best fit was obtained with $k = 4$. Note however that the influence of $k$ is small as plastic deformation remains limited in the brittle failure temperature range (see fig. 3 in [1]). Experimental and theoretical failure probabilities are compared on fig. 4–(b) as a function of the computed Weibull stress. In this figure, a good agreement between experimental and theoretical values is observed when adopting the following values for the Weibull parameters: $m = 17.8$ and $\sigma_u = 2925$ MPa. These values are typical of those found in other studies devoted to cleavage fracture of A508 steels (see e.g. [28]).

5 Results of Charpy V–test simulation

5.1 Simulation of ductile tearing

Simulated load—striker displacement curves are compared with experiments on fig. 6 for dynamic\footnote{In this paper dynamic means at high speed ($v_0 = 5 m.s^{-1}$) without taking into account the inertial effects} tests and on fig. 7 for quasi–static tests. The effects of test temperature and striker speed are well reproduced after significant displacement has been applied. The load decrease caused by crack growth is also reproduced.

Load—displacement curves at $T = -60^\circ C$ and $T = 20^\circ C$ computed using quasi–static, dynamic with adiabatic heating and dynamic with constant temperature are compared on fig. 8–(a). It can be noted that the isothermal dynamic simulation results in much higher forces than the adiabatic one and overestimates the actual experimental data. On the other hand, under quasi–static conditions, isothermal
calculations appear to be adequate. Fig. 8–(b) compares the energy—crack advance curves obtained using the three previous hypothesis. In this figure, $\Delta a_{\text{max}}$ represents the maximum crack advance which is measured at the center of the specimen. Experimental data at $T = -60^\circ$C were obtained from the examination of the fracture surfaces where the transition between ductile crack growth and brittle fracture could easily be observed. In this figure it is noted that a dynamic calculation with constant temperature largely overestimates the Charpy energy for a given crack advance. This result is a direct consequence of the load overestimation for a given displacement. With a more realistic assumption corresponding to adiabating heating, a good agreement is found between tests and simulation. In particular, the slightly smaller energy needed to propagate a crack under quasi–static conditions is well reproduced at $-60^\circ$C. This effect can easily be explained by the temperature effect on the constitutive laws of the material. At temperatures above $0^\circ$C, the ductile upper shelf energy (USE) is computed accurately provided that the calculation is carried out for deflection as large as 18 mm. Comparison with experiments are shown on fig. 12–(b) and 12–(d). Some experimental dispersion on the USE can be observed which has been related to material heterogeneities [41, 51].

Opening stresses ahead of the crack tip at the center of the Charpy specimen are plotted on fig. 9 for a maximum crack advance, $\Delta a_{\text{max}}$, of 1.0 and 2.0 mm at $T = -60^\circ$C. The smallest stress maximum is obtained for quasi–static conditions while the highest value corresponds to dynamic/isothermal conditions. It is also shown that the stress maximum is located at about 1.0 mm for the crack tip under quasi–static conditions and only at about 500 $\mu$m otherwise. These results show that the mesh size used along the propagation direction $h_l = 150$ $\mu$m is large enough to capture the stress field. Stresses tend to slightly increase with increasing crack length. It was noted that the opposite effect is obtained when the crack length is about 4.0 mm because the crack tip is closer to the free surface as this causes a strong constraint loss.

Fig. 10–(b) shows crack advance and the crack front shape for $\Delta a_{\text{max}} = 1.0$ mm (CVN=97 J) and $\Delta a_{\text{max}} = 3.6$ mm (CVN=157 J). The simulation compares well with experiments (fig. 10–(a)): (i) tunneling effect is observed as the crack length is higher at the center of the specimen, (ii) the stress maximum is located at the center of the specimen ahead of the crack tip; this result is in agreement with the position of observed cleavage initiation sites [1]; (iii) the specimen width reduction is well simulated. Note however that slanted shear lips are not reproduced. It is also interesting to note that for large deflections ($\delta > 7.5$ mm) the contact line between the striker and the specimen is no longer located on the plane of symmetry as observed experimentally.

Fig. 11 represents the temperature increase, $\Delta T$, at the center of the specimen ahead of the notch tip for two crack advances (2.0 and 3.6 mm). It is shown that the temperature rise is maximum (350$^\circ$C) at the notch tip; this is caused by the larger
plastic strain needed to reach failure as the stress triaxiality is smaller close to a free surface. Ahead of this zone, the temperature increase at failure lies between 200 and 250°C. The side opposite to the notch is initially plastically deformed under compression. This leads to a temperature increase which occurs well before this part is actually cracked: this may possibly cause brittle cracks to arrest in this zone. Comparisons with measurements made at the outer free surface of the specimen (fig. 6 in [1]) shows that the simulation overestimates the experiments by a factor 2. On the one hand, this may be caused by experimental problems such as the rapid cooling of the thermocouple at the free surface or the difficulty to put the thermocouple at the location of maximum heat production. On the other hand, this may also be caused by the model itself as failure at the free surface occurs by the formation of shear lips which are not accounted for.

5.2 Results: modeling of the Charpy transition curve

In order to determine the Charpy transition curve, the previous calculations including ductile crack extension are post–processed using the Beremin model with the material coefficients optimized in section 4.2. The Charpy energy CVN corresponding to a failure probability of 10%, 50% and 90% is plotted as a function of the test temperature. Results are shown on fig. 12–(a) for dynamic adiabatic conditions and fig. 12–(c) for quasi–static conditions. It is shown that the prediction is satisfactory up to $T = -80^\circ$C but that, above this temperature the model largely underestimates the rupture energies. This effect is more pronounced for dynamic tests than for quasi–static tests. This result is nevertheless important as the Weibull parameters were identified in the $[-196^\circ, -150^\circ]$ temperature range showing that data extrapolation is possible up to $-80^\circ$C. Similar results have been reported in the literature [12, 43]. Bernauer et al. [43] explained this result considering that void nucleation at carbides eliminates potential sites for cleavage. Therefore they proposed a modified version of the Beremin model to take into account the decrease of the potential defect population. This situation prevails only at high temperature where high plastic strains are needed to reach cleavage stresses. These authors used a nucleation law such that 50% of the carbides have nucleated void for a plastic strain equal to 0.3. This assumption cannot be applied to the present steel since it was experimentally observed that void nucleation at carbides initiates for plastic strains larger than 0.5 [1, 52].

The transition curve was adjusted using a temperature dependent value for the $a_u$ parameter as already proposed in [29, 30]. This is similar to using a temperature dependent critical cleavage stress as in [53–55]. In the case of dynamic tests, as the conventional Charpy V–notch test, the temperature increase ahead of the crack tip should not be neglected when using this solution. Calculations show that the temperature increase, when the stress maximum is reached, lies between 20°C and 30°C, in first half of the specimen (i.e. $\Delta a_{\text{max}} < 4.0$ mm). This temperature
increase is even larger on the specimen side opposite to the notch as the crack propagates in a region which has been predeformed in compression. Consequently the brittle failure model accounting for load history (section 2.3) must be slightly modified. The rupture probability of a volume element is no longer represented by \( \sigma_{IP} \) but by \( \omega = (\sigma_{IP}/\sigma_u)^m \) where both \( \sigma_u \) and \( m \) may be temperature dependent and must be evaluated at each location. The load history integrating stress variations but also temperature changes is represented by:

\[
\tilde{\omega}(t) = \max_{t' \in [0,t]} \omega(t')
\]

Finally the failure probability is given by:

\[
P_R(t) = 1 - \exp(-\Omega(t)) \quad \text{with} \quad \Omega(t) = \int_V \tilde{\omega}(t) \frac{dV}{V_0}.
\]

It is indeed no longer possible to define a Weibull stress and to use experimental results obtained at different temperatures to adjust the model parameters.

The value of \( \sigma_u \) was adjusted as a function of temperature in order to match dynamic experiments in the whole temperature range. It was then applied to predict quasi–static tests. The value of \( m \) was assumed to be constant and equal to 17.8. The adjusted function for the value of \( \sigma_u \) is shown on fig. 13. The increase of \( \sigma_u \) with temperature implies that the cleavage initiation sites remain the same but are more difficult to trigger. Comparisons with experiments are shown on fig. 12–(b) for dynamic conditions and fig. 12–(d) for quasi–static conditions showing a good agreement for both loading conditions. Note that a less good agreement was obtained for dynamic tests when post–processing the calculation with an uniform value for \( \sigma_u \) corresponding to the initial test temperature, i.e. not taking into account the local temperature increase (fig. 14). As shown in fig. 12 the values of \( T/K_7 \) given in [1] (Table 3) are well reproduced using a temperature dependent value for \( \sigma_u \). In particular, the model shows that the DBT temperature is slightly affected by the impact velocity; this results from a complex interaction, which can only be described by a detailed modeling, between stress increase due to viscosity, temperature increase and ductile crack propagation.

As previously noted, some scatter is also observed in the purely ductile failure region. This scatter is not accounted for in the present modeling as it would require numerous simulations integrating material heterogeneities [41, 51]. In the transition region where some ductile crack extension occurs, some of the experimental dispersion is likely due to the ductile failure process and not only to the brittle fracture.
As shown in this study, the Charpy test is a complex test which involves many effects. This complexity makes the Charpy test difficult to simulate and difficult to interpret as a fracture test as most of the effects are not related to damage processes leading to rupture. In the following, these effects are reviewed and discussed in order to determine if they can be neglected:

**Inertial effects.** Based on previous studies [6, 36, 37], inertial effects can be neglected as soon as large scale yielding is reached. This is always the case in the transition regime. Only simulations of the Charpy tests below $-150^\circ$C would require to account for inertia.

**2D/3D calculations.** Performing 2D plane strain (PE) simulations instead of 3D calculations represents a tremendous reduction of the computation time in particular in the case of implicit 3D codes. Unfortunately, the difference between both calculations is important as shown on fig. 15. Compared to the 3D calculation, the PE simulations largely overestimate the load (computed assuming a beam thickness of 10 mm) and consequently the Charpy energy and overestimate crack advance. These results are in agreement with other studies [11, 12, 56] Accordingly, due to the higher stress level in the fracture process zone the brittle failure probability increases faster using PE calculations, compared to 3D simulations.

**Contact.** Neglecting contact can be done by imposing a fixed displacement on the opposite side of the notch and a zero displacement on the initial contact line between the anvil and the specimen. This technique has been used in [6, 57]. Comparison of PE and 3D calculations with or without contact are shown on fig. 15. Calculations were performed using the same mesh for the Charpy specimen. In the case where displacements are imposed, the boundary conditions are as follows (see fig. 15): $u_y = 0$ at point A and $u_y = v_i t$ at point B where $v_i$ is the impact velocity and $t$ the time. In case of 3D meshes points A and B represent a row of nodes. These boundary conditions slightly differ from those used in [6, 57] where the displacements $v_i t$ is prescribed over a surface and not a line.

A significant difference is observed for both plane strain and 3D calculations. Calculations without contact develop higher stresses (and higher stress triaxiality) in the notch plane causing earlier ductile crack initiation and earlier brittle failure. In the case of large striker displacements, the location of the contact zone between the striker and the specimen changes from the center to the side of the striker (fig. 10). This shows that accounting for contact is necessary in particular when a comparison with actual experimental data is needed. Neglecting contact can be used when investigating trends as done in many papers (see e.g. [6, 7, 9]).

**Adiabatic heating and heat diffusion.** As shown on fig. 8, the difference between computed loads using isothermal or adiabatic conditions is large as soon as crack
growth begins. The difference regarding crack extension and Weibull stress is also important. Consequently, the production of heat by plastic deformation cannot be neglected. Another problem arises in the transition region as the duration $t_r$ of the test (about 2 ms) could be large enough so that significant heat diffusion could take place. Typical values for the heat diffusivity $D$ of ferritic steels are equal to $2 \times 10^{-5} \text{ m}^2\text{s}^{-1}$ [27]. The corresponding diffusion length is equal to $x_D = \sqrt{D t_r} = 0.2 \text{ mm}$ which is about the mesh size used in this study. This indicates that neglecting heat diffusion is still possible but that accounting for this phenomenon would slightly improve the accuracy of the simulation but would largely increase the difficulties in the numerical calculations.

**Viscoplasticity.** Accounting for viscoplasticity is important as the difference between quasi–static and dynamic tests is large. At high impact velocities, stresses are increased, which causes earlier brittle failure (fig. 12) but also increases the ductile upper shelf energy (about 40 J). Both effects are correctly represented by the model developed in this work. As shown in [22], the original Rousselier model cannot be used to model damage growth in the case of a rate dependent material. The present study uses a modified version of the model [22]. Another solution was proposed by Sainte–Catherine et al. [58].

**Stress history.** In the literature, the calculation of the failure probability after ductile tearing is performed either using the current stress $\sigma_{Ip}$ (e.g. [59, 60]) or the maximum stress over the load history $\tilde{\sigma}_{Ip}$ (e.g. [29, 30, 37, 43, 61, 62]). Computed fracture probability using $\sigma_{Ip}$ or $\tilde{\sigma}_{Ip}$ are compared on fig. 16. Using $\tilde{\sigma}_{Ip}$ leads to significantly higher failure probability for a given displacement. In addition for very large crack advance, the probability computed using $\sigma_{Ip}$ may decrease illustrating the large stress drop that occurs when the crack reaches the free surface. This also clearly shows that this way of computing the failure probability is not suitable. Note that in the case of small scale yielding plasticity, the difference between both methods can remain very small as shown in [63].

**Shear lips.** In actual tests, shear lips are created on both free sides of the notch (fig. 10). It remains however difficult to model this phenomenon and a very large number of elements would be required [23]. The question of the importance of the shear lip formation on the rupture energy still remains an open question.

7 Conclusions

A model of the behavior of ferritic steels including a description of viscoplasticity, ductile damage and brittle failure has been used to simulate the Charpy transition curve for a pressure vessel steel. An accurate simulation of the load—displacement curve and a good representation of ductile crack growth under both dynamic and quasi–static conditions is obtained using ductile damage parameters identified at 20°C and a temperature dependent viscoplastic law. Using brittle failure model parameters identified in the fully brittle domain ($T < -150°C$) allows the
simulation of the lower part of the transition curve up to $-80^\circ$C. Above this
temperature, the original model gives a pessimistic prediction of fracture energies.
It then becomes necessary to use a temperature dependent $\sigma_u$ parameter in the
Beremin model to represent the end of the transition curve. A consistent extension
of the Beremin model is proposed for this case. Using this modification it becomes
possible to represent experimental results under both dynamic and quasi-static
conditions which gives some confidence in the applicability of the modified model.

Some minor refinements (e.g. heat diffusion, inertia effects) could still improve the
simulation. However the main difficulty encountered in interpreting the Charpy test
is that a temperature dependent $\sigma_u$ parameter must be used to correctly predict the
sharp increase of CVN in the transition regime. Similar solutions have been adopted
by other authors (see e.g. [53, 64, 65]) to model both CVN and toughness. The
micromechanical causes of the need for an increasing $\sigma_u$ parameter remain however
unclear. The explanation based on the elimination of cleavage nucleation sites at
carbides caused by ductile void nucleation proposed by Bernauer et al. [43] cannot
be invoked for this material as strain levels at the onset of nucleation are too high. A
change in cleavage controlling mechanisms (see e.g. [65]) or in default population
are more likely to be responsible for the observed phenomenon but further detailed
investigations are needed.
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### Table 1
Adjusted model parameters.

<table>
<thead>
<tr>
<th>Elastic properties</th>
<th>Young’s modulus $E$</th>
<th>210 GPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poisson’s ratio $\nu$</td>
<td>0.3</td>
<td></td>
</tr>
</tbody>
</table>

Plastic hardening
- $R_0(T)$, $Q_1(T)$, $b_1(T)$
  - see fig. 1
- $Q_2$, $b_2$
  - 472 MPa, 1.7

Strain rate effect
- $K_1(T)$, $n_1(T)$
  - see fig. 1
- $K_2$, $n_2$
  - $0.18 \text{ MPa.s}^{1/n_2}$, 1.1,

Rousselier model
- $f_0$
  - $1.75 \times 10^{-4}$
- $q_R$, $D_R$, $f_c$
  - 0.89, 2.2, 0.4
- $A_n$
  - 0.038 for $0.5 \leq p \leq 1.1$

Beremin model
- $V_0$, $\sigma_u$,$m$, $k$, $p_c$
  - 0.001 mm$^2$, 2925 MPa
  - 17.8, 4, 10$^{-4}$

Mesh size
- $h_\perp$
  - 100 $\mu$m
- $h_l$, $h_t$ (3D)
  - 150 $\mu$m, 800...1200 $\mu$m

Adiabatic heating
- $\beta$
  - 0.9
- $C_p^0$
  - 3.2 MPa$\cdot$s$^{-1}$
Fig. 1. Material coefficients \( R_0, Q_1, b_1, K_1 \) and \( n_1 \) as functions of the temperature. Other coefficients are constant and equal to: \( Q_2 = 472 \text{ MPa}, b_2 = 1.7, K_2 = 0.18 \text{ MPa.s}^{1/n_2}, n_2 = 1.1 \)
Fig. 2. Variation of the yield stress as a function of strain rate for different temperatures (lines: model, points: experiments).
4054 elements,
38391 degrees of freedom

Fig. 3. Finite element mesh used for the analysis.
Fig. 4. Identification of the model parameters on notched axisymmetric bars ($\Phi_0 = 6. \text{ mm}$, $\Phi = 10.8 \text{ mm}$, $r = 1.2, 2.4, 6. \text{ mm}$): (a) ductile rupture (line: model, dots: experiment), horizontal thick bars indicate experimental scatter; (b) brittle rupture.
Fig. 5. Mesh design along the crack path.
Fig. 6. (a) Comparison of computed (dots) and experimental (lines) Load—Displacement curves for the dynamic Charpy test at different temperatures. (c) Deformed Charpy specimen at 20°C for different values of the striker displacement $\delta$. 
Fig. 7. Comparison of computed (dots) and experimental (lines) Force—Displacement curves for the quasi–static Charpy tests at different temperatures.
Fig. 8. Comparison of computations carried out using different conditions (static/dynamic, isothermal/adiabatic): (a) Load–displacement curves; (b) Energy–crack advance curves; dots represent data obtained using low blow tests. Data points are taken from [1] fig. 5.
Fig. 9. Stress ahead of the crack tip for $\Delta a_{\text{max}} = 1$ mm (a) and $\Delta a_{\text{max}} = 2$ mm (b) assuming quasi-static, dynamic isothermal and dynamic adiabatic conditions. Figures indicate the energy (CVN) reached in the simulation. $T = -60^\circ$C.
Fig. 10. Fracture at -60°C under dynamic conditions: (a) Experimental fracture surface, (b) Simulation of ductile crack propagation (contour plots indicate $\sigma_I$).
Fig. 11. Temperature increase as a function of the position at the center of the Charpy specimen after a crack advance equal to 2.0 mm and 3.6 mm. The position is given using the initial (undeformed) coordinates as broken elements are removed during the calculation. The thick line represents points for which the elements are broken.
Fig. 12. Prediction of the Charpy transition curve under quasi–static and dynamic conditions assuming a constant value for $\sigma_u$ and a temperature dependent $\sigma_u$ (USE: ductile upper shelf energy).
$V_0 = 0.001 \text{ mm}^3$

$m = 17.8$

Fig. 13. $\sigma_u$ as a function of temperature
Fig. 14. Comparison of the Charpy transition curves predicted using the local value of the temperature to compute $\sigma_u$ (solid lines) and using the initial uniform value of the temperature to compute $\sigma_u$ (dashed lines).
Fig. 15. Effect of loading conditions: comparison of calculations (Load—displacement) carried out using plane strain (PE, dashed lines) or 3D elements (solid lines) with contact (thick lines) or without contact (thin lines) ($T = -60^\circ$C). The sketch illustrates how the boundary conditions are applied when contact is not accounted for.
Fig. 16. Effect of the failure probability computation mode: Comparison of calculations of the rupture probability using plane strain (PE, dashed lines) or 3D elements (solid lines) with $\bar{\sigma}_{Ip}$ (thick lines) or $\sigma_{Ip}$ (thin lines) ($T = -60^\circ C$).