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Abstract: This paper presents an optimization model of availability and redundancy allocation of Safety Instrumented Systems (SIS) in order to achieve the required Safety Integrity Level (SIL). The SIL level is addressed by ANSI/ISA S84.01-1996 and IEC 61508 safety standards. The optimal allocation is based on the use of genetic algorithms. An example which illustrates the use of the optimization model to achieve a SIL level 1 under budget and components choice constraints is proposed.
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1. INTRODUCTION

The process industry tends to be technically complex and has the potential to inflict serious harm to people and goods during a spurious trip. Experiences gained from accidents have led to the application of a variety of protection layers, such as Safety Instrumented Systems (SIS). The SIS consists of instrumentation or controls that are implemented for the purpose of mitigating a risk or bringing the process to a safe state in the case of a process failure. A SIS is used for any process in which a process hazards analysis (PHA) has determined that the integrity of the process equipment, the process control, and other protective equipments are insufficient to mitigate the potential risk. The ANSI/ISA S84.01-1996 (ISA, 1996) and IEC 61508 (IEC, 1998) safety standards provide guidelines for the design, installation, operation, maintenance and test of SIS.

However, in the field there is a considerable lack of understanding how to apply these standards in order to design SIS to meet the required SIL. The use of redundant components increases the SIL level, but it also increases design and maintenance costs. Therefore, optimization methods are necessary to determine how many redundancies, and availability parameters must be used in each component or subsystem, in order to maximize the SIL level fulfilling constraints of cost.

Several papers related to systems reliability optimization using genetic algorithms was published in the last few years such as Tilleman et al. (1977), Tzafestas et al. (1980), Dhillon (1980), Misra (1986), Painton et al. (1995), Coit and Smith (1996), Yang et al. (1999), Kuo et al. (2001), Vidyarthi and Tripathi (2001), and Yalaoui et al. (2005).

In contrast to reliability optimization, fewer researchers have studied availability optimization to find out the optimal failure and repair rates for each component in a system for maximizing or minimizing the objectives. Levitin and Lisnienski (1999) proposed an optimization procedure that minimizes the total system cost, considering failure and repair time. Castro and Cavalca (2003) developed an availability optimization, with redundancy allocation and team maintenance action as parameters. Elegbede and Adjallah (2003) proposed a methodology based on genetic algorithms and experiment plans to optimize the availability and the cost of reparable systems.

The aim of this paper is to present a procedure of availability and redundancy allocation of Safety Instrumented Systems (SIS) in order to achieve the required Safety Integrity Level (SIL). The procedure
is based on the use of genetic algorithms. An example from the literature (ISA-TR84.00.02, 2002) which illustrates the use of the optimization model to achieve a SIL level 1 under cost and components choice constraints is proposed.

2. PROCEDURE TO ACHIEVE THE SAFETY TARGET LEVEL OF THE PROCESS

This section focuses on quantitative techniques that can be used to evaluate the risk associated to a process. After the risk has been evaluated, we have to identify the necessary Safety Instrumented Functions (SIF) to be implemented on a SIS in order to achieve the desired SIL. All these steps are required in order to comply with the ANSI/ISA S84.01-1996 (ISA, 1996) and IEC 61508 (IEC, 1998) safety standards.

2.1 Safety Instrumented Systems (SIS)

The SIS is a system composed of sensors, logic solver and final elements for the purpose of taking the process to a safe state when predetermined conditions are violated. The safety performance of the SIS is defined in terms of SIL, which is defined by the average availability $A_{avg}$. The ANSI/ISA S84.01-1996 (ISA, 1996) and IEC 61508 (IEC, 1998) recommend techniques to determine the $A_{avg}$ value. For safety functions with a low demand rate (for example the anti-lock braking in a car), and safety functions with a high demand rate (for example the normal braking in a car), the standards use Table 1.

Table 1. Definition of SIL for low and High Demand modes

<table>
<thead>
<tr>
<th>Solicitation</th>
<th>Low Demand</th>
<th>High Demand</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIL</td>
<td>$A_{avg}$</td>
<td>Failures/hour</td>
</tr>
<tr>
<td>4</td>
<td>[0.9999;0.9999]</td>
<td>$[10^8;10^9]$</td>
</tr>
<tr>
<td>3</td>
<td>[0.999;0.9999]</td>
<td>$[10^8;10^9]$</td>
</tr>
<tr>
<td>2</td>
<td>[0.99;0.999]</td>
<td>$[10^8;10^9]$</td>
</tr>
<tr>
<td>1</td>
<td>[0.90;0.99]</td>
<td>$[10^8;10^9]$</td>
</tr>
</tbody>
</table>

2.2 Compliance with ANSI/ISA S84.01-1996 and IEC 61508 standards

The basic steps required to comply with the ANSI/ISA S84.01-1996 (ISA, 1996) and IEC 61508 (IEC, 1998) safety standards are the following:

- Identify the safety target level of the process.
- Evaluate the hazardous events that pose a risk higher than the safety target level.
- Determine the safety functions that must be implemented on a SIS to achieve the safety target level.
- Implement the safety functions on a SIS and evaluate its SIL.
- Install, test and commission the SIS.
- Verify that the installed SIS does reduce the process risk to below the safety target level.

3. AVAILABILITY AND COST MODELS

3.1 Notations

$C_s$ Total system cost
$A_{avg}$ System average availability
$\lambda_i$ Failure rate of component $i$
$\mu_i$ Repair rate of component $i$

$k_i$ Number of components in subsystem $i$.

3.2 Assumptions

- All systems consist of s-independent components/subsystems.
- The system and its components/subsystems can only assume two states, failed and operational.
- The system structure is coherent.
- In repairable systems, only the failure and repair rates of the components/subsystems are considered.

3.3 Availability model

Reliability and availability are both measures of the system performance. System reliability evaluates the surviving opportunity of the system for a given period of time, whereas system availability stands for the online level of the system. For repairable systems, availability is a more meaningful measure than reliability to measure the effectiveness of maintained systems, because it includes reliability as well as maintainability.

Availability can be calculated by the ratio between the mean time between failure (MTBF) and the mean time to repair (MTTR):

$$A = \frac{MTBF}{MTBF + MTTR}$$

In availability analysis, an exponential distribution is initially assumed to be representative for the reliability and maintainability statistical models. The MTBF is the inverse of the failure rate:

$$MTBF = \frac{1}{\lambda}$$

Similarly, the MTTR is the inverse of the repair rate:

$$MTTR = \frac{1}{\mu}$$

Then, the average availability $A_{avg}$ can be expressed by the equation below:

$$A_{avg} = \frac{\mu}{\mu + \lambda}$$

For the parallel-series systems (see Fig. 1), if we suppose that in each subsystem $i$, all components have the same failure rate $\lambda_i$ and the same repair rate $\mu_i$, the average system availability is given by:
\[ A_{\text{avg}} = \prod_{i=1}^{s} \left( 1 - \left( \frac{\lambda_i}{\lambda_i + \mu_i} \right)^{k_i} \right) \]  

(5)

Where \( k_i \) is the number of components in each subsystem \( i \), \( s \) is the number of subsystems.

For each generation, the algorithm keeps the individual with the best criterion value. The coding and the construction of the chromosome, representing the individual in the population, is the most important step of the algorithm. The general structure of the genetic algorithm is as follows.

Traditional methods, such as the Lagrange Multiplier (Ramakumar, 1993), are inefficient with problems involving large number of parameters, because they demand complex mathematics, making computational implementation difficult and lacking in flexibility. Besides, some search methods can converge only to local optima. The genetic algorithms (Goldberg, 1989) are a search method based on concepts of biological evolution and reproduction. Previous works (Goldberg, 1989) indicate that genetic algorithms are recommended for problems involving complex mathematical expressions in their modeling. An important advantage is that they do not require the use of differential calculus.

The genetic algorithms were developed by John Holland in 1967 (Davis, 1991; Goldberg, 1989) at the Michigan University. The implementation of the genetic algorithms consists in creating an initial population with given size (number of individuals). Then by a selection process similar to that of the natural selection, which is defined by an adaptation function, the second step is to select the individuals who will be crossed. These individuals are represented by a chromosome in the genetic algorithm. Then a current population is created by crossing of the individuals. The passage from a current population to another is called generation.

To resolve the availability and redundancy allocation, we use a genetic algorithm. The optimal decision variables to be determined are the number of components \( k_i \), the failure rate \( \lambda_i \) and the repair rate \( \mu_i \) of each component for the \( i \)-th subsystem. We suppose that failure and repair rates of SIS components are constants.

4.2 Parameters encoding

The decision variables of an optimization problem can be represented as an artificial chromosome consisting of numerous artificial genes. Several genes are used to express a decision variable. This paper uses the string encoded genes, since the encoding is easy and there is high precision in representing a parameter. We express the decision variables in a chromosome as:

\[
\begin{bmatrix}
\lambda_1 & \lambda_2 & \ldots & \lambda_m & \mu_1 & \mu_2 & \ldots & \mu_m & k_1 & k_2 & \ldots & k_m
\end{bmatrix}
\]

The initial population is generated randomly based on the encoding of chromosomes.

4.3 Reproduction

The reproduction process consists of selecting the population elements ready to reproduce by evaluating their force, i.e. the ready ones are the strongest. This evaluation is based on the adaptation function which is the objective function in the case of maximization without constraint. In this paper, we have to assure the feasibility of the solution before calculating the objective function. From a generation to another we sort all the individuals, in the intermediate generation, and choose the \( N \) best ones.
4.4 The crossing method

The crossing is the genetic operator that allows, starting from two individuals of a given generation, to create one or more other individuals of the following generation. We choose randomly to be crossed, with a probability of \( P_c = 0.5 \) (Grefenstette, 1986), \( N/2 \) couples of individuals. Among the variety of crossover operators, we adopt those produce from each crossing two children. This operator is generally called \( 1X \) (Goldberg, 1989). This crossover operator consists of generating randomly a point, called crossover point, and combines the different parts of the parent chromosomes to construct the children ones.

4.5 The mutation method

The purpose of the mutation is to bring diversity among genes. The mutation, contrary to the crossing, should not be too often applied because good genes in the individuals might be lost. The mutation probability adopted is \( P_m = 0.03 \) (Grefenstette, 1986). It consists in modifying a part of chromosome in a random way. This modification consists in permuting between two genes chosen randomly for each selected chromosome.

4.6 The population size and the generation number

The size of the population was fixed at \( N = 200 \). It appears that, if this size is too low, there will be risk to obtain not enough varied solutions by the individual crossing (Grefenstette, 1986). Performing many control tests, we decided finally to fix the value to 150.

5. APPLICATION EXAMPLE

In order to illustrate the approach proposed in this paper, let us consider a process composed of a pressurized vessel containing volatile flammable liquid (see Fig. 3). The engineered systems available are:

- An independent pressure transmitter to initiate a high pressure alarm and alert the operator to take an appropriate action to stop inflow of material.
- In case the operator fails to respond, a pressure relief valve releases material in the environment and thus reduces the vessel pressure and prevents its failure.

The safety target for the vessel is: no release to the atmosphere with a frequency of occurrence greater than \( 10^{-4} \) in one year. An HAZOP (hazard and operability) analysis was performed to evaluate hazardous events that have the potential to release material in the environment. The results of the HAZOP study identify that an overpressure condition could result in a release of flammable material in the environment, and a risk analysis technique indicates that the safety function required protecting against the overpressure condition needs a SIL 1. As a SIS is used to perform the safety target level for the vessel, our goal is to maximize \( A_{\text{avg}} \) and minimize \( C_S \) in order to obtain the SIL 1. The example process and the SIS are defined in ISA-TR84.00.02 (2002) (see Fig. 4).

We use parallel serie system to describe the SIS as illustrated in Fig. 3. The system structure is composed of three subsystems:

- Subsystem sensors (S);
- Subsystem logic elements (LE);
- Subsystem final elements (FE).

![Fig. 3. Process diagram of example.](Fig 3)

Without loss of generality, suppose that all components are identical (ie. SIS components have the same failure and repair rates) in each subsystem. According to Table 1, SIL 1 means that:

\[
0.90 \leq A_{\text{avg}} \leq 0.99
\]

We have two objectives, i.e. maximizing SIL level (system availability \( A_{\text{avg}} \)) and minimizing system cost \( C_S \) subject to:

\[
\begin{align*}
A_{\text{avg min}} & \leq A_{\text{avg}} \leq A_{\text{avg max}} \\
C_S & \leq C_{\text{max}} \\
n_{\text{S min}} & \leq n_S \leq n_{\text{S max}} \\
n_{\text{LE min}} & \leq n_{\text{LE}} \leq n_{\text{LE max}} \\
n_{\text{FE min}} & \leq n_{\text{FE}} \leq n_{\text{FE max}} \\
\lambda_{S \text{ min}} & \leq \lambda_S \leq \lambda_{S \text{ max}} \\
\mu_{S \text{ min}} & \leq \mu_S \leq \mu_{S \text{ max}} \\
\lambda_{\text{LE min}} & \leq \lambda_{\text{LE}} \leq \lambda_{\text{LE max}} \\
\mu_{\text{LE min}} & \leq \mu_{\text{LE}} \leq \mu_{\text{LE max}} \\
\lambda_{\text{FE min}} & \leq \lambda_{\text{FE}} \leq \lambda_{\text{FE max}} \\
\mu_{\text{FE min}} & \leq \mu_{\text{FE}} \leq \mu_{\text{FE max}}
\end{align*}
\]

Where \( n_{\text{subsystem }i} \) represents the number of components in subsystem \( i \).
The lower and upper values for failure and repair rates of SIS components, the target SIS availability (target SIL), and cost are provided in Table 2. Furthermore, we have provided the number of allowed components in each subsystem. We apply the optimization method previously defined to the SIL and cost allocation problem.

Table 2. Upper and lower values for variable decisions

<table>
<thead>
<tr>
<th>Decision variables</th>
<th>Lower value</th>
<th>Upper value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{avg}$</td>
<td>0.90</td>
<td>0.99</td>
</tr>
<tr>
<td>$n_S$</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>$n_{LE}$</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>$n_{FE}$</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>$\lambda_{Si}$</td>
<td>$8.6 \times 10^{-4}$</td>
<td>$9.4 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\lambda_{LEi}$</td>
<td>$8.1 \times 10^{-4}$</td>
<td>$8.1 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\lambda_{FEi}$</td>
<td>$9.1 \times 10^{-4}$</td>
<td>$9.1 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\mu_{Si}$</td>
<td>$10^{-3}$</td>
<td>$8.1 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\mu_{LEi}$</td>
<td>$10^{-3}$</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>$\mu_{FEi}$</td>
<td>$10^{-3}$</td>
<td>$8.1 \times 10^{-3}$</td>
</tr>
<tr>
<td>$C_S$</td>
<td>-</td>
<td>110</td>
</tr>
</tbody>
</table>

At the 115th generation of the chromosome and goal function variables, the fitness value (objective function) does not change (see Fig. 5). In the final optimal solution (see Fig. 6), the optimal SIS availability obtained is 0.90, which corresponds to SIL 1 and respect the SIL target. The optimal SIS cost obtained is 92.85 units, which is lower than the cost upper value (110 units).

6. CONCLUSION

In this paper, we formulated an optimal design of Safety Instrumented Systems (SIS) in order to achieve the required Safety Integrity Level (SIL). The proposed method was based on redundancy and availability allocation of SIS components using genetic algorithms. The efficiency has been realized in numerical example from the literature (ISA-TR84.00.02, 2002). Further research should be concentrated in obtaining an optimal design of SIS which have complex structure.
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