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Abstract

Two results by Schützenberger (1965) and by McNaughton and Papert (1971) lead to a precise description of the expressive power of first order logic on words interpreted as ordered colored structures. In this paper, we study the expressive power of existential formulas and of Boolean combinations of existential formulas in a logic enriched by modular numerical predicates. We first give a combinatorial description of the corresponding regular languages, and then give an algebraic characterization in terms of their syntactic morphisms. It follows that one can effectively associate to each nonempty word \( u \) a relational structure \( M_u \) to the alphabet \( A \) a relational structure

\[
M_u = \{(0, 1, \ldots, |u| - 1), <, (a)_{a \in A}\}
\]

where \(<\) is the usual order on the domain and \( a \) is a predicate giving the positions \( i \) such that \( a_i = a \). For instance, if \( u = abbaaba \), then \( a = \{0, 3, 4, 6\} \) and \( b = \{1, 2, 5\} \).

Given a formula \( \varphi \), the language defined by \( \varphi \) is \( L(\varphi) = \{ u \in A^* | M_u \text{ satisfies } \varphi \} \). Since languages may contain the empty word, we make the convention that a language \( L \) of \( A^* \) is defined by \( \varphi \) if \( L(\varphi) = L \cap A^* \).

McNaughton and Papert [11] showed that a language is first-order definable (in the signature \( \{<, (a)_{a \in A}\} \)) if and only if it is star-free. The decidability of this class of regular languages, denoted by \( \text{FO}[<] \), follows from a celebrated result of Schützenberger [20]: a regular language is star-free if and only if its syntactic monoid is aperiodic. Thomas [27] (see also [13]) refined this correspondence between first order logic and star-free languages by showing that the concatenation hierarchy of star-free languages is, level by level, in correspondence with the \( \Sigma_n \)-hierarchy of first order formulas. However, little is known about the decidability of these classes. It is not very difficult to decide whether or not a given regular language belongs to \( \Sigma_1[<] \). The decidability of the Boolean closure of this class, denoted by \( B \Sigma_1[<] \), relies on a nontrivial algebraic result of Simon [23]. The decidability of \( \Sigma_2[<] \) was also proved by algebraic methods [1, 17], but the decidability of the upper levels \( B \Sigma_k[<] \), \( \Sigma_3[<] \) and beyond is a major open problem.

Several enrichments to the vocabulary \(<\) were considered in the literature. Let \( k \geq 0 \). Recall that a \( k \)-ary numerical predicate symbol associates to each \( n \geq 0 \) a subset of

1. Introduction

There is by now an extensive literature on the expressive power of various fragments of first order logic interpreted on finite words. There are also known connections with several areas in mathematics and computer science, including finite semigroups, automata, descriptive set theory, complexity, circuits and communication complexity. Further, this research is a necessary step towards the study of richer structures like infinite words, trees or graphs. This paper is a contribution to this theory.

Let us briefly describe the framework of our results. We associate to each nonempty word \( u = a_0a_1 \ldots a_{|u|-1} \) over

the alphabet \( A \) a relational structure

\[
M_u = \{(0, 1, \ldots, |u| - 1), <, (a)_{a \in A}\}
\]

where \(<\) is the usual order on the domain and \( a \) is a predicate giving the positions \( i \) such that \( a_i = a \). For instance, if \( u = abbaaba \), then \( a = \{0, 3, 4, 6\} \) and \( b = \{1, 2, 5\} \).

Given a formula \( \varphi \), the language defined by \( \varphi \) is \( L(\varphi) = \{ u \in A^* | M_u \text{ satisfies } \varphi \} \). Since languages may contain the empty word, we make the convention that a language \( L \) of \( A^* \) is defined by \( \varphi \) if \( L(\varphi) = L \cap A^* \).

McNaughton and Papert [11] showed that a language is first-order definable (in the signature \( \{<, (a)_{a \in A}\} \)) if and only if it is star-free. The decidability of this class of regular languages, denoted by \( \text{FO}[<] \), follows from a celebrated result of Schützenberger [20]: a regular language is star-free if and only if its syntactic monoid is aperiodic. Thomas [27] (see also [13]) refined this correspondence between first order logic and star-free languages by showing that the concatenation hierarchy of star-free languages is, level by level, in correspondence with the \( \Sigma_n \)-hierarchy of first order formulas. However, little is known about the decidability of these classes. It is not very difficult to decide whether or not a given regular language belongs to \( \Sigma_1[<] \). The decidability of the Boolean closure of this class, denoted by \( B \Sigma_1[<] \), relies on a nontrivial algebraic result of Simon [23]. The decidability of \( \Sigma_2[<] \) was also proved by algebraic methods [1, 17], but the decidability of the upper levels \( B \Sigma_k[<] \), \( \Sigma_3[<] \) and beyond is a major open problem.

Several enrichments to the vocabulary \(<\) were considered in the literature. Let \( k \geq 0 \). Recall that a \( k \)-ary numerical predicate symbol associates to each \( n \geq 0 \) a subset of
briefly present Eilenberg’s variety theory [4], its extension to the ordered case [15] and its more recent generalization to stampstamps [5, 6, 7, 16, 26], in a form suitable to our purpose.

2.1 Semigroups, monoids and stamps

A semigroup is a set equipped with a binary associative operation, denoted multiplicatively, or additively when the semigroup is commutative. A monoid is a semigroup with a unit element. An element e of a semigroup is idempotent if e^2 = e. In a finite semigroup, every element x has a unique idempotent power, denoted by x^ω.

An element s of a semigroup S is said to be regular if and only if there exists an element s of S, called an inverse of s such that ss = s and sss = s.

Given two monoids M and N, a monoid morphism is a map ϕ : M → N satisfying ϕ(1) = 1 and ϕ(uv) = ϕ(u)ϕ(v) for all u, v in M. A monoid M is a submonoid of a monoid N if there exists an injective morphism from M into N. A monoid N is a quotient of a monoid M if there exists a surjective morphism from M onto N. A monoid M divides a monoid N if M is a quotient of a submonoid of N.

The product of two monoids M1 and M2 is the set M1 × M2 equipped with the product (x1, x2)(y1, y2) = (x1y1, x2y2).

An ordered semigroup is a semigroup equipped with a partial order compatible with the operation of the semigroup. An order ideal I of an ordered semigroup (S, ≤) is a subset of S such that if x ∈ I and y ≤ x then y ∈ I.

Morphisms of ordered semigroups are order-preserving morphisms of semigroups. The notions of ordered subsemigroup, quotient and product are readily adapted from their unordered version and easily extended to the monoid case.

A relational morphism between two monoids M and N is a relation τ : M → N which satisfies

1. for every s ∈ M, τ(s) ≠ ∅,
2. for every s1, s2 ∈ M, τ(s1)τ(s2) ⊆ τ(s1s2),
3. 1 ∈ τ(1).

A stamp is a morphism from a finitely generated free monoid onto a finite monoid. A stamp ϕ : A* → M is said to be trivial if M is the trivial monoid. An ordered stamp is a stamp onto an ordered monoid.

Let ϕ : A* → M be a stamp and let Z = ϕ(A). Then Z is an element of the monoid P(M) of subsets of M, equipped with the product XY = {xy | x ∈ X, y ∈ Y}. Since P(M) is finite, Z has an idempotent power. This justifies the following definition: the stability index of a stamp ϕ : A* → M is the least positive integer such that ϕ(A^n) = ϕ(A^{2n}). The set ϕ(A^n) is a subsemigroup of M called the stable semigroup of ϕ and the monoid ϕ(A^n) ∪ {1} is called the stable monoid of ϕ.
2.2 Stamps and languages

Stamps and ordered stamps can be seen as language recognizers in the following way. Let \( \varphi : A^* \to M \) be a stamp. A language \( L \) over \( A^* \) is recognized by the stamp \( \varphi \) if there exists a subset \( F \) of \( M \) such that \( L = \varphi^{-1}(F) \). If \( M \) is ordered, we require \( F \) to be an order ideal of \( M \). By extension, we say that the (ordered) monoid \( M \) recognizes \( L \) if there exists a stamp \( \varphi : A^* \to M \) recognizing \( L \).

A language is said to be recognizable if it is recognized by some finite monoid. Kleene’s theorem asserts that recognizable and regular languages coincide.

Given a language \( L \) over \( A^* \), we define the syntactic congruence \( \sim_L \) and the syntactic preorder \( \leq_L \) as follows:

1. \( u \sim_L v \) iff for all \( x, y \in A^* \), \( xuv \in L \iff xuy \in L \).
2. \( u \leq_L v \) iff for all \( x, y \in A^* \), \( xuv \in L \Rightarrow xuy \in L \).

The monoid \( A^*/\sim_L \) is the syntactic monoid of \( L \) and is denoted by \( M(L) \). It can be ordered with the partial order relation induced by \( \leq_L \), to form the ordered syntactic monoid of \( L \). The natural morphism \( \eta : A^* \to M(L) \) is called the syntactic (ordered) stamp of \( L \). The syntactic monoid of \( L \) is the smallest monoid (with respect to the division order on monoids) that recognizes \( L \). In particular, a language is regular if and only if its syntactic monoid is finite.

From now on, all semigroups and monoids will be either finite or free.

2.3 The variety approach

The general idea of the variety theory is to classify regular languages through the algebraic properties of their syntactic invariants. For this purpose, Eilenberg originally considered classes of finite monoids defined by equations, called varieties. This gave an appealing framework in which to study classes of recognizable languages closed under Boolean operations, quotients, and inverse morphisms.

However, our classes \( \Sigma_1[<+\text{MOD}] \) and \( B\Sigma_1[<+\text{MOD}] \) are not closed under inverse morphisms and the first one is not even closed under complement. Still, they are closed under inverses of length-multiplying morphisms and it is possible to adapt Eilenberg’s variety theory to this weaker setting. The price to pay is the shift from the syntactic monoid to the syntactic stamp (for \( B\Sigma_1[<+\text{MOD}] \)) or to the syntactic ordered stamp (for \( \Sigma_1[<+\text{MOD}] \)).

The general framework for this study is the theory of \( C \)-varieties, recently introduced by Straubing [26].

We first recall the classical notion of varieties. A variety of finite monoids is a class of (finite) monoids closed under division and finite product. Varieties of finite semigroups and of finite ordered monoids are defined analogously.

We now turn to varieties of stamps. Recall that a morphism \( f : A^* \to B^* \) is length-multiplying (\( lm \) for short) if there exists an integer \( k \) such that the image of each letter of \( A \) is a word of \( B^k \). A stamp \( \varphi : A^* \to M \) \( lm \)-divides a stamp \( \psi : B^* \to N \) if there is a pair \( (f, \eta) \) (called an \( lm \)-division), where \( f : A^* \to B^* \) is an \( lm \)-morphism, \( \eta : N \to M \) is a partial surjective monoid morphism, and \( \varphi = \eta \circ \psi \circ f \). If \( f \) is the identity on \( A^* \), the pair \( (f, \eta) \) is simply called a division. If \( \varphi \) and \( \psi \) are ordered stamps, that is, if \( M \) and \( N \) are ordered monoids, \( \eta \) is required to be order-preserving.

\[
\begin{array}{ccc}
A^* & \xrightarrow{f} & B^* \\
\varphi & \downarrow & \psi \\
M & \xleftarrow{\eta} & \text{Im}(\psi \circ f) \subseteq N 
\end{array}
\]

Figure 1. A division diagram.

The product of two stamps \( \varphi_1 : A^* \to M_1 \) and \( \varphi_2 : A^* \to M_2 \) is the stamp \( \varphi \) with domain \( A^* \) defined by \( \varphi(a) = (\varphi_1(a), \varphi_2(a)) \). The range of \( \varphi \) is a submonoid of \( M_1 \times M_2 \).

An \( lm \)-variety of stamps is a class of stamps containing the trivial stamps and closed under \( lm \)-division and finite products. The definition of a variety of ordered stamps is similar. Note that if \( V \) is a variety of (ordered) monoids, then the class of all (ordered) stamps whose range is in \( V \) forms an \( lm \)-variety of (ordered) stamps, also denoted by \( V \).

We now come to the definition of varieties of languages. A positive Boolean algebra is a set of languages that is closed under finite union and finite intersection. If it is also closed under complement, it is called a Boolean algebra.

Given a language \( L \) and a word \( u \), we set

\[
\begin{align*}
u^{-1}L = \{v \in A^* \mid uv \in L\} \\
Lu^{-1} = \{v \in A^* \mid vu \in L\}
\end{align*}
\]

A class of recognizable languages \( V \) assigns to each finite alphabet \( A \) a set \( V(A^*) \) of recognizable languages of \( A^* \). A positive variety of languages is a class of recognizable languages \( V \) such that for any alphabets \( A \) and \( B \),

1. \( V(A^*) \) is a positive Boolean algebra,
2. if \( L \in V(A^*) \) and \( a \in A \) then \( a^{-1}L, La^{-1} \in V(A^*) \),
3. if \( \varphi : A^* \to B^* \) is a morphism, \( L \in V(B^*) \) implies \( \varphi^{-1}(L) \in V(A^*) \).

A variety of languages is a positive variety \( V \) such that, for each alphabet \( A \), \( V(A^*) \) is closed under complement. Positive \( lm \)-varieties and \( lm \)-varieties of languages are defined in the same way by weakening Condition (3) to

\[
(3') \text{ if } \varphi : A^* \to B^* \text{ is an } lm \text{-morphism, } L \in V(B^*) \text{ implies } \varphi^{-1}(L) \in V(A^*) .
\]
Given a variety of finite monoids \( V \), the class \( V \) of all languages recognized by a monoid in \( V \) is a variety of languages. Eilenberg's theorem [4] asserts that the correspondence \( V \to \mathcal{V} \) is one-to-one and onto.

Similarly, if \( V \) is a variety of finite ordered monoids, the class \( V \) of all languages recognized by an ordered monoid in \( V \) is a positive variety of languages. It is proved in [15] that the correspondence \( V \to \mathcal{V} \) is one-to-one and onto.

Finally, given an \( lm \)-variety of (ordered) stamps \( V \), the class \( V \) of all languages recognized by a stamp in \( V \) is a (positive) \( lm \)-variety of languages. It is proved in [26] that the correspondence \( V \to \mathcal{V} \) is one-to-one and onto.

### 2.4 Examples

**Example 2.1** The trivial variety of monoids consists only of one monoid, the trivial monoid. The corresponding variety of languages \( \mathcal{V} \) is defined, for every alphabet \( A \), by \( \mathcal{I}(A^*) = \{ \emptyset, A^* \} \).

**Example 2.2** A semigroup \( S \) is locally trivial if \( eSe = \{ e \} \) for each idempotent \( e \) of \( S \). The class of locally trivial semigroups forms a variety of semigroups, denoted by \( \mathcal{L} \).

**Example 2.3** Let us denote by \( \mathcal{J}^* \) the class of all finite ordered monoids \( (M, \leq) \) such that, for all \( x \in M, x \leq 1 \).

One can show that \( \mathcal{J}^* \) is an ordered variety of monoids and that a language belongs to \( \mathcal{J}^*(A^*) \) if and only if it is a finite union of languages of the form \( A^*a_1A^*\cdots a_kA^* \), where \( k \geq 0 \) and \( a_1, \ldots, a_k \) are letters of \( A \). Further, it is shown in [13] that \( \mathcal{J}^* \) is equal to the class \( \Sigma_1[\cdot] \).

**Example 2.4** A monoid \( M \) is \( \mathcal{J} \)-trivial if division is a partial order on \( M \), that is, if the conditions \( axv = y \) and \( syt = x \) imply \( x = y \). The class of \( \mathcal{J} \)-trivial monoids form a variety, denoted by \( \mathcal{J} \). Simon's theorem [22] states that \( \mathcal{J}(A^*) \) is the Boolean algebra generated by the languages of the form \( A^*a_1A^*\cdots a_kA^* \), where \( k \geq 0 \) and \( a_1, \ldots, a_k \) are letters of \( A \). It follows from [27] that \( \mathcal{J} \) is also equal to the class \( B\Sigma_1[\cdot] \).

**Example 2.5** A monoid \( M \) is aperiodic if there exists an integer \( n \) such that, for every \( x \in M, x^n = x^{n+1} \). The class of aperiodic monoids form a variety denoted by \( A \). The results of Schützenberger [20] and McNaughton and Papert [11] show that the corresponding variety of languages is the class of star-free languages, or in logical terms, the class \( \text{FO}[\cdot] \).

**Example 2.6** Let \( \text{MOD} \) be the class of all stamps \( \varphi : A^* \to M \) such that \( M \) is a cyclic group and \( \varphi(a) = \varphi(b) \) for all letters \( a, b \) in \( A \). Then \( \text{MOD} \) is an \( lm \)-variety of stamps. For each alphabet \( A \), a language of \( \text{Mod}(A^*) \) is recognized by some stamp \( \pi_n : A^* \to \mathbb{Z}/n\mathbb{Z} \) and hence is a finite union of languages of the form \( (A^*)^kA^k \) with \( 0 \leq k < n \).

**Example 2.7** Given a variety of finite semigroups \( V \), a stamp is said to be a quasi-\( V \) stamp if its stable subsemigroup belongs to \( V \). It is stated in [26] that the quasi-\( V \) stamps form an \( lm \)-variety, denoted by \( \text{QV} \). It was proved in [2] that \( \text{FO}[\cdot + \text{MOD}] \) is the \( lm \)-variety of languages corresponding to \( \text{QA} \).

### 2.5 Identities

Both varieties of finite monoids and \( lm \)-varieties of stamps have equational characterizations [19, 9, 16]. The same result holds for their ordered counterparts. The formal definition of identities requires the introduction of profinite topologies. Here we consider a simpler notion, illustrated with a few basic examples, which implies the result.

We start by recalling an elementary fact about finite semigroups. Let \( x \) be an element of a finite semigroup \( S \). Since \( S \) is finite, there exist integers \( i, p > 0 \) such that \( x^{i+p} = x^i \). The subsemigroup of \( S \) generated by \( x \) is represented below.

It is easy to see that the semigroup \( \{ x^0, \ldots, x^{i+p-1} \} \) is a cyclic group \( G(x) \), whose identity is \( x^i \), the unique idempotent power of \( x \).

An \( \omega \)-term on an alphabet \( A \) is built from the letters of \( A \) using the usual concatenation product and two unary operators: \( x \to x^\omega \) and \( x \to x^{\omega^{-1}} \). Thus, if \( A = \{ a, b, c \}, abc, a^\omega \) and \( ((ab)^{-1}c)^{ab} \) are examples of \( \omega \)-terms.

Let \( \varphi : A^* \to M \) be a stamp. The image \( \varphi(t) \) of an \( \omega \)-term \( t \) is defined recursively as follows. If \( t \) is a letter, then \( \varphi(t) \) is already defined. If \( t, t' \) are \( \omega \)-terms, then \( \varphi(tt') = \varphi(t)\varphi(t') \). If \( t = u^\omega \), then \( \varphi(t) \) is the unique idempotent power of \( \varphi(u) \). Finally if \( t = u^{\omega^{-1}} \), then \( \varphi(t) \) is the inverse of \( \varphi(u)^{\omega^{-1}} \varphi(u) \) in the cyclic group \( G(\varphi(u)) \).

Let \( u, v \) be two \( \omega \)-terms on a finite alphabet \( B \). A stamp \( \varphi : A^* \to M \) is said to satisfy the \( \text{LM} \)-identity \( u = v \) if, for every \( \text{lm} \)-morphism \( f: B^* \to A^*, \varphi \circ f(u) = \varphi \circ f(v) \). If \( M \) is ordered, we say that \( \varphi \) satisfies the \( \text{LM} \)-identity \( u \leq v \) if, for every \( \text{lm} \)-morphism \( f: B^* \to A^*, \varphi \circ f(u) \leq \varphi \circ f(v) \).

A monoid (ordered monoid) \( M \) satisfies the identity \( u = v \ (u \leq v) \) if for every morphism \( \varphi : B^* \to M, \varphi(u) = \varphi(v) (\varphi(u) \leq \varphi(v)) \).

An \( lm \)-variety \( V \) satisfies a given \( lm \)-identity if every stamp in \( V \) satisfies this identity. The class of all stamps
satisfying a given set of $lm$-identities is an $lm$-variety of stamps. Similarly the class of all (ordered) monoids satisfying a given set of identities is an variety of (ordered) monoids.

By extension, we say that a language $L$ satisfies a monoid identity ($lm$-identity) if its syntactic monoid (ordered monoid, stamp, ordered stamp) satisfies this identity.

**Example 2.8** As an $lm$-variety of stamps, MOD is defined by the single identity $x^{ω+1}y = 1$.

The variety of finite aperiodic monoids $A$ is defined by the identity $x^ω = x^{ω+1}$.

The variety of ordered monoids $J^+$ is defined by the identity $x ≤ 1$. The variety of finite monoids $J^+$ is defined by the two identities $x^ω = x^{ω+1}$ and $(xy)^ω = (yx)^ω$.

### 3. Expressive power of \( Σ_1[< + \text{MOD}] \)

We first give a simple combinatorial description of the languages definable in $Σ_1[< + \text{MOD}]$.

Let us call modular simple a language of the form $(A^d)^+a_1(A^d)^+a_2(A^d)^+ \cdots a_k(A^d)^+$, where $d > 0$, $k ≥ 0$ and $a_1, a_2, \ldots, a_k ∈ A$.

**Proposition 3.1** A language is definable in $Σ_1[< + \text{MOD}]$ if and only if it is a finite union of modular simple languages.

**Proof.** The language $(A^d)^+a_1(A^d)^+a_2(A^d)^+ \cdots a_k(A^d)^+$ can be defined by the $Σ_1$-formula:

$$∃x_1 \cdots ∃x_k (x_1 < \ldots < x_k) ∧ (a_1x_1 ∧ \cdots ∧ a_kx_k) ∧ (MOD^d_0 x_1 ∧ MOD^d_1 x_2 ∧ \cdots ∧ MOD^d_{k-1} x_k ∧ MOD^d_k m)$$

This shows that any finite union of modular simple languages is definable in $Σ_1[< + \text{MOD}]$. To prove the result in the opposite direction, consider a $Σ_1$-formula $ψ = ∃x_1 \cdots ∃x_k ϕ(x_1, \ldots, x_k)$. We may assume that $ϕ$ is in disjunctive normal form. Negations of atomic formulas can be eliminated by replacing $¬(x = y)$ by $(x < y) ∨ (y < x)$, $¬(x < y)$ by $(x = y) ∨ (y < x)$, $¬(MOD^d x)$ by $∃_{s, t} MOD^d x$ and $¬(ax)$ by $∃_{s, t} (bx)$. Further, by the Chinese remainder theorem, conjunctions of atomic formulas of the form $MOD^d_{r_0} m ∧ \bigwedge_{1 ≤ i ≤ n} MOD^d_i x_i$ can be replaced by disjunctions of formulas of the form $MOD^d_{r_0} m \land \bigwedge_{1 ≤ i ≤ n} MOD^d_i x_i$, where $d = \text{lcm}(d_i)$. Altogether, $ψ$ is equivalent to a disjunction of formulas of the form $∃x_1 \cdots ∃x_k (x_1 < \ldots < x_k) ∧ (a_1x_1 ∧ \cdots ∧ a_kx_k) ∧ (MOD^d_{r_0} x_1 ∧ \cdots ∧ MOD^d_{r_k} x_k ∧ MOD^d m)$ defining the language $(A^d)^+α_1(A^d)^+α_2(A^d)^+ \cdots α_k(A^d)^+A^+$ where, for $1 ≤ i ≤ k$, $s_1 + s_2 + \cdots + s_i = r_i \mod d$ and $r_k + s = r \mod d$. Finally, observing that $(A^d)^+A^+ = [(A^d)^+]\bigcup_{α \in A} [(A^d)^+]$, it suffices to use the distributivity of concatenation over union to conclude that the language $L(ψ)$ is a finite union of modular simple languages.

The concatenation hierarchy of star-free languages mentioned in the introduction is defined by alternating two types of operations: the Boolean operations and the polynomial closure, that we now define. Given a class of languages $L$, we denote by $Pol(L)$ the polynomial closure of $L$, which is the class of languages that are finite unions of languages of the form $L_0 a_1 L_1 a_2 \cdots a_k L_k$, where $L_0, \ldots, L_k ∈ L$ and $a_1, \ldots, a_k$ are letters. We also denote by $BPol(L)$ the Boolean closure of $Pol(L)$.

It is shown in [13] that $Σ_1[<]$ is equal to $Pol(I)$ where $I$ is the trivial variety of languages. The next proposition shows that $Σ_1[< + \text{MOD}]$ is equal to $Pol(\text{Mod})$.

**Proposition 3.2** A language belongs to $Pol(\text{Mod})$ if and only if it is a finite union of modular simple languages.

**Proof.** First, $Pol(\text{Mod})$ clearly contains the modular simple languages. Conversely, any language of $Pol(\text{Mod})(A^*)$ can be written as a finite union of languages of the form $L = L_0 a_1 L_1 a_2 \cdots a_k L_k$, where $a_1, \ldots, a_k$ are letters and $L_0, \ldots, L_k ∈ Mod(A^*)$. Thus each $L_i$ is a finite union of languages of the form $(A^n)^+A^+$, with $0 ≤ k ≤ n_i$. Let $d$ be the least common multiple of the $n_i$. Setting $r_i = d/n_i$, we observe that $(A^n)^+ = ∪_{0 ≤ k < r_i} (A^d)^+A^{kn_i}$. Applying the distributivity of concatenation over union, we may assume that all $L_i$ are of the form $(A^d)^+A^+$. But $(A^d)^+A^+$ can be written as $∪_{0 ≤ k < r_i} (A^d)^+A_2(A^d)^+A_2 \cdots A_k(A^d)^+$. It follows that any language of $Pol(\text{Mod})(A^*)$ is a finite union of modular simple languages.

Our decidability result for $Σ_1[< + \text{MOD}]$ relies on an algebraic characterization of the polynomial closure [16, 17]. However, the formulation of this general result requires us to introduce Mal’cev products of varieties and we prefer here a simpler formulation.

**Proposition 3.3** A language belongs to $Pol(\text{Mod})$ if and only if its ordered syntactic stamp $ϕ$ satisfies the following property: there exists a positive integer $n$ such that the ordered monoid $ϕ[(A^n)^+]$ satisfies the identity $x ≤ 1$.

Unfortunately, Proposition 3.3 does not provide a decidability criterion for $Pol(\text{Mod})$. The next result fixes this problem.

**Theorem 3.4** A language belongs to $Pol(\text{Mod})$ if and only if the stable ordered monoid of its ordered syntactic stamp satisfies the identity $x ≤ 1$.

**Proof.** By Proposition 3.3, it suffices to show that if $ϕ[(A^n)^+]$ satisfies the identity $x ≤ 1$ for some $n > 0$, then $ϕ[(A^n)^+]$ satisfies the same identity. But since $ϕ(A^*) = \ldots$
Theorem 3.4 gives a decidable condition for testing membership in \( \text{Pol}(\text{Mod}) \). But since we know that \( \text{Pol}(\text{Mod}) \) is a positive \( lM \)-variety of languages, it is interesting to find the identities defining the corresponding variety of ordered stamps.

**Theorem 3.5** A language belongs to \( \text{Pol}(\text{Mod}) \) if and only if its ordered syntactic stamp satisfies the \( lM \)-identities \( x^{x^{-1}} y \leq 1 \) and \( y x^{x^{-1}} y \leq 1 \).

**Proof.** Let \( L \) be a regular language, \( \varphi : A^* \to M \) its ordered syntactic stamp, \( S \) its stable monoid and \( s \) its stability index.

First assume that \( L \) belongs to \( \text{Pol}(\text{Mod}) \). Let \( x \) and \( y \) be two words in \( A^* \) of equal length and let \( u = x^{(x-1)} x^{x^{-1}} y \). The length of \( u \) is a multiple of \( s \) and thus \( \varphi(u) \) belongs to \( S \). By Theorem 3.4, \( S \) satisfies the identity \( x \leq 1 \) and hence \( \varphi(u) \leq 1 \). But \( \varphi(u) = \varphi(x^{x^{-1}} y) \) and thus \( \varphi(x^{x^{-1}} y) \leq 1 \). This proves that \( \varphi \) satisfies the \( lM \)-identities \( x^{x^{-1}} y \leq 1 \) and \( y x^{x^{-1}} y \leq 1 \). A symmetrical argument works for the second identity.

Conversely, assume that \( \varphi \) satisfies the \( lM \)-identities \( x^{x^{-1}} y \leq 1 \) and \( y x^{x^{-1}} y \leq 1 \). We claim that \( m \leq 1 \) for all \( m \in S \). The relation is trivial if \( m = 1 \). If \( m \neq 1 \), then \( m \in \varphi(A^*) = T \). Since \( T^2 = T \), it follows from [14, Chap. 1, Proposition 1.12] that \( m = u e v \) for some \( u, v \in T \) with \( e \) idempotent. Thus there exist \( x, y, z \in A^* \) such that \( \varphi(y) = u, \varphi(x) = e \) and \( \varphi(z) = v \). Since \( |x| = |y| = |z| \), one has \( \varphi(y x^{x^{-1}} y) \leq 1 \) and \( \varphi(x^{x^{-1}} z) \leq 1 \). It follows that \( u e v \leq 1 \) and \( u e v \leq 1 \). This proves the claim and shows, by Theorem 3.4, that \( L \) belongs to \( \text{Pol}(\text{Mod}) \). □

The results of this section should be compared with the characterization of the class \( \Sigma_1[\leq + \text{REG}] \) which can be derived from the two papers [8, 21].

**4. Expressive power of \( B\Sigma_1[\leq + \text{MOD}] \)**

In this section we give several characterizations of the class \( B\Sigma_1[\leq + \text{MOD}] \). Let us start with an immediate consequence of Proposition 3.1:

**Proposition 4.1** A language is definable in \( B\Sigma_1[\leq + \text{MOD}] \) if and only if it is a Boolean combination of modular simple languages.

Our second characterization is based on properties of the wreath product. The non-specialist reader can skip the technical definitions given below, admit Theorem 4.2 and jump directly to Theorem 4.3.

The wreath product \( N \circ K \) of two monoids \( N \) and \( K \) is defined on the set \( N^K \times K \) by the following product:

\[
(f_1, k_1)(f_2, k_2) = (f_1 f_2(k_2), k_1 k_2), \quad f(k) = f_1(k) f_2(k k_1)
\]

This definition can be extended to varieties of stamps as follows. Let \( V, W \) be two \( lM \)-varieties of stamps. \( A \) (\( V, W \))-product stamp is a stamp \( \varphi : A^* \to M \) such that:

1. \( M \) is a submonoid of a wreath product \( N \circ K \), where \( N \) and \( K \) are finite monoids.
2. Let \( \pi : N \circ K \to K \) be the canonical projection morphism. Then the stamp \( \pi \circ \varphi : A^* \to \pi(M) \) is in \( W \).
3. For \( a \in A \), we can write \( \varphi(a) = (f_a, \pi \circ \varphi(a)) \) where \( f_a \) is in \( N^K \). We now treat \( K \times A \) as a finite alphabet and define a stamp \( \Phi : (K \times A)^* \to \text{Im}(\Phi) \subseteq N \) by \( \Phi(k, a) = f_a(k) \). We require \( \Phi \) to be in \( V \).

We define \( V \circ W \) to be the class of all stamps that divide a \( (V, W) \)-product stamp. The class \( V \circ W \) is called the wreath product of the \( lM \)-varieties of stamps \( V \) and \( W \). It can be shown [3] that \( V \circ W \) is an \( lM \)-variety of stamps containing \( W \). The wreath product is an associative operation on \( lM \)-varieties of stamps which extends the classical wreath product on Eilenberg's varieties.

The wreath product principle [6, 3] gives a description of languages recognized by a stamp of \( V \circ W \). It is based on similar results for varieties of monoids [24, 18]. We only give here a simplified version for the case \( W = \text{MOD} \).

For each \( n > 0 \), let \( B_n = \mathbb{Z}/n\mathbb{Z} \times A \) and \( \sigma_n : A^* \to B_n^* \) be the sequential function defined by setting:

\[
\sigma_n(a_1 \cdots a_k) = (0, a_1)(1, a_2) \cdots (k-1, a_k).
\]

**Theorem 4.2** Let \( V \) be an \( lM \)-variety of stamps and let \( U \) be the \( lM \)-variety of languages associated with \( V \circ \text{MOD} \). Then for every alphabet \( A \), \( U(A^*) \) is the smallest positive Boolean algebra containing \( \text{Mod}(A^*) \) and the languages of the form \( \sigma_n^{-1}(V) \), where \( n > 0 \) and \( V \) is in \( \mathcal{V}(B_n^*) \).

**Proof.** The general Wreath Product Principle on stamps (WPP for short) [3] makes use of slightly more involved sequential functions that we shall introduce now. Given a stamp \( \varphi : A^* \to M \) and an element \( m \in M \), we define the sequential function \( \rho_m : A^* \to (M \times A)^* \) by setting:

\[
\rho_m(a_1 \cdots a_n) = (m, a_1)(m \varphi(a_1), a_2) \cdots (m \varphi(a_1 \cdots a_{n-1}), a_n).
\]

A sequential function \( \rho \) is said to be associated with \( \varphi \) if \( \rho = \rho_m \) for some \( m \) in \( M \). The WPP states that \( U(A^*) \) is the smallest positive Boolean algebra containing \( \text{Mod}(A^*) \) and the languages of the form \( \rho^{-1}(V) \), where \( \rho \) is a sequential function associated with a stamp \( \varphi : A^* \to M \) in \( \text{MOD} \) and \( V \) is in \( \mathcal{V}(M \times A)^* \).
Notice first that, if \( \varphi : A^* \to M \) is in \( \text{MOD} \) then \( M \) is a finite cyclic group, and one can thus assume that \( M = \mathbb{Z}/n\mathbb{Z} \) for some positive integer \( n \). We denote this group additively. Further, since \( \varphi \) is surjective, there exists a generator \( k \) of \( \mathbb{Z}/n\mathbb{Z} \) such that \( \varphi(A) = \{k\} \). Thus \( \varphi \) is isomorphic to the stamp \( \pi_n : A^* \to \mathbb{Z}/n\mathbb{Z} \), defined by \( \pi_n(a) = \{1\} \). Therefore \( U(A^*) \) is the smallest positive Boolean algebra containing \( \text{Mod}(A^*) \) and the languages of the form \( \rho^{-1}(V) \), where \( \rho \) is a sequential function associated with some stamp \( \pi_n \) and \( V \) is in \( V(B_n^0) \).

Now, let \( V \) be a language in \( V(B_n^0) \) and let \( \rho_k : A^* \to B_n^0 \) be the sequential function associated with \( \pi_n \) and an element \( k \) in \( \mathbb{Z}/n\mathbb{Z} \). Define the \( \text{ln} \)-morphism \( f_k : B_n^0 \to B_n^0 \) by \( f_k(x, a) = (x + k, a) \), and let \( V' = f_k^{-1}(V) \). Then \( V' \) is in \( V(B_n^0) \) and \( \rho_k^{-1}(V') \). Therefore, it is sufficient to consider sequential functions of the form \( \sigma_n \), which concludes the proof.

We now arrive at our second characterization of \( B\Sigma_1[\lt + \text{MOD}] \).

**Theorem 4.3** A language is a Boolean combination of modular simple languages if and only if its syntactic stamp belongs to the \( \text{ln} \)-variety \( J \ast \text{MOD} \).

**Proof.** Let \( U \) be the \( \text{ln} \)-variety of languages corresponding to \( J \ast \text{MOD} \). We first show that each language of \( U \) is a Boolean combination of modular simple languages. By Proposition 3.2, it suffices to show that \( U \) is contained in \( B\text{Pol}(\text{Mod}) \).

Let \( A \) be an alphabet. According to Theorem 4.2, \( U(A^*) \) is the smallest positive Boolean algebra containing \( \text{Mod}(A^*) \) and the languages of the form \( \sigma_n^{-1}(V) \), where \( n > 0 \) and \( V \) belongs to \( J(B_n^0) \). Since \( \text{Mod} \) is contained in \( \text{Pol}(\text{Mod}) \), it remains to prove that all languages of the form \( \sigma_n^{-1}(V) \) are in \( \text{BPol}(\text{Mod}) \). Further, since \( \sigma_n \) commutes with Boolean operations, we may assume by Simon’s theorem [22] that \( V \) is equal to \( B_n^0 b_1 B_n^0 \cdots b_p B_n^0 \) for some \( b_1, \ldots, b_p \in B_n^0 \). Setting \( b_i = (r_i, a_i) \), we observe that

\[
\sigma_n^{-1}(V) = (A^*)^* a_1^* (A^*)^* a_2^* \cdots (A^*)^* a_p^* A^* ,
\]

with \( s_i = r_i - (r_{i-1} + 1) \mod n \), for \( i = 2 \cdots p \). Since \( A^* \) and all languages of the form \( (A^*)^* A^* \) are in \( \text{Mod}(A^*) \), \( \sigma_n^{-1}(V) \) belongs to \( \text{Pol}(\text{Mod}(A^*)) \).

We now prove that any Boolean combination of modular simple languages is in \( U \). A simple computation shows that if

\[
L = (A^*)^* a_1 (A^*)^* a_2 (A^*)^* \cdots a_k (A^*)^* 
\]

is a modular simple language of \( A^* \), then

\[
L = \sigma^{-1}(B_n^0 b_1 B_n^0 \cdots b_k B_n^0) \cap (A^*)^* A^k
\]

with \( b_i = (i-1, a_i) \) for \( 1 \leq i \leq k \). Since \( B_n^0 b_1 B_n^0 \cdots b_k B_n^0 \) is in \( J(B_n^0) \), \( L \) belongs to \( U(A^*) \). Finally, since \( U(A^*) \) is a Boolean algebra, any Boolean combination of modular simple languages of \( A^* \) is in \( U(A^*) \).

It follows from Proposition 4.1 and Theorem 4.3 that deciding whether a given regular language is definable in \( B\Sigma_1[\lt + \text{MOD}] \) amounts to showing that the \( \text{ln} \)-variety \( J \ast \text{MOD} \) is decidable. The proof requires us to introduce derived categories [28]. In this paper, categories are viewed as generalizations of monoids since a one-object category is in fact a monoid.

Let \( C, D \) be two categories. A division of categories \( \tau : C \to D \) is given by a mapping \( \tau : \text{Obj}(C) \to \text{Obj}(D) \) and for each pair \((u, v)\) of objects of \( C \), by a relation \( \tau : C(u, v) \to D(\tau(u), \tau(v)) \) such that

1. \( \tau(x)\tau(y) \subseteq \tau(xy) \) for any consecutive arrows \( x, y \),
2. \( \tau(x) \not\subseteq \{u\} \) for any arrow \( x \),
3. \( 1_{\tau(u)} \in \tau(1_u) \),
4. \( \tau(x) \cap \tau(y) \not\subseteq \{x, y\} \) implies \( x = y \) for any coterminal arrows \( x, y \) of \( C \).

If \( V \) is variety of monoids, we denote by \( gV \) the class of all categories that divide a monoid in \( V \) (regarded as a one-object category). By transitivity of division of categories, \( gV \) is always closed under division.

Let \( \varphi : A^* \to M \) be a stamp. For each integer \( n \), let \( \pi_n : A^* \to \mathbb{Z}/n\mathbb{Z} \) be the stamp defined by \( \pi_n(u) = [u] \mod n \) and let \( \varphi_n \) be the relational morphism \( \varphi_n = \pi_n \circ \varphi^{-1} \).

Let \( C_n(\varphi) \) be the category whose objects are elements of \( \mathbb{Z}/n\mathbb{Z} \) and whose arrows from object \( i \) to object \( j \) are the triples \((i, m, j)\) where \( j - i \in \varphi_n(m) \). Its composition rule is given by \((i, m_1, j)(j, m_2, k) = (i, m_1 m_2, k) \).

The next result is a special instance of the derived category theorem due to Tilson [28], but two modifications occur. First, Tilson’s original definition of the derived category was different from ours, but this more complex definition is not required for relational morphisms onto a group. Second, Tilson’s proof needs to be adapted to the context of stamps. Altogether, we obtain the following result:

**Theorem 4.4** A stamp \( \varphi \) is in \( J \ast \text{MOD} \) if and only if there exists a positive integer \( n \) such that \( C_n(\varphi) \) is in \( gJ \).

We shall now prove Theorem 4.4 by giving an explicit bound on the integer \( n \). First, it was shown by Knast that a category belongs to \( gJ \) if and only if, for each of its subgraphs of the form given in Figure 2, one has

\[
(m_1 m_2)^\omega (m_3 m_4)^\omega = (m_1 m_2)^\omega m_1 m_4 (m_3 m_4)^\omega \quad (1)
\]
We now state our new characterization.

**Theorem 4.5** Let \( \varphi \) be a stamp of stability index \( s \). Then \( \varphi \) belongs to \( J + MOD \) if and only if \( C_s(\varphi) \) is in \( gJ \).

**Proof.** First, if \( C_s(\varphi) \) is in \( gJ \), then \( \varphi \) belongs to \( J + \text{MOD} \) by Theorem 4.4.

Now assume that \( \varphi: A^* \to M \) belongs to \( J + \text{MOD} \). Then, by Theorem 4.4, there exists a positive integer \( n \) such that \( C_n(\varphi) \) is in \( gJ \). We prove that \( C_s(\varphi) \) is in \( gJ \) by showing that it satisfies Knast’s equation. Consider a Knast subgraph of \( C_s(\varphi) \), with the notation in Figure 2. Set \( k = j - i \). There exist words \( u_1, u_2, u_3, u_4 \) in \( A^* \) such that \( \varphi(u_i) = m_i \) for \( 1 \leq i \leq 4 \) and

\[
|u_1| \equiv |u_3| \equiv -|u_2| \equiv -|u_4| \equiv k \mod s.
\]

Since \( M \) is a finite monoid, there exists an integer \( \omega \) such that, for all \( x \in M \), \( x^\omega \) is idempotent. Further we can assume that \( \omega \) is greater than \( s \). Now setting

\[
\begin{align*}
v_1 &= (u_1u_2)^\omega u_1, \quad v_2 = u_2(u_1u_2)^{\omega - 1} \\
v_3 &= (u_3u_4)^\omega u_3, \quad v_4 = u_4(u_3u_4)^{\omega - 1}
\end{align*}
\]

we still have \( |v_1| \equiv |v_3| \equiv -|v_2| \equiv -|v_4| \equiv k \mod s \). Further \( (\varphi(v_1), \varphi(v_2)) \) and \( (\varphi(v_3), \varphi(v_4)) \) are pairs of mutually inverse elements of \( M \). If \( k \neq 0 \), then for each \( i \), \( |v_i| \geq s \) and one can find an integer \( p_i \) such that

\[
\begin{align*}
v_i &= p_is + k, & p_i > 0, & \text{for } i = 1, 3 \\
v_i &= p_is - k, & p_i > 0, & \text{for } i = 2, 4
\end{align*}
\]

By definition of \( s \), we have \( \varphi(A^*) = \varphi(A^{2*}) \) and hence

\[
\begin{align*}
\varphi(A^{n+p_is+k}) &= \varphi(A^{n+p_is+k}), & \text{for } i = 1, 3 \\
\varphi(A^{n+p_is-k}) &= \varphi(A^{n+p_is-k}), & \text{for } i = 2, 4
\end{align*}
\]

Thus, there exist words \( x_1, x_2, x_3, x_4 \) in \( A^* \) such that \( \varphi(v_i) = \varphi(x_i) \) for \( 1 \leq i \leq 4 \) and

\[
\begin{align*}
x_i &= np_is + k, & \text{for } i = 1, 3 \\
x_i &= np_is - k, & \text{for } i = 2, 4
\end{align*}
\]

Therefore, \( |x_1| \equiv |x_3| \equiv -|x_2| \equiv -|x_4| \equiv k \mod n \), and \( C_n(\varphi) \) contains the subgraph pictured in Figure 3.

![Figure 2. A Knast subgraph.](image)

![Figure 3. A subgraph of \( C_n(\varphi) \).](image)

Since \( C_n(\varphi) \) is in \( gJ \), it satisfies Knast’s equation, that is, \( \varphi(x_1x_2)^\omega \varphi(x_3x_4)^\omega = \varphi(x_1x_2)^\omega \varphi(x_1x_3)\varphi(x_3x_4)^\omega \), which finally yields Equation (1). Therefore, \( C_s(\varphi) \) is in \( gJ \).

We now treat the case where \( k = 0 \). If \( u_1 = u_2 = u_3 = u_4 = 1 \), Equation (1) holds trivially. Else, if \( u_1 = u_2 = 1 \) but \( u_3u_4 \neq 1 \), we set \( x_1 = x_2 = 1 \) and since \( |v_3|, |v_4| \geq s \), we can take \( x_3, x_4 \) as above. Then, it is still true that \( |x_1| = |x_3| = -|x_2| = -|x_4| \equiv 0 \mod n \) and that \( C_n(\varphi) \) contains the subgraph pictured in Figure 3, which gives the result. The argument is symmetrical if \( u_3 = u_4 = 1 \). In all remaining cases, the words \( v_i \) have length greater or equal to \( s \) and the proof of the case \( k \neq 0 \) carries over. \( \square \)

**Corollary 4.6** Given a regular language \( L \), one can effectively decide whether \( L \) is definable in \( B\Sigma_4[< + \text{MOD}] \).

**Proof.** It suffices to compute the syntactic stamp of \( L \) and its stability index \( s \) and check whether the derived category \( C_s(\varphi) \) satisfies Knast’s identity (1). \( \square \)

### 5. Summary

We proved the decidability of the two classes \( \Sigma_4[< + \text{MOD}] \) and \( B\Sigma_4[< + \text{MOD}] \). In algebraic terms, our results can be summarized as follows:

<table>
<thead>
<tr>
<th>( \Sigma_4 )</th>
<th>( J^+ )</th>
<th>( J^+ \text{ MOD} )</th>
<th>( J^+ \text{ LI MOD} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B\Sigma_4 )</td>
<td>( J )</td>
<td>( J \text{ MOD} )</td>
<td>( J \text{ LI MOD} )</td>
</tr>
<tr>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
</tr>
<tr>
<td>( \text{FO} )</td>
<td>( A )</td>
<td>( A \text{ MOD} )</td>
<td>( A \text{ MOD} )</td>
</tr>
</tbody>
</table>

However, there are subtle differences between these two new results, as well as important features that distinguish
them from the older results listed in the fourth column of the table. Indeed, given a stamp \( \varphi \), one can decide whether \( \varphi \) belongs to the varieties of the fourth column by verifying that their stable (ordered) monoid satisfies certain conditions. This is due to the properties that the varieties \( J^+ * L_1 \), \( J * L_1 \) and \( A \) satisfy the condition \( V * L_1 = V \). It was observed both in [6] and in [12] that for varieties satisfying this condition, the decidability of \( V \) and \( V * \text{MOD} \) are equivalent. The variety of ordered monoids \( J^+ \) does not satisfy this condition, but it is a local variety in the sense of Tilson [28]: this still suffices to get the decidability of \( J^+ * \text{MOD} \).

The hardest case is \( J * \text{MOD} \): the variety \( J \) is known to be nonlocal and Knast identities are required to get the decidability.

It would be interesting to obtain a purely model theoretic proof of our results.
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