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[1] Regional seismic tomography provides valuable information on the structure of
shields, thereby gaining insight to the formation and stabilization of old continents.
Fennoscandia (known as the Baltic Shield for its exposed part) is a composite shield
for which the last recorded tectonic event is the intrusion of the Rapakivi granitoids
around 1.6 Ga. A seismic experiment carried out as part of the European project
Svecofennian-Karelia-Lapland-Kola (SVEKALAPKO) was designed to study the upper
mantle of the Finnish part of the Baltic Shield, especially the boundary between Archean
and Proterozoic domains. We invert the fundamental mode Rayleigh waves to obtain a
three-dimensional shear wave velocity model using a ray-based method accounting for the
curvature of wave fronts. The experiment geometry allows an evaluation of lateral
variations in velocities down to 150 km depth. The obtained model exhibits variations of
up to +3% in S wave velocities. As the thermal variations beneath Finland are very
small, these lateral variations must be caused by different rock compositions. The
lithospheres beneath the Archean and Proterozoic domains are not noticeably different in
the S wave velocity maps. A classification of the velocity profiles with depth yields four
main families and five intermediate regions that can be correlated with surface

features. The comparison of these profiles with composition-based shear wave velocities

implies both lateral and vertical variations of the mineralogy.
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1. Introduction

[2] The formation and evolution of the earliest continents
remain an enigma in Earth sciences. The development of
thick lithospheric roots seems to have protected the conti-
nental crust from recycling into the mantle. The vertical and
lateral extent of these keels and the timing of the stabiliza-
tion remain unknown. To understand these problems further
requires a more complete understanding of the structure of
the cratonic lithosphere and the relationship between the
crust and upper mantle. Studies of mantle xenoliths can
provide insight into the composition and age of the mantle,
while seismic studies provide information on the lateral
extension of the heterogeneities. For example, James et al.
[2001] show beneath the Kaapvaal and Zimbabwe cratons
in South Africa that thick roots are confined to the Archean
cratons with no evidence of similar structures beneath the
adjacent Proterozoic mobile belts. This is in good agreement
with the age distribution of mantle xenoliths proposed by
Pearson et al. [2002].

[3] The Fennoscandian Shield is the northwestern crustal
segment of the East European Craton. It is formed by an
Archean nucleus, the Karelian province, flanked to the
northeast by the late Archean-Paleoproterozoic Lapland-
Kola mobile belt and to the southwest by the Proterozoic
Svecofennian domain [Gorbatschev and Bogdanova, 1993].
The formation of the granite-greenstone Karelian province
started some 3.5 Gyr ago and continued through the
Archean with orogenic maxima around 2.9 and 2.7 Ga
[Gorbatschev and Bogdanova, 1993]. The growth of con-
tinental crust continued with the accretion of several litho-
spheric blocks over a very long time span through the late
Archean and Proterozoic. The formation of the Svecofen-
nian domain was first thought to be very simple and
homogeneous, but recently, Nironen et al. [2002] proposed
a succession of five orogenies between 1.92 and 1.79 Ga
alternating with continental extensions. The last recorded
tectonic events are extensional with the intrusion of the
Rapakivi granitoids (1.65—1.54 Ga) and the sedimentation
of the Subjotnian sandstone formation (1.2 Ga) [Korja et
al., 1993]. Since that time the central part of the shield has
remained stable.

[4] This composite craton, uncovered by sediments,
without noticable reworking since 1.2 Ga is an ideal place
to test the differences between Archean and Proterozoic
lithospheres. This area was therefore chosen for one of the
investigations of the EUROPROBE program [Gee and
Zeyen, 1996], namely, the Svecofennian-Karelia-Lapland-
Kola (SVEKALAPKO) project [Hjelt and Daly, 1996]. Part
of the SVEKALAPKO project was a teleseismic experiment
covering the Finnish part of the Svecofennian domain and
southern Karelian province [Bock and the SVEKALAPKO
Seismic Tomography Working Group (SSTWG), 2001]. This
array was designed to study the lithosphere-asthenosphere
system of the central Baltic Shield and especially the
boundary between the Proterozoic Svecofennian domain
and the Archean Karelia. The results of regional teleseismic
P wave tomography using the SVEKALAPKO data set
shows a central positive velocity anomaly that can be traced
to a depth of 300 km, located in the area of the contact
between the Archean and Proterozoic domains. This model
does not support the idea of a simple change in lithospheric
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structure associated with the Archean-Proterozoic boundary
[Sandoval et al., 2004].

[s] Previous seismic studies of the Baltic Shield have
yielded very different estimates of the lithospheric thick-
ness, varying between 160 and 350 km [Sacks et al.,
1979; Husebye and Hovland, 1982; Calcagnile, 1982;
Babuska et al., 1988; Calcagnile, 1991]. These studies
base their conclusions on different concepts, low-velocity
zone, wave conversion, lack of lateral heterogeneities,
that do not refer to the same physical interpretation of
the lithosphere-asthenosphere boundary so they are not
necessarily compatible.

[6] The SVEKALAPKO seismic tomography experi-
ment is a unique opportunity to obtain the absolute shear
wave velocities in the upper mantle in Fennoscandia
through surface wave analysis. We use a new tomogra-
phy technique, developed by Bruneton et al [2002].
This method is based on two-dimensional ray tracing
and takes into account the nonplanarity of incoming
wave fronts. Travel times are inverted to obtain phase
velocity maps of the area. One advantage of this surface
wave tomography is that the receivers are located within
the tomographic model and not at the model edge as
is the case in body wave tomography, which allows
an efficient modeling of the shape of incoming wave
fronts in terms of arrival time on the edge of the study
area.

2. Data Selection and Processing

[7] Between August 1998 and May 1999 more than
140 seismic stations operated in the framework of the
SVEKALAPKO project [Bock and SSTWG, 2001]. The
network was deployed on a two-dimensional grid covering
the central part of the Fennoscandian Shield in southern
Finland. Out of these stations, 46 were equipped with
broadband sensors (CMG3 and STS2, cutoff period
90—-100 s; CMG40, cutoff period 40—60 s). Very good
recording conditions in the shield made it possible to
analyze surface waves with periods up to 190 s. Figure 1
shows the locations of the broadband stations as well as the
main tectonic features.

[8] For the present study we use the fundamental mode
Rayleigh wave recorded on the vertical component of
the sensors. Because of the large number of different
sensors and recorders, the data are first corrected for the
instrument response. Then we use a phase-matched filter
[Herrin and Goforth, 1977; Lander and Levshin, 1989] to
extract the fundamental mode Rayleigh wave from the
signal.

[9] Out of all the recorded earthquakes of magnitude
higher than 5.5 and epicentral distance larger than 30°, we
select 69 events showing a high-quality signal at most of the
stations. The geographic distribution of these events is
shown in Figure 2. On the filtered signals we measure time
delays between pairs of stations versus frequency using the
phase of the Wiener filter [Wiener, 1949; Hwang and
Mitchell, 1986; Cotte et al., 1999]. For each station pair
we eliminate frequency points with a coherency lower than
0.95 or a signal-to-noise ratio lower than 4. The value of the
threshold is chosen from the result of numerical tests using
full waveform synthetic seismograms: the recovered veloc-
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Figure 1. Simplified geological map of the central Baltic
Shield (modified from Hjelt and Daly [1996]). Triangles
give the location of the broadband stations of the
SVEKALAPKO array. The location of the Eastern Finland
Kimberlite Province is marked with the letter K.

ities remain close to the input model with a signal-to-noise
ratio down to 3.5 [Bruneton et al., 2002].

[10] The data we need in the inversion for phase velocity
under the station array (see section 3) are arrival times of the
fundamental mode Rayleigh wave at every station for each
event and period. The simplest way to convert our delay
times into arrival times is to set the origin time for each
event to be the arrival time at one station chosen as the
reference and to use arrival times relative to this particular
station.

[11] For each event the reference station is chosen as one
with a very high quality signal out of the first stations
encountered by the wave. As a stabilization procedure we
consider as arrival time for a given station the mean of all
available time delay measurements with the reference sta-
tion using an intermediate third station. For example, for a
given event and period for which n stations (out of which
one is the reference station) have high-quality signals. The
time delay between any station and the reference station is
an average of n — 1 delay values: one is measured directly
with the reference station, n — 2 other estimations are the
sum of the delay between the particular station and a third
station and the delay between the third station and the
reference.

[12] Our estimation of the uncertainty associated with the
final arrival time is twice the standard deviation of the n — 1
times used to obtain the delay. This rather pessimistic value
is used because the different measurements are not inde-
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pendent, so we consider one standard deviation to be a too
optimistic error estimate. For a better consistency of the data
set we also impose a minimum value of 1 s for the
uncertainty. We assume the data to be uncorrelated, and
consequently, the data covariance matrix is a diagonal
matrix containing the squared uncertainties.

3. Inversion for Phase Velocity Maps

[13] To obtain a three-dimensional model in shear wave
velocity for the region underneath the array, we adopt a two-
step method. The first step consists in inverting propagation
times of the fundamental mode Rayleigh wave to compute
phase velocity maps at each frequency. The combination of
the different maps obtained for different frequencies gives a
dispersion curve at each location on the map. The second
step is an inversion of the dispersion curves to obtain shear
wave velocity versus depth mapping at each grid node and
consequently a three-dimensional (3-D) shear wave velocity
model. This approach, justified by the good azimuth and
epicentral distance distribution of the events (see Figure 2),
is based on the assumption that the phase velocity maps
yield the structural velocity as defined by Wielandt [1993].
The structural velocity corresponds to the phase velocity in
hypothetical flat-layered models with the same elastic
parameters as the medium immediately below the consid-
ered point.

[14] To invert the travel times obtained at a given fre-
quency for a phase velocity map, we use the method
recently developed by Bruneton et al. [2002]. It is derived
from two main ideas: (1) the use of phase information which
is more robust than the amplitude and (2) the necessity to
take into account the nonplanarity of wave fronts for surface
wave studies [7ryggvason, 1961; Friederich et al., 1994].
Here we only recall the main characteristics of the method;

Figure 2. Distribution of the 69 events selected for this
study. The size of each star is proportional to the magnitude
of the event.
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for a more detailed description we refer to Bruneton et al.
[2002].

3.1. Forward Problem and Boundary Conditions

[15] The calculation of the travel times is based on the
eikonal equation

(VT)’=c? =42, (1)

where T is the arrival time of the wave, V is the
horizontal gradient, ¢ is the phase velocity, and u is the
slowness of the medium. The boundary conditions used
in the forward problem derive from two hypothesis:
(1) the ray goes through the receiver position x, and
(2) the ray connects to the curved wave front at the edge
of the study region. The wave fronts are modeled by
arrival times Ty(x;) of the wave along the edge of the
study region. The projection of the slowness vector p of
the ray on the edge x; should therefore be equal to the
derivative of the arrival times OT,/Ox;.

[16] The search for the ray that obeys the boundary
conditions is done following a first-order perturbation
technique known as paraxial ray theory [Deschamps,
1972; Farra and Madariaga, 1987]. Once the ray following
all boundary conditions is traced, the arrival time of the
wave at the receiver is computed by integration along
the ray. The derivatives of the arrival time with respect to
the model parameters are also computed [Bruneton et al.,
2002].

3.2. Inverse Problem

[17] The model m of the inversion contains two types
of parameters. The phase velocity field is modeled by
slowness squared, parameterized using third-order two-
dimensional B spline functions [De Boor, 1978] with
coefficients distributed on grid nodes every 40 km in x,
and x,. Each wave front is described by its arrival time at
the two edges of the study region that are first encoun-
tered by the wave. Along each one of the two edges the
arrival time is modeled using fourth-order B spline
interpolation with grid nodes every 40 km. The node
spacing of 40 km is chosen as a compromise between the
ratio of number of parameters over number of data and
the spatial resolution.

[18] Following Bruneton et al. [2002], the inverse prob-
lem consists in the minimization of a least squares misfit
function S

S(m) = [T — T¢(m)] " C;' [T — T(m)]
+ [y — F(m)]"C;! [F, — F(m)]. (2)

The first part of equation (22 corresponds to the time
residuals between observed T°”® and calculated T¢ arrival
times. The residuals are weighted by the uncertainty of
each observation as described in the covariance matrix
Cp As data are assumed to be uncorrelated, the
nondiagonal terms of C; are set to zero. The diagonal
terms contain the variance of each data element (see the
end of section 2). Introduction of nondiagonal data
covariance terms in the inversion may slightly modify the
a posteriori error in the model parameters, but this effect
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is negligible compared to the effect of the smoothing
constraints.

[19] Additional information is needed due to the nonun-
icity of the solution. The second part of equation (2)
therefore corresponds to the introduction of a priori infor-
mation. F,, is the a priori value of some parameter combi-
nation F(m). The uncertainty of the a priori value is
described through the diagonal terms of the covariance
matrix Cp of the a priori constraints. Ideally, C should
directly reflect the resolution that we can expect to obtain on
the various parameters that we invert for. Section 3.3
therefore focuses on resolution tests, and section 3.4
describes a priori conditions used as well as their effect
on the obtained model.

[20] The nonlinear least squares equation (2) can be
solved iteratively by a Gauss-Newton method. The func-
tions T°(m) and F(m) are linearized around a starting model
my to obtain the quadratic approximation of the misfit
function S. For each period, my is composed of a homoge-
neous phase velocity and of plane wave fronts incident from
the back azimuths determined for each event by fitting a
plane wave to the arrival times at all stations. The phase
velocity for each period derives from a 1-D inversion of the
data set [Bruneton et al., 2004]. Several other starting phase
velocities have been tested, in particular, the one calculated
for the standard Earth model ak135 [Kennett et al., 1995];
the phase velocities recovered are always similar to the one
presented.

[21] As described by Bruneton et al. [2002], the quadratic
approximation is solved using a singular value decomposi-
tion algorithm. As the problem is nonlinear, the process is
repeated until the misfit function stops decreasing. Using
the SVEKALAPKO data set, the final model was generally
obtained after two iterations, indicating that the nonlinearity
of the problem is weak.

[22] In the inversion for phase velocity maps the a
posteriori covariance matrix of the model is computed
following Tarantola [1987] [see also Bruneton et al.,
2002, equation 17]. This error estimate varies as a function
of several factors: the experiment geometry and the volume
of data, the covariance matrix of the travel time data (see
section 2), and the a priori uncertainty chosen for the a
priori constraints. The strength of the a priori constraints
therefore has to be carefully chosen (see section 3.4).

[23] The a posteriori variance of the slowness squared o,
can be converted into the variance of the phase velocity o,
by differentiation of u* = ¢~

0, = 20,0 /2. (3)

To be able to compare the phase velocity uncertainties for
different frequencies, we use a constant reference phase
velocity ¢ = 4 km s~ ! in equation (3).

3.3. Resolution Assessments

[24] A large set of resolution tests has been applied to the
method using synthetic data computed from direct ray
tracing and full waveform modeling [Bruneton et al.,
2002]. The method is very robust in determining phase
velocity maps in all synthetic examples. The tests show that
structures larger than 150 km under the SVEKALAPKO
broadband array are well resolved. The use of arrival times
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restrains us to structures of sizes bigger than the wave-
length for each period. The domain of validity of ray
theory has been shown to be generally more restrictive
[see, e.g., Spetzler et al., 2002], but Bruneton et al.
[2002] showed that in the setting of the SVEKALAPKO
seismic experiment, structures of size similar to the
wavelength are also recovered by the inversion. This
estimate is of the same order as the influence zone used
by Kennett and Yoshizawa [2002] or the resolution scale
computed by Friederich [2003] in regional surface wave
tomographies.

3.4. A Priori Constraints

[25] We use five types of a priori conditions; each of them
is represented by an equation and should reflect the model
resolution. The chosen value for each uncertainty gives the
strength of the constraint and depends on how tightly we
want it to be followed by the model; that is, they should
reflect the resolution on the model.

[26] The absolute value of the velocity (condition 1) is
assumed to be close to an a priori value for each period
within an uncertainty or, expressed in s> km™? as the
model parameters representing the velocity are slowness
squared. We choose

oF, =5x 107 s* km ™, (4)

allowing variations of less than #4% in velocity. This
choice is based on the results of Sandoval et al. [2004],
who show P wave velocity variations of up to 2%. Even
though we can expect stronger variations in S than in P
wave velocity, there is no reason to expect very strong S
wave velocity variations related to, for example, partial
melt.

[27] The travel time of a wave is sensitive to the structure
located in the Fresnel zone of the ray. As we compute the
partial derivatives by simple integration along the ray, we
decide to take this property into account by an a priori
smoothing of the medium. Therefore the first (condition 2)
and the second (condition 3) derivatives of the slowness
squared with regard to the horizontal coordinates are as-
sumed to be close to zero within respective uncertainties
of,, and oF, ,:

107 <op,, <5%x107* s’ km™, (5)

107 <op,, <2x10°°s* km ™% (6)

OF,, =3 X 107* s* km™> represents up to 5% velocity
variation over a distance of 20 km. The constraint on the
second derivative (or, ,) is more subtle. It corresponds to
restricting the variations of the velocity gradient (or the
number of maxima and minima) to reduce fluctuating
solutions. As the size of the Fresnel zone increases with
increasing wavelength, the values of or , and op,,
decrease linearly with increasing wavelength.

[28] The wave fronts are modeled by arrival times on the
two edges of the study region first encountered by the wave,
the two edges being treated independently. The times Ty
(condition 4) corresponding to the same point on the two
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edges are forced to be identical within a small uncertainty,
allowing for small errors due to delay time measurements:

or, =0.1s. (7)

[29] A smoothness criterion for the wave front (con-
dition 5) is added by identifying the derivative of the arrival
time 7} along the boundary to that of a plane wave arriving
from the back azimuth ¢:

oy sind
ox; c

0Ty coso
a_)Q - ) (8)

c

or

where the axes x; and x, are oriented toward the east and
south, respectively. This criterion is motivated by the wave
front healing process that tends to erase small-scale wave
front variations [Nolet and Dahlen, 2000]. In this study, the
angle ¢ is determined for each event by fitting a plane wave
to the arrival times of the given wave front at all stations for
each frequency. The uncertainty is taken as

or, =5 x 107 2skm™! 9)

allowing at least 10° variations in the propagation direction
(the exact value depends on the angle between the back
azimuth and the edge of the box considered).

[30] The influence of the different constraints on the
resulting phase velocity maps was widely tested on the
data. The most important effect is due to the smoothing
constraint: depending on the value we use for or, , and
OF ., the granularity of the solution and to a lesser extent
the amplitude of the anomalies change. However, the main
features of the phase velocity maps remain stable. We
therefore set the constraints to the above values, so that
the obtained model fulfills the considerations discussed
above: (1) the minimum size of a resolved structure is
150 km, and (2) the smallest structure resolved by a given
seismic wave has the size of its wavelength. The a posteriori
variance in the model parameters mainly depends on these
two a priori conditions, revealing that small-scale structures
are sensitive to noise.

[31] The increase of the constraints on the lateral varia-
tions with the wavelength corresponds to a smaller number
of independent parameters. The velocity values are there-
fore well resolved at long periods which corresponds to
small a posteriori errors. However, these small errors at long
periods do not reflect reality: even though the velocities are
well resolved in a mathematical sense, there may still be
significant lateral variations of structural velocities at long
periods. To obtain more realistic error measurements, we
add a constant uncertainty to the velocity errors so that the
maximum uncertainty is the same for all periods. The
reference period for this normalization is taken as 20 s.
Figure 3 shows the a posteriori error in the phase velocity
obtained for periods between 15 and 100 s.

3.5. Phase Velocity Model

[32] Figure 4 presents the phase velocity maps obtained
for periods between 15 and 100 s. The most prominent
feature is a slow structure in the center of the array for the
higher frequencies. Its position and shape correspond
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Influence of the azimuth distribution on the phase velocity map, example for 40 s period.

(left) Complete data set and (right) reduced data set with an almost uniform azimuth distribution.

roughly with the deep Moho structure imaged by Sandoval
et al. [2003].

[33] The reduction of the misfit function is always im-
portant and is mainly due to the curvature of the wave
fronts. At short (<30 s) and long (>100 s) periods the final
misfit function is larger than 1, indicating that the theory
used does not completely explain the data within the error
bars. This may be due to a high noise level at some stations
or to phenomena we do not take into account in our
modelization, for example, anisotropy and diffraction.

[34] The azimuth distribution of our data is not perfect as
a majority of events are located in the northeastern quarter.
To test the influence of the azimuth distribution, we remove
some events of our data set to obtain a maximum of two
events per 15° sector in the northeastern quarter and three
events elsewhere. The events selected are those with the
best fit to a plane wave as this ensures that only highest-
quality events are selected: a bad fit to the plane wave could
correspond to questionable measurements or to an anoma-
lous wave front that we cannot model using ray theory.

[35] Figure 5 shows an example for the period of 40 s, the
azimuth distribution of the complete and reduced data sets
are plotted in Figure 5 (top), and the associated phase
velocity map is given in Figure 5 (bottom). The two phase
velocity maps are very similar. The position and shape of
the heterogeneities are not modified with a better azimuth
distribution except for an effect of smoothing; their ampli-
tude is also slightly reduced. Both reduction and smoothing
are explained by the fact that the values of the constraints
are identical for the two inversions. As the volume of data is
reduced in the second data set the relative importance of the
smoothing constraints is larger.

[36] The same conclusion is drawn for all the periods
used in this study. As was already noticed by Bruneton et al.

[2002], the azimuth distribution does not have an important
effect on the inversion result for the SVEKALAPKO array.

4. Inversion for 3-D Shear Wave Velocity Model

[37] As output of the previous inversion we obtain phase
velocity maps for a series of periods. At every location in
the study region this is equivalent to a phase velocity
dispersion curve. Figure 6 presents all dispersion curves

m.s
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Figure 6. Fundamental mode Rayleigh wave phase
velocity dispersion curves. Each grey line represents the
obtained dispersion for one location on the map, three of
them from the northeastern (triangles), central (circles), and
southwestern (crosses) parts of the array have been
highlighted with symbols.
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obtained in the central part of the study region, out of which
three are highlighted. We invert independently each of these
curves for a shear wave velocity versus depth profile (Vi(z))
associated to each grid node on the map.

4.1. Inversion of the Dispersion Curves

[38] This inversion follows a linearized method that
allows the consideration of both independent layers and
continuous media between the interfaces [Maupin and
Cara, 1992]. For the direct modeling and computation of
the partial derivatives we use the program package devel-
oped by Saito [1988]. The inversion algorithm is that of
Tarantola and Valette [1982], minimizing the square of the
phase velocity discrepancy. The P wave velocities and
densities are kept constant during the inversion. The influ-
ence of these two parameters on the inversion is small.
Using, for example, constant Poisson ratio produces a
similar S wave velocity model.

[39] The initial model used for the 3-D inversion is
obtained by inversion of an average dispersion curve for
the whole modeled area. The average dispersion curve
derives from the procedure described in section 3, using a
unique cell covering the stations array but enabling curved
wave fronts. The inversion for shear wave velocity with
depth of this average dispersion curve is done using a large
correlation length in order to obtain a well-constrained
average model. The initial model for this preliminary
inversion derives from smoothing of the standard Earth
model ak135 [Kennett et al., 1995] for the mantle part. The
crustal structure follows the compilation of deep seismic
sounding profiles by Sandoval et al. [2003], containing a
high-velocity lower crust and a Moho depth of 51 km. For
a more detailed discussion of the average model, see
Bruneton et al. [2004].

[40] In the algorithm of Tarantola and Valette [1982] the
use of a model covariance matrix makes it possible to
quantify the smoothness of the shear wave velocity with
depth. The shape of the correlation functions is chosen to be
Gaussian following Lévéque et al. [1991]. The correlation
length is defined as the half width of the Gaussian for the
60% confidence interval.

[41] In the inversion of the dispersion curves the veloc-
ities obtained for the lower crust and shallow mantle are
influenced by the chosen Moho depth. In the region of the
SVEKALAPKO array the crustal structure is particularly
well known because of numerous deep seismic sounding
profiles. A compilation of all refraction and reflection data
for the region was recently performed by Sandoval et al.
[2003] to compute a 3-D crustal model in P wave velocity.
To constrain our dispersion curve inversions, we set the
depth of the Moho discontinuity at every location following
the Sandoval et al. [2003] Moho depth model. We also test
the influence of the Moho depth on the obtained model.

[42] The result of our second inversion step is an absolute
shear wave velocity model constructed from surface waves
of wavelengths between 40 and 900 km. Because of
anelasticity in the Earth such a model cannot be directly
compared with velocities obtained from other techniques,
short-period body wave tomography in particular. The
velocity model we present here is corrected for anelasticity
using a simple O(z) model derived from the preliminary
reference Earth model (PREM) [Dziewonski and Anderson,
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1981] (adapted for each Moho depth) and a reference
frequency of 1 Hz, so as to facilitate the discussion of our
results. The correction is made according to equation (5.81)
of [Aki and Richards, 2002]:
(@)
w(2)/ )’

where w; = 1 Hz and w,(z) is a period representative of the
periods of the surface waves that sample the medium at
depth z. The use of a different Q model, within realistic
limits, does not have a large influence on the result (for
details, see Bruneton et al. [2004]).

V()= V)., [1 PRI (10)

? 7Q(z)

4.2. Shear Wave Velocity Uncertainty

[43] The dispersion curve inversion algorithm we use
allows us to compute both the model a posteriori error bars
and the resolution. These values depend on the phase
velocity uncertainties obtained as described at the end of
section 3.2 and on the a priori covariance of the S wave
velocity model.

[44] The latter derives from an a priori error in shear wave
velocity with respect to a reference model and a correlation
length parameter. The a priori error in S wave velocity
defines to what extent the final model can vary from the
reference one; we choose a value of 4%. The reference
model used is the same as the initial model described in
section 4.1. Considering that it is an average model for the
region, this value is relatively large and should allow all
realistic phase velocity variations in the region. The corre-
lation length defines the smoothness of the shear wave
velocity model with depth. We choose a value of 20 km in
the mantle, and we decorrelate crustal layers from the
neighboring layers. An inversion with a smaller correlation
length gives similar results (maximum discrepancy 0.2%)
and confirms that our data do not contain information
concerning the fine structure of the mantle.

[4s] Figure 7 presents the obtained a posteriori standard
deviation in shear wave velocity versus depth for three
different locations. As the value at depth immediately below
(above) an interface is correlated only with values at points
below (above), the velocities in the neighborhood of inter-
faces are less constrained than inside the layer. This uncer-
tainty is quite large at the Moho. The error increases with
depth due to the larger error in the phase velocities for larger
periods (see Figure 3).

[46] An estimation of the resolution of the lateral varia-
tions with depth can be computed from the penetration
depth of the seismic wave used. We measure arrival times
for periods between 10.5 and 190 s, which means that the
wavelength varies between 35 and 900 km approximately. If
the wavelength is larger than the aperture of the array, the
lateral variations are not resolved. The deepest lateral
variations that we can image are those recorded by the
100 s period Rayleigh wave of roughly 430 km wavelength.
We therefore do not have any resolution in the lateral
variations deeper than 150 km.

4.3. The 3-D Shear Wave Velocity Model

[47] We first discuss the final 3-D shear wave velocity
model and then show tests to estimate the influence of the
initial model and of the Moho depth.
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Figure 7. A posteriori error in shear wave velocity for three
different Moho depths. Solid line corresponds to 63.5 km,
dashed line corresponds to 49.5 km, and dash-dotted line
corresponds to 38.5 km.

[48] Shear wave velocity versus depth profiles (Figure 8)
show that the region is characterized by, on average, a
lithospheric mantle 4% faster than standard Earth models.
The depth-averaged velocity does not exhibit a low-
velocity zone (LVZ), while most of the individual profiles
show a minor LVZ at depths between 140 and 240 km.
We interpret these variations as lateral variations in the
composition of the lithosphere and not as variations of the
depth of the lithosphere-asthenosphere boundary (see
section 5).

[49] The final three-dimensional model is presented in
Figures 9 (horizontal slices) and 10 (vertical cross sec-
tions). We observe S wave velocity variations of +3%,
which are compatible with P wave velocity variations of
+2% [Sandoval et al., 2004]. The shallower levels of the
mantle are characterized by higher velocity in the center of
the array than at the periphery, but this high-velocity
anomaly does not correlate well with the location of the
major Moho trough.

[so0] From 120 km and deeper, lower velocities are
observed in the northeastern part of the array and in a
smaller spot in the southeast; higher velocities are situated
mostly in the western part. The Archean-Proterozoic bound-
ary is not associated with a clear pattern in the upper 150 km
of the mantle. Below 100 km the Archean domain seems to
be mainly associated with low relative velocities whereas
the Proterozoic domain mainly has high velocities. This is
not consistent with the classical model of a highly depleted
Archean lithosphere with high velocities and a less depleted
Proterozoic mantle with low relative velocities [Jordan,
1979].

4.3.1. Influence of the Initial Model

[s51] To test the influence of the initial model on the
recovered 3-D shear wave velocity, we also use a second
initial model, which derives from theoretical seismic veloc-
ities computed by Kukkonen et al. [2003] from xenoliths
compositions and an associated regional geotherm. The two
initial models are very similar except for the lower crustal
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layer where the velocity of the xenolith-derived model is
lower by 1.5% and for the mantle above 90 km depth where
the velocity is 1% higher. The change in the initial shear
wave velocity does not influence the recovered lateral
variations while the absolute values of the shear wave
velocities are shifted by approximately the same amount
as the initial model in the uppermost mantle. This uncer-
tainty on the velocity immediately below the Moho was also
illustrated in Figure 7. However, below 90 km depth, the
shear wave velocity model do not depend on the initial
model.

4.3.2. Influence of the Moho Depth

[52] The procedure of inversion of the dispersion curve
does not invert for the depths of interfaces in the crust and
mantle. The constant Moho depth is a very strong constraint
on the shear wave velocity model. We therefore test the
effects of a reasonable modification of the Moho depth
model.

[53] The 3-D crustal model used, based on active
seismics [Sandoval et al., 2003], has been tested by
forward modeling of P and § wave arrivals of local
events. A joint inversion of seismic and gravity data
recently confirmed this crustal structure and supplemented
it with density values [Kozlovskaya et al., 2004]. The
shape and depth of the Moho in the region of the
SVEKALAPKO array are estimated to be precise within
2 km. Such a precise knowledge of the crustal structure is
exceptional and provides important constraints for seismic
studies of the mantle.

[s4] For a point in the center of the array we conduct two
inversions by varying the Moho depth by 3 km. The change
in the Moho depth affects the recovered velocity of the
lower crustal layer and of the mantle down to ~100 km: the
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Figure 8. Shear wave velocity model with depth. Each
grey line corresponds to an individual profile for a grid
node. Solid black line corresponds to average model used as
reference in Figures 9 and 10; dashed black line corresponds
to initial model; thin dash-dotted lines correspond to
standard Earth models PREM [Dziewonski and Anderson,
1981] and ak135 [Kennett et al., 1995].
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Figure 9. Horizontal sections at different depths in our 3-D shear wave velocity model. Lateral velocity
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deeper the Moho, the higher the upper mantle velocities.
Variations are of the order of 0.75% for the crustal layer and
<0.5% for the mantle (see also the tests carried out by
Bruneton et al. [2004]).

[s5] The modifications of the velocity model produced by
a 3 km modification of the Moho depth are half an order of
magnitude lower than the lateral variations down to 80 km
depth and decrease downward to zero at 100 km. Further
improvements of the Moho map are unlikely to significantly
modify our 3-D model.

5. Discussion

[s6] Our 3-D shear wave velocity model is characterized
by higher than average velocities in the lower crust and
shallower mantle down to at least 100 km in the area where
the Moho is anomalously deep. No clear pattern seems to be
related to the surface geology, and in particular, the Archean
and Proterozoic domains do not have significantly different
velocities in the lithospheric mantle. The Baltic Shield
appears more complex than the Kaapvaal craton in South
Africa, where the higher lithospheric velocities are associ-
ated with the Archean domain and the lower lithospheric
velocities are associated with the Proterozoic domain.

[57] For a further interpretation we made a semiautomatic
classification of the V(z) curves. We first ran several
automatic classifications using different criteria: depth of
the minimum or maximum velocity, shape, and value of the
velocity gradient. Then we selected the most efficient
distribution into families: the one based on the depth of

the maximum velocity (between the Moho and 180 km
depth). Six depth intervals were used in the automatic
classification but only four of the six families had a
geographically well defined core, independent of the exact
boundaries of the depth intervals. The two remaining ones
contained shear-wave velocity profiles with depth that were
of generally different shapes or corresponding to points
located in very distant areas. They were therefore subdi-
vided into five “intermediate” families.

[s8] Finally, once the nine families (four main and five
intermediate) were defined, we visually inspected points
geographically located on the limit between areas to ensure
that any V(z) profile is associated with the family to which
it resembled the most. Only very few points were moved
from one family to the neighboring one.

[s9] Figures 1la, llc, 11g, and 1li show the main
families, and Figures 11b, 11d, 1le, 11f, and 1lh show
the five intermediate families. If we compare our Figure 11j
to the map of Plomerova et al. [2003] showing the pattern
of anisotropy direction observed from P wave residuals, we
can associate their Proterozoic family to our categories in
Figures 11a, 11g, 11h, and 11i, their Archean family to our
Figure llc family, and their transitional region to our
intermediate families in Figure 11d, 1le, and 11f. The two
independent data sets agree on the existence of a region in
the center of the SVEKALAPKO array characterized by a
signature that seems to be intermediate between the Archean
and the Proterozoic domains. However, the interpretation of
the presence of the intermediate families could be due to the
horizontal smoothing we apply during the inversion, to
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Figure 10. Vertical cross sections across the 3-D shear wave velocity model. (left) Map showing the
location of the cross sections (thick black lines) numbered from 1 to 3 and the tectonic limit between
Archean in the northeast and Proterozoic in the southwest (thick grey line). (right) Cross sections 1 to 3.
Velocity variations are in percentage with respect to the average value for each depth. In sections 1 and 2
the inverted triangle indicates the approximate location of the tectonic Archean-Proterozoic boundary

(section three approximately follows this boundary).

The black line in the cross sections represents the

Moho depth. The thick dashed lines of section 1 shows the lateral resolution length considered.

slanting transitions between the main families, or to differ-
ent materials. We will therefore concentrate on the four
main families, i.e., Figures 11a, 11c, 11g, and 11i.

[60] Interpretations of seismic velocity heterogeneities are
generally based on thermal variations [see, e.g., Goes et al.,
2000; Réhm et al., 2000]. V, variations of +3% over
distances of a few hundred kilometers as observed in our
model can be obtained with temperature variations of
~400 K [Nataf and Ricard, 1996; Goes et al., 2000].
However, this part of Fennoscandia shows no sign of any
major thermal event for approximately the last 1.5 Gyr, a
time that would be sufficient for the thermal conduction to
erase temperature differences and smear out sutures
between lithospheric blocks. Present measurements of the
surface heat flow coupled with geochemical analysis of heat
producing elements [Kukkonen, 1993], and integrated into a
2-D numerical thermal model of the lithosphere [Kukkonen
and Joeleht, 1996] support the idea of uniform upper mantle
temperatures beneath Finland. This 2-D model also
coincides with thermobarometric data on mantle xenoliths

in eastern Finland [Kukkonen and Peltonen, 1999;
Kukkonen et al., 2003]. The study of receiver functions
shows horizontal interfaces at the seismic boundaries of
410 and 670 km [Alinaghi et al., 2003], which also implies
a homogeneous upper mantle temperature. Both interfaces
are slightly shallower than the global average depth in the
Earth, indicating a cold upper mantle. The cause of the
observed seismic velocity variations must therefore be of
compositional origin. On Figure 11, we show in black lines
the velocity profiles derived from surface waves, and in
grey lines the models computed from the mineral compo-
sition of “normal” peridotite sampled in the central Baltic
Shield. We then propose a possible explanation for our
four main families (Figures 11a, 1lc, 11g, and 11i).

[61] The seismic velocities depend on the density and
elastic parameters (compressibility and shear modulus),
which in turn depend on the rock composition, the orien-
tation of minerals, and the temperature and pressure con-
ditions. The computations presented here follow the
methodology explained by Goes et al. [2000]. We use
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Figure 11. Classification of the shear wave velocity with depth profiles. (a—1) Black lines correspond to

S wave velocity profiles, grey lines correspond to composition-based velocities, and the marker in the
lower left corner refers to the marker on the map. (j) Map showing the location of the different families.

reference values for the density and elastic parameters of the
major minerals as well as their pressure and temperature
derivatives known from laboratory experiments [see Goes et
al., 2000, Table Al, and references therein]. The rock
compositions used are lherzolite and harzburgite xenoliths,
sampled in the eastern Finland kimberlite cluster (from
lower to higher velocities: samples L66, L29, and L48 of
Kukkonen and Peltonen [1999]). These kimberlites are
situated in the Karelian Archean domain close to the
boundary with the Svecofennian domain (see Figure 1).
The origin depths of these particular samples as given by
thermobarometry lie between 175 and 215 km [Kukkonen
and Peltonen, 1999; Kukkonen et al., 2003], but we
computed the theoretical seismic velocities that would result

from the presence of these mineral compositions in the
entire depth range studied. The regional geotherm used has
been computed by Kukkonen et al. [2003]. It is calculated
from a two-dimensional numerical thermal model of the
lithosphere along a transect crossing the kimberlite prov-
ince, combined with thermobarometric data on mantle
xenoliths [Kukkonen and Joeleht, 1996; Kukkonen and
Peltonen, 1999]. For this geotherm the lithosphere-astheno-
sphere boundary is assumed to be at 250 km depth. The
overall velocity of the rock is calculated using the Voigt-
Reuss-Hill average, which gives the same average values as
the more accurate Hashin-Shtrikman averaging but is easier
to compute [Vacher et al., 1996]. Following Goes et al.
[2000], we also take into account anharmonicity and an-
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elasticity. Influence of the QO model on the composition-
based velocities is low [Goes et al., 2000; Bruneton et al.,
2004]. Different values for the elastic parameters and the Q
model within a reasonable range can shift the obtained V(z)
curves toward slightly lower or higher velocities, but all the
models still have a negative gradient of shear wave velocity
with depth.

[62] The family in Figure 11g in the southwestern part of
the array is located in the Svecofennian domain. These
profiles have velocities compatible with a normal composi-
tion from 100 km depth down to 150 km (depth of loss of
resolution of our model). For the shallower mantle the
velocities are lower in the surface wave derived profiles;
however, it is the part of our model where the uncertainties
are higher and these variations may not be significant. In
particular, if we consider the 1% increase in absolute
velocity produced by using the second initial model (see
section 4.3.1), the surface wave derived velocities become
compatible with the theoretical values below 70 km depth.

[63] In the northwestern region, Figure 1la presents
normal velocities for the lower part of the model below
140 km and significantly lower velocities for the upper part
of the lithospheric mantle. New interpretation of the geol-
ogy of the Baltic Shield yields a complex history for the
formation of the Svecofennian domain [Nironen et al.,
2002]. Nironen et al. present a map of the current position
of lithospheric blocks that accreted around 2 Ga. The
location of our Figure 1la family corresponds to the
Knaften arc. The subduction that produced the volcanic
arc is likely to have introduced a certain amount of water in
the upper part of the mantle. Injection of water in the mantle
is known to reduce the seismic velocities (see, e.g., results
from the Tornquist-Teisseyre zone [Nolet and Zelhuis,
1994)).

[64] The family in Figure 11i has an anomalous velocity
profile: almost constant for all depths. The southeastern
corner of the SVEKALAPKO array where this family is
located corresponds to the surface location of the Rapakivi
granitoids. As these rocks are associated with mafic dikes
derived from upper mantle partial melts [Korja et al., 1993],
they are thought to be of deep origin. Our model suggests
that they are associated with an anomaly extending to at
least 150 km.

[65] The Archean domain (Figure 11c) is the most diffi-
cult to interpret. The velocity seems compatible with normal
peridotite immediately below the Moho to 90 km depth, a
low-velocity zone is located at 140 km depth, followed by
increasing velocities. A metasomatism of deep origin could
have lowered the velocities from the bottom of the litho-
sphere without reaching the surface. The increasing veloc-
ities deeper than 140 km could be an artifact of our
horizontal smoothing.

[66] The above interpretations are subject to change in the
light of new geological interpretations or new geochemical
analysis, but our results show the necessity of both vertical
and lateral compositional variations in the Fennoscandian
shield. The hypothesis of a high degree of heterogeneity in
the lithosphere of the Svecofennian domain also correlates
well with the observations of a complex pattern of crustal
conductivity in Fennoscandia [Korja et al., 2002]. The
history of the Baltic Shield appears to be more complex
than that of the Kaapvaal craton in South Africa [Fouch et
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al., 2004; James et al., 2001], the Australian continent
[Simons et al., 2002; Debayle and Kennett, 2000], or the
North American craton [van der Lee and Nolet, 1997]
where the seismic tomography is closely related to surface
features. In particular, these cratons generally exhibit higher
velocities underneath Archean than Proterozoic terrains,
which is the trend predicted from a larger depletion degree
during the Archean [Jordan, 1979] and is not observed in
the Baltic Shield.

6. Conclusions

[67] We conducted an inversion of fundamental mode
Rayleigh wave travel time data to obtain a regional 3-D
shear wave velocity model under a dense array of stations in
the central Baltic Shield. The method used is based on two-
dimensional ray tracing which is innovative in that the
curvature of the wave fronts is taken into account.

[68] Our final shear wave velocity model shows lateral
variations at each depth of +3% around the average value.
Heat flow [Kukkonen, 1993] and receiver function analysis
[Alinaghi et al., 2003] require a very homogeneous thermal
pattern for the upper mantle in the region. The lateral
variations of seismic velocities are therefore most probably
due to chemical variations.

[9] The obtained velocities are on average 4% higher
than standard Earth models for the upper mantle down to
200 km. There is no evidence for a substantial low-velocity
zone which would make it possible to define the litho-
sphere-asthenosphere boundary. Another criterion for defin-
ing this boundary would be the depth below which the
amplitude of the lateral heterogeneities strongly diminishes,
but our lateral resolution is poor below 150 km depth.

[70] The classification of the V(z) curves yields the
definition of nine different regions that we interpret in terms
of different rock composition and layering. Four main
families can be reasonably associated to geological surface
features: one is attributed to the Archean domain, and the
three others can be correlated with the surface location of
lithospheric blocks in the Proterozoic Svecofennian domain.
Five intermediate families could be due to the smoothing
introduced by the tomography, to slanting transitions, or to
the presence of different compositions. However, this com-
plex pattern is in agreement with other recent geophysical
and geological studies in the area.

[71] Our results highlight the lateral and vertical compo-
sitional changes of the lithosphere within this shield area.
However, even though there is a good correlation between
the location of the families of shear wave velocities varia-
tions with depth and the main tectonic units, the results are
significantly more complex than expected before the SVE-
KALAPKO seismic tomography experiment. This leads us
to question the validity of simplistic compositional models
of ancient lithosphere.
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