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Abstract

In this paper, we study the control of an ellipsoid immersed in an infinite volume of ideal fluid. The dynamics of the uncontrolled body are given by Kirchhoff’s laws. By adopting a backstepping viewpoint, we prove that the position and the attitude of the solid can be forced to approximatively follow any given path, using three controls (two controls for the direction and one control for the velocity). Moreover, we prove that the controlled mechanical system (which includes the momenta) is completely controllable in arbitrary small time.
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1 Introduction

Control of autonomous unmanned underwater vehicles has gained an increasing interest in the recent past years. Many problems concentrate on the control of very manoeuvrable robots. Such devices are easy to handle but usually very slow. By comparison, relatively few is known about the effective control of standard submarines, which are harder to handle and much quicker. In this paper, we establish the controllability of such a submarine driven by two directional controls (turn left/right and turn up/down) and one velocity control (back/forward).

1.1 Physical context

We model a submarine by a homogeneous neutrally buoyant ellipsoid immersed in an infinite volume (the entire space $\mathbb{R}^3$) of an inviscid incompressible fluid in irrotational motion. Due to the potential nature of the flow, the state of the system is fully determined by a finite set of real variables. Actually the system can be described in terms of impulse rather than in terms of momentum as could be expected. The impulse corresponds to the finite part of the momentum. Denoting by $(\omega, v)$ the standard (angular and linear) velocity of the ellipsoid with respect to a body-fixed coordinate frame, the corresponding impulse $(\Pi, P)$ can be expressed in the following way:

$$
\begin{pmatrix}
\Pi \\
P
\end{pmatrix} = \begin{pmatrix}
J & D \\
D^t & M
\end{pmatrix}
\begin{pmatrix}
\omega \\
v
\end{pmatrix},
$$

(1)

where the 6-by-6 symmetric matrix $\mathcal{M} = \begin{pmatrix}
J & D \\
D^t & M
\end{pmatrix}$ is decomposed in 3-by-3 blocks. $J$ is the inertia matrix of the ellipsoid, $M$ corresponds to the mass of the body plus the added mass due to
the action of the fluid on the body, and $D$ contains the coupling terms. If the axis of the coordinate frame coincide with those of the submarine, then $J$ and $M$ are diagonal and $D$ is equal to zero. We denote the diagonal entries of $M$ and $J$, respectively, by $M_1, M_2, M_3$ and $J_1, J_2, J_3$. The dynamics of the system are governed by the Kirchhoff equations (see [14] for details)

$$\begin{align*}
\frac{d\Pi}{dt} &= \Pi \times \omega + P \times v + T \\
\frac{dP}{dt} &= P \times \omega + F,
\end{align*}$$

(2)

where $\times$ denotes the usual cross product in $\mathbb{R}^3$, while $T$ and $F$ denote, respectively, the external torque and the external force applied to the body. To help the reader distinguish between the different systems and subsystems considered in the paper, we also call “system ($\Pi, P$)” the control system (2).

The assumptions we make on $T$ and $F$ are that two coordinates of $T$ and one of $F$ are tuned by the controller, in the following way,

$$T = \begin{pmatrix} u_1 \\ u_2 \\ 0 \end{pmatrix}, \quad F = \begin{pmatrix} 0 \\ 0 \\ u_3 \end{pmatrix}, \quad u_1, u_2, u_3 \in \mathbb{R}.$$  

(3)

In the coordinate frame in which $\Pi$ and $P$ are expressed, the submarine is identified with an ellipsoid $\Sigma \subset \mathbb{R}^3$. In a fixed reference frame, the submarine fills at time $t$ the subset $\Sigma(t) = r(t) + A(t)\Sigma$, where $r$ and $A$ are, respectively, the position and the attitude of the submarine. The equations for $r$ and $A$ can be written in terms of $(\omega, v)$ using the classical formulas

$$\frac{dA}{dt} = AS(\omega), \quad \frac{dr}{dt} = Av,$$  

(4)

where $S : \mathbb{R}^3 \to \text{so}(3)$ is the linear bijection which associates to each vector $x \in \mathbb{R}^3$ the antisymmetric 3-by-3 matrix $S(x)$ such that $x \times y = S(x)y$ for any $y$ in $\mathbb{R}^3$. We will speak of “system ($A, \Pi, r, P$)” to refer to the control system (2),(4).

1.2 Statement of the main results

The dynamics of (2), i.e., the control of the momenta of the submarine (seen from the perspective of the solid), have been thoroughly studied (see for instance [2, 4, 5, 15, 17]). However, up to our knowledge, fewer is known about the extended control system ($A, \Pi, r, P$) which describes the dynamics of the solid (states and momenta). Some optimal-control results of a planar version of system ($A, \Pi, r, P$) can be found in [8, 9]. Reconfiguration algorithms (for initial and final conditions at velocity zero) are proposed in [7].

Our attention will be focused on the following two properties.

Definition 1.1 The system ($A, \Pi, r, P$) is called exactly controllable if for every choice of an initial and a final condition ($A_0, \Pi_0, r_0, P_0$) and ($A_f, \Pi_f, r_f, P_f$), for every strictly positive real $T$, there exists a measurable bounded control $u = (u_1, u_2, u_3) : [0, T] \to \mathbb{R}^3$ steering system ($A, \Pi, r, P$) from ($A_0, \Pi_0, r_0, P_0$) to ($A_f, \Pi_f, r_f, P_f$).

Definition 1.2 We say that system ($A, \Pi, r, P$) is state-trackable if for every smooth trajectory ($\bar{A}, \bar{r}) : [0, T] \to SO(3) \times \mathbb{R}^3$, for every $\Pi_0, P_0 \in \mathbb{R}^3$, and for every strictly positive tolerance $\epsilon$, there exists a measurable bounded control $u = (u_1, u_2, u_3) : [0, T] \to \mathbb{R}^3$ such that the corresponding trajectory $t \mapsto (A(t), \Pi(t), r(t), P(t))$ with initial condition ($A(0), \Pi(0), r(0), P(0)) = (\bar{A}(0), \Pi_0, \bar{r}(0), P_0)$ verifies the tracking condition: for every time $t$ in $[0, T]$, $||\bar{A}(t) - A(t)|| < \epsilon$ and $||\bar{r}(t) - r(t)|| < \epsilon$.  
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Here above and in the following \(\|\cdot\|\) denotes the usual Euclidean norm in \(\mathbb{R}^3\), \(\|\cdot\|_1\) the induced norm on the space of 3-by-3 matrices, and the word \textit{smooth} is used as a synonym of \textit{belonging to the class} \(C^\infty\).

It can be worth remarking that no a-priori causality relation can be established between trackability and exact controllability. Actually, tracking capabilities guarantee controllability just in the coordinates on which tracking is feasible. Reversely, there is no reason why a control system which is exactly controllable should admit coordinate submanifolds on which tracking is possible. Think, for instance, at the system \(\dot{\theta} = 1 + u^2, u \in \mathbb{R}\), with \(\theta \in S^1 = \mathbb{R}/\mathbb{Z}\).

The main goal of the paper is to prove the following results.

**Theorem 1.3** Let \((J_1 - J_2)^2 + (M_1 - M_2)^2 \neq 0\). Then system \((A, \Pi, r, P)\) is exactly controllable.

**Theorem 1.4** Let \((J_1 - J_2)^2 + (M_1 - M_2)^2 \neq 0\). Then system \((A, \Pi, r, P)\) is state-trackable.

### 1.3 Content of the paper

The paper is organized as follows. In Section 2 we start by recalling the precise continuous dependence result for ordinary differential equations which plays a fundamental role in our construction.

Section 3 presents the tracking construction in the case in which \(J_1\) and \(J_2\) are different, that is, when the submarine has not an axial symmetry with respect to the propulsion direction. Specific tracking algorithms for planar and purely angular motions are also considered. The case where \(J_1 = J_2\) is discussed in Section 4. The arguments are very similar to those seen previously and proofs are therefore slightly sketchier. A joint proof of exact controllability is provided in Section 5.

Finally in Section 6 we show how the tracking procedure can be applied in practice and we illustrate by some examples the features of the proposed approach.

## 2 Reminder: continuous dependence of solutions of ordinary differential equations on parameters

We recall below a known result about the dependence on the vector field of the solutions of non-autonomous ordinary differential equations.

**Proposition 2.1** (Kurzweil and Vorel, 1957) Let \(\Omega\) be an open subset of \(\mathbb{R}^m\), \(m \geq 1\), and \(T\) be a positive real number. Denote by \(\mathcal{V}\) the set of non-autonomous vector fields defined on \([0, T] \times \Omega\) which are Lebesgue-measurable with respect to \(t \in [0, T]\) and smooth with respect to \(x \in \Omega\). Consider a sequence \(X_n\), contained in \(\mathcal{V}\), which converges to a vector field \(X \in \mathcal{V}\) in the following sense:

\[
\int_0^t X_n(\tau, x) d\tau \to \int_0^t X(\tau, x) d\tau \quad \text{as} \ n \to \infty,
\]

uniformly with respect to \((t, x) \in [0, T] \times \Omega\). Assume, moreover, that there exists a Lebesgue-integrable function \(\psi : [0, T] \to \mathbb{R}\) such that \(\|X_n(t, x)\| \leq \psi(t)\) for every \((t, x) \in [0, T] \times \Omega\) and every \(n \in \mathbb{N}\).

Then, for every \(\epsilon > 0\) and every \(x_0 \in \Omega\), there exists \(N \in \mathbb{N}\) such that if the Caratheodory solution \(x(\cdot)\) of \(\dot{x}(t) = X(t, x(t))\) with initial condition \(x(0) = x_0\) is defined and contained in \(\Omega\) on the whole interval \([0, T]\), then for every \(n \geq N\) the same is true for the Caratheodory solution \(x_n(\cdot)\) of \(\dot{x}_n(t) = X_n(t, x_n(t))\) with the same initial condition \(x_n(0) = x_0\) and, moreover, \(\|x_n(t) - x(t)\| < \epsilon\) for every \(t \in [0, T]\).

The result stated above (in a more general version which allows for much less regularity of the vector fields with respect to the variable \(x\)) is contained in [13]. Continuity results based on convergence
of vector fields of the type (5) were first introduced by Giham in [12]. The role of such notion of convergence in control theory is remarkably discussed by Liu and Sussmann in [16]. For a general discussion on Giham’s convergence criterion, see [3].

3 Tracking via backstepping: the case $J_1 \neq J_2$

This section contains a detailed description of the tracking procedure under the assumption that $J_1$ and $J_2$ are different, i.e., that

$$\gamma = \frac{1}{J_2} - \frac{1}{J_1} \neq 0.$$ 

The technical role of such hypothesis becomes evident by fully expanding Kirchhoff’s equations, as follows,

$$\dot{\Pi}_1 = \left(\frac{1}{J_3} - \frac{1}{J_2}\right)\Pi_2 \Pi_3 + \mu_1 P_2 P_3 + u_1,$$  
$$\dot{\Pi}_2 = \left(\frac{1}{J_3} - \frac{1}{J_1}\right)\Pi_3 \Pi_1 + \mu_2 P_3 P_1 + u_2,$$  
$$\dot{\Pi}_3 = \gamma \Pi_1 \Pi_2 + \mu_3 P_1 P_2,$$  
$$\dot{P}_1 = \frac{P_2 \Pi_3}{J_3} - \frac{P_3 \Pi_2}{J_1},$$  
$$\dot{P}_2 = \frac{P_2 \Pi_1}{J_3} - \frac{P_1 \Pi_3}{J_1},$$  
$$\dot{P}_3 = \frac{P_1 \Pi_2}{J_2} - \frac{P_2 \Pi_1}{J_1} + u_3,$$ 

where

$$\mu_1 = \frac{1}{M_3} - \frac{1}{M_2}, \quad \mu_2 = \frac{1}{M_1} - \frac{1}{M_3}, \quad \mu_3 = \frac{1}{M_2} - \frac{1}{M_1}.$$ 

The idea, borrowed from the well-known backstepping procedure, is to look at $\Pi_1, \Pi_2, P_3$, which can be directly tuned by the components of $u$, as control variables in the equations for the remaining three variables $\Pi_3, P_1, P_2$. The structure of such equations and the role played in them by the fictitious control $(\Pi_1, \Pi_2, P_3)$ are clearly affected by the vanishing of the coefficient $\gamma$.

Lemma 3.1 Assume that $\gamma \neq 0$. Let $T > 0$ and fix a smooth curve $(\bar{\Pi}, \bar{P}) : [0, T] \to \mathbb{R}^6$. Then there exists a sequence $u^n$ contained in $L^\infty([0, T], \mathbb{R}^4)$ such that the solutions $(\Pi^n, P^n)$ of (6)-(11) corresponding to $u^n$ and with initial condition $(\Pi^n(0), P^n(0)) = (\Pi(0), P(0))$ satisfy

$$\Pi^n_1(T), \Pi^n_2(T), P^n_3(T) \to (\Pi_1(T), \Pi_2(T), \Pi_3(T)),$$  
$$\Pi^n_3(t), P^n_1(t), P^n_2(t) \to (\Pi_3(t), \Pi_1(t), \Pi_2(t)),$$  
$$\int_0^t (\Pi^n_1(\tau), \Pi^n_2(\tau), P^n_3(\tau))d\tau \to \int_0^t (\Pi_1(\tau), \Pi_2(\tau), \Pi_3(\tau))d\tau,$$ 

as $n \to \infty$, the last two convergences being uniform with respect to $t$ in $[0, T]$. Moreover, there exists $\psi \in L^1([0, T], \mathbb{R})$ such that $\|[(\Pi^n(t), P^n(t))\| \leq \psi(t)$ for every $t \in [0, T]$ and every $n \in \mathbb{N}$.

Proof. First notice that the lemma is proved if we can show that its conclusion holds for a (suitable) sequence of smooth curves $t \mapsto (\Pi^{(n)}(t), P^{(n)}(t))$ satisfying

$$(\Pi^{(n)}(0), P^{(n)}(0)) = (\Pi(0), P(0))$$
and converging uniformly to $t \mapsto (\bar{\Pi}(t), \bar{P}(t))$. Indeed, such being the case,

$$
\left( \int_0^t \bar{\Pi}_1^{(n)}(\tau)d\tau, \int_0^t \bar{\Pi}_2^{(n)}(\tau)d\tau, \bar{\Pi}_3^{(n)}(t), \bar{P}_1^{(n)}(t), \bar{P}_2^{(n)}(t), \int_0^t \bar{P}_3^{(n)}(\tau)d\tau \right)
\rightarrow \left( \int_0^t \bar{\Pi}_1(\tau)d\tau, \int_0^t \bar{\Pi}_2(\tau)d\tau, \bar{\Pi}_3(t), \bar{P}_1(t), \bar{P}_2(t), \int_0^t \bar{P}_3(\tau)d\tau \right)
$$

uniformly with respect to $t \in [0, T]$. The conclusion for $(\bar{\Pi}, \bar{P})$ follows from a simple diagonal procedure. We are therefore free to assume that $(\bar{\Pi}, \bar{P})$ is defined up to a small $C^0$ perturbation which preserves the initial condition.

Since $\Pi_1, \Pi_2,$ and $\Pi_3$ are directly tuned by the control, we are justified to write

$$
\Pi_1^n(t) = \bar{\Pi}_1(t) + v_1^n(t),
\Pi_2^n(t) = \bar{\Pi}_2(t) + v_2^n(t),
\Pi_3^n(t) = \bar{\Pi}_3(t) + v_3^n(t),
$$

and to consider $v^n = (v_1^n, v_2^n, v_3^n)$ as control functions. The admissibility of the control functions $v^n$ is equivalent to the Lipschitz continuity of $v^n$. In what follows, $v^n$ will actually be chosen in $C^\infty([0, T], \mathbb{R}^3)$.

We look at $(\Pi_1^n, P_1^n, P_2^n)$ as at the solution of the Cauchy problem

$$
\frac{d}{dt}(\Pi_3, P_1, P_2)^T = Y(t, \Pi_3, P_1, P_2, v^n(t)),
$$

where, for every $v = (v_1, v_2, v_3)$ in $\mathbb{R}^3$,

$$
Y(t, \Pi_3, P_1, P_2, v) = \left( \gamma(\bar{\Pi}_1(t) + v_1)(\bar{\Pi}_2(t) + v_2) + \mu_3 P_1 P_2 \right)
\left( \frac{P_3 \Pi_1 - (P_2(t) + v_2)(\bar{\Pi}_2(t) + v_2)}{\frac{(P_2(t) + v_2)(\bar{\Pi}_2(t) + v_2)}{J_3} - P_3} \right).
$$

Let us rewrite $Y$ in a favorable way. For every $t \in [0, T]$ define

$$
\bar{\varphi}_1(t) = -J_3 \bar{P}_1(t) + \frac{J_0}{J_3} \bar{P}_2(t) \bar{\Pi}_3(t) - \bar{\Pi}_2(t) \bar{\Pi}_3(t),
\bar{\varphi}_2(t) = J_1 \bar{P}_2(t) + \frac{J_1}{J_3} \bar{P}_1(t) \bar{\Pi}_3(t) - \bar{\Pi}_1(t) \bar{\Pi}_3(t),
\bar{\varphi}_3(t) = \frac{1}{\gamma} \bar{\Pi}_3(t) - \frac{\mu_3}{\gamma} \bar{P}_1(t) \bar{P}_2(t) - \bar{\Pi}_1(t) \bar{\Pi}_2(t).
$$

Then,

$$
Y(t, \Pi_3, P_1, P_2, v) = \left( \begin{array}{c}
\bar{\Pi}_3 \\
\bar{P}_1 \\
\bar{P}_2 \\
\end{array} \right) + \left( \begin{array}{c}
\gamma (v_1 v_2 - \bar{\varphi}_3) + \gamma (\bar{\Pi}_1 v_2 + \bar{\Pi}_2 v_1) + \mu_3 (P_1 P_2 - \bar{P}_1 \bar{P}_2) \\
\frac{1}{J_3} (v_2 v_3 - \bar{\varphi}_1) - \frac{1}{J_3} (\bar{\Pi}_2 v_3 + \bar{\Pi}_3 v_2) + \frac{1}{J_3} (P_2 P_3 - \bar{P}_2 \bar{P}_3) \\
\frac{1}{J_3} (v_1 v_3 - \bar{\varphi}_2) + \frac{1}{J_3} (\bar{\Pi}_1 v_3 + \bar{\Pi}_3 v_1) - \frac{1}{J_3} (P_1 P_3 - \bar{P}_1 \bar{P}_3)
\end{array} \right).
$$

The goal is to find a sequence $v^n$ in $C^\infty([0, T], \mathbb{R}^3)$ such that $v^n(0) = 0 = v^n(T)$,

$$
\int_0^t v^n(\tau)d\tau \longrightarrow 0
$$

uniformly with respect to $t \in [0, T]$, and such that the sequence of solutions $t \mapsto (\Pi_3^n(t), P_1^n(t), P_2^n(t))$ of (18) satisfies

$$
(\Pi_3^n(t), P_1^n(t), P_2^n(t)) \longrightarrow (\bar{\Pi}_3(t), \bar{P}_1(t), \bar{P}_2(t))
$$
uniformly with respect to \( t \in [0, T] \).

Note that if the triple \((\varphi_1, \varphi_2, \varphi_3)\) belongs to the set
\[
\mathbb{R}^{3,+} = \{(x, y, z) \in \mathbb{R}^3 \mid xyz > 0\},
\]
then the system of algebraic equations
\[
\varphi_1 = v_2v_3, \quad \varphi_2 = v_1v_3, \quad \varphi_3 = v_1v_2,
\]
has exactly two solutions
\[
v^\pm(\varphi_1, \varphi_2, \varphi_3) = \pm \left( \sqrt{\frac{\varphi_2\varphi_3}{\varphi_1}}, \sqrt{\frac{\varphi_1\varphi_3}{\varphi_2}}, \sqrt{\frac{\varphi_1\varphi_2}{\varphi_3}} \right).
\]

Assume for now that the curve described by \( \bar{\varphi} = (\bar{\varphi}_1, \bar{\varphi}_2, \bar{\varphi}_3) \) is contained in \( \mathbb{R}^{3,+} \). Let
\[
\bar{v}^\pm(t) = v^\pm(\bar{\varphi}(t)).
\]
We look for \( v^n \) in the form
\[
v^n(t) = \alpha^n(t)\bar{v}^+(t) + (1 - \alpha^n(t))\bar{v}^-(t),
\]
with \( \alpha^n \in \mathcal{C}^\infty([0, T], [0, 1]) \). Choose \( \alpha^n \) in such a way that
\[
\alpha^n(0) = \frac{1}{2} = \alpha^n(T)
\]
and
\[
\mathcal{L}(\{t \in [0, T] \mid \alpha^n(t) \in (0, 1)\}) \longrightarrow 0
\]
as \( n \) tend to infinity, where \( \mathcal{L} \) denotes the Lebesgue measure in \( \mathbb{R} \). By distributing homogeneously in \([0, T]\) the intervals on which \( \alpha^n(t) = 0 \) and those on which \( \alpha^n(t) = 1 \), we can, in addition, assume that
\[
\int_0^t \left( \alpha^n(\tau) - \frac{1}{2} \right) d\tau \longrightarrow 0
\]
uniformly with respect to \( t \in [0, T] \).

From (29) we immediately deduce (21). The initial and final conditions on \( v^n \) are ensured by (27), while, according to (23) and (28),
\[
\int_0^t (v^n_2(\tau)v^n_3(\tau), v^n_1(\tau)v^n_3(\tau), v^n_1(\tau)v^n_2(\tau))d\tau \longrightarrow \int_0^t (\bar{\varphi}_1(\tau), \bar{\varphi}_2(\tau), \bar{\varphi}_3(\tau))d\tau
\]
uniformly with respect to \( t \in [0, T] \). Therefore,
\[
\int_0^t Y(\tau, \Pi_3, P_1, P_2, v^n(\tau))d\tau \longrightarrow \int_0^t X(\tau, \Pi_3, P_1, P_2)d\tau
\]
uniformly with respect to \( (t, \Pi_3, P_1, P_2) \in [0, T] \times \Omega \), where \( \Omega \) is a compact neighborhood of the target trajectory \((\Pi_3, P_1, P_2)\) and
\[
X(t, \Pi_3, P_1, P_2) = \begin{pmatrix}
\dot{\Pi}_3(t) + \mu_3 (P_1P_2 - \bar{P}_1(t)\bar{P}_2(t)) \\
\dot{\bar{P}}_1(t) + \frac{1}{2\delta}(P_2\Pi_3 - \bar{P}_2(t)\bar{\Pi}_3(t)) \\
\dot{\bar{P}}_2(t) - \frac{1}{2\delta}(P_1\Pi_3 - \bar{P}_1(t)\bar{\Pi}_3(t))
\end{pmatrix}.
\]
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Proposition 2.1 implies that $(\Pi^n_3, P^n_1, P^n_2)$ converges uniformly to the solution of

$$\frac{d}{dt}(\Pi_3, P_1, P_2)^T = X(t, \Pi_3, P_1, P_2)$$

with initial condition $(\Pi_3(0), P_1(0), P_2(0)) = (\Pi_3(0), P_1(0), P_2(0))$. By uniqueness of solutions of regular ordinary differential equations $(\Pi_3(t), P_1(t), P_2(t)) = (\Pi_3(t), P_1(t), P_2(t))$ for every $t \in [0, T]$.

This proves the lemma under the hypothesis that the curve $\varphi$ is contained in $\mathbb{R}^{3,+}$.

Dropping such assumption requires two fixes: on the one hand, for arcs of $\varphi$ lying in $\mathbb{R}^{3,-} = \{(x, y, z) \mid xyz < 0\}$ we consider a suitable convexification procedure; on the other hand, we ensure that the divergence of (24) as $\varphi$ approaches $\mathbb{R}^{3,0} = \mathbb{R}^3 \setminus (\mathbb{R}^{3,+} \cup \mathbb{R}^{3,-})$ does not disrupt the limiting procedure.

With an eye on this second concern, we notice that, up to a $C^0$-small perturbation of $(\Pi, P)$, we can assume that the curve described by $\varphi$ satisfies

$$\dot{\varphi}(0) \notin \mathbb{R}^{3,0}$$  \hspace{1cm} (30)

and is in general position with respect to $\mathbb{R}^{3,0}$ on $(0, T]$, i.e., for every $t \in (0, T]$ such that $\varphi(t) \in \mathbb{R}^{3,0}$ only one of the coordinates of $\varphi(t)$ is equal to zero and $\dot{\varphi}(t)$ is transversal to the tangent plane to $\mathbb{R}^{3,0}$ at $\varphi(t)$.

Let

$$I^* = \{t \in [0, T] \mid \varphi(t) \in \mathbb{R}^{3,*}\}, \quad * = +, -, 0.$$  \hspace{1cm} (31)

for some $c > 0$. It is not hard to check that (31) is satisfied also in the case in which $t_0 = 0$ belongs to $I_0$, thanks to (30).

In conclusion, the two maps $\bar{v}^\pm : I^+ \to \mathbb{R}^3$ are Lebesgue integrable.

Concerning the arcs of $\varphi$ contained in $\mathbb{R}^{3,-}$, the idea is to apply the classical relaxation-by-convexification technique to the fictitious control system obtained through the backstepping procedure. Although straightforward in its basic principle (the convex hull of $\mathbb{R}^{3,+}$ is clearly $\mathbb{R}^3$), the relaxation procedure has some sensitive aspect (e.g., the equi-integrability of $(\Pi^n, P^n)$). For this reason, and in order to keep the choice of the controls as explicit as possible, we prefer to carry out to carry out the procedure in details.

Let, for every $j = 1, 2, 3$, $D^j$ be the 3-by-3 diagonal matrix diag($d_1, d_2, d_3$) satisfying $d_i = 1$ if $i = j$ and $d_i = -1$ for $i \neq j$. Let, in addition, $D_0$ be the 3-by-3 identity matrix. Notice that, by construction, $D^j(\mathbb{R}^{3,+}) = \mathbb{R}^{3,+}$. Define

$$\bar{v}^{j,\pm}(t) = D^j v^{\pm}(-\varphi(t)),$$

for $t \in I^-$ and $j = 0, 1, 2, 3$. The argument presented above implies that each $\bar{v}^{j,\pm}$ belongs to $L^1(I^-, \mathbb{R}^3)$.

For every $w = (w_1, w_2, w_3) \in \mathbb{R}^3$ let

$$|w| = (|w_1|, |w_2|, |w_3|),$$

$$w \odot w = (w_2 w_3, w_1 w_3, w_1 w_2).$$
An elementary computation shows that
\[ \bar{v}^j := |D^j|\varphi. \]

For every \( t \in I^- \) the positive cone generated by \( D^0|\varphi(t)|, \ldots, D^3|\varphi(t)| \) is the whole \( \mathbb{R}^3 \). In particular, there exists a map \( j : \mathbb{R}^{3-} \to \{0, 1, 2, 3\} \) which is constant on each connected component of \( \mathbb{R}^{3-} \) and such that
\[ w = \frac{1}{3} \left( \sum_{j=0}^{3} D^j|w| - D^j(\bar{\varphi})|w| \right) \]
for every \( w \in \mathbb{R}^{3-} \).

We look for \( v^n \) in the form
\[ v^n(t) = \begin{cases} 
\alpha^n(t)\bar{v}^j(t) + (1 - \alpha^n(t))\bar{v}^j(t) & \text{if dist}(t, I^n) < 1/n, \\
\sum_{j=0}^{3} \beta^{j,n}(t)(\alpha^n(t)\bar{v}^j(t) + (1 - \alpha^n(t))\bar{v}^j(t)) & \text{if dist}(t, I^n) \geq 1/n \text{ and } t \in I^+, \\
\sum_{j=0}^{3} (\beta^{j,n}(t)(\alpha^n(t)\bar{v}^j(t) + (1 - \alpha^n(t))\bar{v}^j(t)) & \text{if dist}(t, I^n) \geq 1/n \text{ and } t \in I^-.
\end{cases} \]

We choose, as above, the sequence \( \alpha^n \) in \( C^\infty([0, T], [0, 1]) \) satisfying the initial-and-final condition (27) and the asymptotic conditions (28) and (29). In order to ensure the smoothness of \( v^n \) on \( [0, T] \), we also require that \( \alpha^n(t) = 1/2 \) if dist\((t, I^n) \leq 1/n \). Further asymptotic conditions on the restriction of \( \alpha^n \) on \( I^- \) will be required below (see (32)).

As for the sequence \( \beta^n = (\beta^{0,n}, \beta^{1,n}, \beta^{2,n}, \beta^{3,n}) \), it will be selected in the space \( C^\infty(I^-, [0, \sqrt{3}]^4) \).

First of all we require that
\[ \beta^{j(\bar{\varphi}(t))},n(t) = 0 \]
for every \( t \in I^- \) and every \( n \in \mathbb{N} \), that is, we ask only three components of \( \beta^n \) to be active on each connected component of \( I^- \). We assume, moreover, that “most of the time” only one (in turn) of such three components is active and that the three control configurations are homogeneously distributed in time. More precisely, given \( 0 \leq j \leq 3, t \in [0, T], \) and \( n \in \mathbb{N} \), we define
\[ B^{i,n}_t = \{ \tau \in (0, t) \cap I^- | \beta^{i,n}(\tau) = \sqrt{3}, \beta^{i,n}(\tau) = 0 \text{ for } i \neq j \} \]
and we ask that
\[ \mathcal{L}(B^{i,n}_t) \longrightarrow \mathcal{L}(\{ \tau \in (0, t) \cap I^- | j \neq j(\bar{\varphi}(\tau)) \}) \]
as \( n \to \infty \), uniformly with respect to \( t \in [0, T] \). Moreover, we are free to assume that
\[ \int_{B^{i,n}_t} \left( \alpha^n(\tau) - \frac{1}{2} \right) d\tau \to 0 \quad (32) \]
as \( n \) tends to infinity, uniformly with respect to \( t \in [0, T] \).

A first consequence of the choice of \( \alpha^n \) and \( \beta^{i,n} \) (and in particular of (29) and (32)) is that (21) holds true. In addition,
\[ \int_0^t v^n(\tau) \odot v^n(\tau) d\tau \longrightarrow \int_0^t \bar{\varphi}(\tau) d\tau, \]
uniformly with respect to \( t \in [0, T] \). Upper \( L^1 \) estimates on \( \|v^n(\cdot)\| \) and \( \|v^n(\cdot) \odot v^n(\cdot)\| \) are given, respectively, by \( k_0\|v^n(\cdot)\| \) and \( k_0\|\bar{\varphi}(\cdot)\| \), for some \( k_0 > 0 \) large enough.

Therefore, Proposition 2.1 ensures that the sequence \( (\Pi^n_3, P_1^n, P_2^n) \) converges uniformly to the solution \( (\Pi_3(\cdot), P_1(\cdot), P_2(\cdot)) \) of
\[ \frac{d}{dt}(\Pi_3, P_1, P_2)^T = X(t, \Pi_3, P_1, P_2) \]
with initial condition \((\Pi_3(0), P_1(0), P_2(0)) = (\bar{\Pi}_3(0), \bar{P}_1(0), \bar{P}_2(0))\). The uniqueness of solutions of regular ordinary differential equations allows us to conclude that
\[
(\Pi_3(t), P_1(t), P_2(t)) = (\bar{\Pi}_3(t), \bar{P}_1(t), \bar{P}_2(t))
\]
for every \(t \in [0, T]\).

In order to complete the proof we just need to check that the sequence \(\|(\Pi^n(\cdot), P^n(\cdot))\|\) admits a common \(L^1\) bound. For what concerns the coordinates \((\Pi_3, P_1, P_2)\), such bound is guaranteed by the uniform convergence established here above, while for the remaining coordinates, which verify (15)–(17), the bound follows by the \(L^1\)-equiboundedness of the sequence \(\|v^n(\cdot)\|\).

\[\square\]

**Corollary 3.2** If \(\gamma \neq 0\) then system \((A, \Pi, r, P)\) is state-trackable.

**Proof.** Fix a smooth trajectory \((\hat{A}, \hat{r}) : [0, T] \to SO(3) \times \mathbb{R}^3\) and an initial condition \((\Pi_0, P_0) \in \mathbb{R}^6\). Define \(\bar{\Pi}, \bar{P} : [0, T] \to \mathbb{R}^3\) through the relations
\[
\bar{\Pi}(t) = J S^{-1}(A^{-1}(t) \hat{A}(t)), \quad \bar{P}(t) = M A^{-1}(t) \hat{r}(t),
\]
and denote by \((\Pi^n, P^n)\) the approximating sequence obtained by applying Lemma 3.1 to the trajectory \((\bar{\Pi}, \bar{P})\).

If \((\bar{\Pi}(0), \bar{P}(0)) = (\Pi_0, P_0)\), then the conclusion follows from Proposition 2.1 applied to the system of equations satisfied by \(A, r\) and \(P\) by taking
\[
X_n(\tau, A, r) = \left( \frac{A S(J^{-1} \Pi^n(\tau))}{AM^{-1} P^n(\tau)} \right), \quad X(\tau, A, r) = \left( \frac{A S(J^{-1} \bar{\Pi}(\tau))}{AM^{-1} P(\tau)} \right).
\]

Let now \((\bar{\Pi}(0), \bar{P}(0))\) be possibly different from \((\Pi_0, P_0)\) and fix \(\epsilon > 0\). Let \(\delta > 0\) be such that if \(0 < t < \delta\) then
\[
|||\hat{A}(t) - \hat{A}(0)||| + ||\hat{r}(t) - \hat{r}(0)|| < \frac{\epsilon}{2}.
\]
As proved above, there exists a control \(u \in L^\infty([0, T], \mathbb{R}^3)\) such that the corresponding trajectory \((A, \Pi, r, P)\) satisfying \((A(\delta), \Pi(\delta), r(\delta), P(\delta)) = (\hat{A}(\delta), \bar{\Pi}(\delta), \hat{r}(\delta), \bar{P}(\delta))\) is \(\epsilon/3\)-close to the target trajectory in the coordinates \((A, r)\) on the interval \([\delta, T]\).

Fixed \(u(\cdot)\), we can chose \(\eta > 0\) such that the trajectory corresponding to \(u(\cdot)\) and with initial condition in a \(\eta\)-neighborhood of \((\hat{A}(\delta), \bar{\Pi}(\delta), \hat{r}(\delta), \bar{P}(\delta))\) is \(\epsilon/2\)-close to the target trajectory in the coordinates \((A, r)\).

Fix now a smooth trajectory \((\hat{A}, \hat{r}) : [0, \delta] \to SO(3) \times \mathbb{R}^3\) such that \((\hat{A}(0), \hat{r}(0)) = (\bar{\Pi}(0), \bar{P}(0))\),
\[
|||\hat{A}(t) - \hat{A}(0)||| + ||\hat{r}(t) - \hat{r}(0)|| < \frac{\epsilon}{2}
\]
for every \(t \in [0, \delta]\),

and \((\bar{\Pi}(0), \bar{P}(0)) = (\Pi_0, P_0)\), \((\bar{\Pi}(\delta), \bar{P}(\delta)) = (\bar{\Pi}(0), \bar{P}(0))\), where \((\bar{\Pi}, \bar{P})\) are obtained from \((\hat{A}, \hat{r})\) following (33).

Apply Lemma 3.1 in order to obtain a control \(v \in L^\infty([0, \delta], \mathbb{R}^3)\) whose corresponding trajectory having \((\hat{A}(0), \hat{r}(0))\) as initial condition \(\min\{\epsilon/2, \eta\}\)-approximates \((\hat{A}, \hat{r})\). Then the concatenation of \(v\) and \(u\) provides a control such that the corresponding trajectory starting from \((\hat{A}(0), \hat{r}(0))\) is an \(\epsilon\)-approximation of \((\hat{A}, \hat{r})\) on \([0, T]\).

\[\square\]

**Remark 3.3** The results stated in Lemma 3.1 include the approximate controllability of Kirchhoff’s equations, i.e., of system \((\Pi, P)\). An elementary computation shows, moreover, that the family of vector fields defining such control system is Lie bracket generating (see [2, Lemma 1]). It follows from Krener theorem (see, for instance, [1, Corollary 8.3]) that system \((\Pi, P)\) is completely controllable in arbitrary small time and, therefore, exactly controllable.
A non-secondary asset of the construction lying behind Lemma 3.1 is its generality, since an approximating sequence is obtained almost algorithmically from the target trajectory. (The only algorithmically implicit point, in which the procedure can depend on the target, is the eventual choice of an approximating curve \((\bar{\Pi}',P')\) rendering \(\bar{\phi}\) transversal to \(R^{3,0}\).) However, in some special cases a more adapted approach looks preferable, giving rise to more natural results.

### 3.1 First special case: planar motion

Consider the case in which the control \(u_1\) is not active, i.e.,

\[
u_1 \equiv 0,
\]

and the submarine at time \(t = 0\) satisfies \(\Pi_1(0) = \Pi_3(0) = P_2(0) = 0\). The unique solution of Kirchhoff’s Cauchy problem satisfies

\[
\Pi_1 \equiv \Pi_3 \equiv P_2 \equiv 0.
\]

The corresponding trajectory \(t \mapsto r(t)\) is therefore constrained on a plane. (A perfectly symmetric situation is the one in which \(u_2, \Pi_2, \Pi_3\) and \(P_1\) are identically equal to zero.)

The case in which the target trajectory is planar and the initial condition on the momenta satisfies (35) can be treated, instead of using the general procedure described in the previous section, as follows: we freeze the control \(u_1\), i.e., we impose (34) to hold on \([0,T]\), and we deal with the simplified Kirchhoff equations

\[
\begin{align*}
\dot{\Pi}_2 &= \mu_2 P_1 P_3 + u_2, \\
\dot{P}_1 &= -\frac{P_3 \Pi_2}{J_2}, \\
\dot{P}_3 &= \frac{P_1 \Pi_2}{J_2} + u_3.
\end{align*}
\]

Using the same notations as in the proof of Lemma 3.1, it turns out that \(\bar{\varphi}_2 \equiv \bar{\varphi}_3 \equiv 0\) and the algebraic system of equations (23) simplifies to

\[
\varphi_1 = v_2 v_3.
\]

The same backstepping approach introduced in the previous section proves the state-trackability of planar motions by approximating trajectories which are themselves planar. Many technical difficulties in the proof, moreover, get simpler. Notice that, since the curve \(\bar{\varphi}\) lies in \(R^{3,0}\) the general non-planar construction of Lemma 3.1 would give rise to a much more complicated approximating strategy.

### 3.2 Second special case: purely rotational motion

The second special case we consider is the one where \(P \equiv 0\), i.e., \(r\) is constant and only the control \(T\) is active. Under such restriction the control system \((A, \Pi, r, P)\) becomes

\[
\begin{align*}
\dot{A} &= AS(J^{-1}\Pi), \\
\dot{\Pi} &= \Pi \times \omega + T,
\end{align*}
\]
which can be written explicitly as

\[
\dot{A} = AS(J^{-1}\Pi) \\
\dot{\Pi}_1 = \left( \frac{1}{J_3} - \frac{1}{J_2} \right) \Pi_2 \Pi_3 + u_1, \\
\dot{\Pi}_2 = \left( \frac{1}{J_1} - \frac{1}{J_3} \right) \Pi_3 \Pi_1 + u_2, \\
\dot{\Pi}_3 = \gamma \Pi_1 \Pi_2.
\]

(38)  

(39)  

(40)  

(41)

We will refer to such control system as to “system \((A, \Pi)\)”. System \((A, \Pi)\) is clearly non-controllable when \(\gamma = 0\). We prove below that, somehow conversely, the assumption \(\gamma \neq 0\) is sufficient to guarantee that system \((A, \Pi)\) is state-trackable and exactly controllable.

**Proposition 3.4** Let \(\gamma \neq 0\). Fix \(T > 0\), \(\Pi_0 \in \mathbb{R}^3\) and a smooth trajectory \(\bar{A} : [0, T] \rightarrow SO(3)\). Then for every \(\epsilon > 0\) there exists a measurable bounded control \(u = (u_1, u_2) : [0, T] \rightarrow \mathbb{R}^2\) such that the corresponding solution \((A(\cdot), \Pi(\cdot))\) of system \((A, \Pi)\) with initial condition \((\bar{A}(0), \Pi(0)) = (\bar{A}(0), \Pi_0)\) verifies, for every time \(t\) in \([0, T]\), \(|||\bar{A}(t) - A(t)||| < \epsilon\). Moreover, \(u\) can be chosen in such a way that

\[||\Pi(T) - JS^{-1}(\bar{A}^{-1}(T)\bar{A}(T))|| \leq \epsilon.\]

We skip the proof of Proposition 3.4, since it follows faithfully what done for Lemma 3.1 and Proposition 3.2. (Actually, since the ratio between controls and coordinates is higher for system \((A, \Pi)\) than for system \((A, \Pi, r, P)\), many technical difficulties are simplified or disappear altogether.)

**Proposition 3.5** Let \(\gamma \neq 0\). Then system \((A, \Pi)\) is exactly controllable.

**Proof.** A consequence of Proposition 3.4 is that system \((A, \Pi)\) is approximatively controllable in arbitrary short time. Therefore, if we prove that the family of vector fields defining system \((A, \Pi)\) satisfies the Lie bracket generating condition then it follows that system \((A, \Pi)\) is short-time completely controllable (and thus exactly controllable, due to the presence of the equilibrium \((\text{Id}, 0)\)).

The Lie bracket computation can be found in a paper by Crouch ([10]), where the author proves a basically equivalent result to Proposition 3.5, namely the complete controllability of system \((A, \Pi)\) in the case \(\gamma \neq 0\) (\(T\) free), under the assumption that the set of admissible controls is a bounded rectangle. \(\square\)

**Remark 3.6** Controllability in the case \(\gamma = 0\) can be treated similarly, although aiming at a weaker result (which will be used in the following). Assuming that \(\gamma = 0\) and fixing \(\bar{\Pi}_3 \in \mathbb{R}\), we can prove that system \((A, \Pi)\) restricted to \(SO(3) \times \mathbb{R}^2 \times \{\bar{\Pi}_3\}\) is (well defined and) exactly controllable. Indeed, Crouch’s computations and reasonings (in particular, the application of a general result by Bonnard on controllability of control systems with Poisson stable drift [6]) show that any such restricted system is completely controllable with bounded controls. Due to the special structure of the system, however, the set of admissible trajectories (corresponding to some \(u = (u_1, u_2) \in L^\infty([0, T], \mathbb{R}^2)\)) is invariant by time-rescaling.

4 State-trackability: the case \(\gamma = 0\)

In this section we complete the proof of Theorem 1.4. According to Proposition 3.4, we are left to tackle the case where \(\gamma = 0\) and \(\mu_3 \neq 0\). We start from the counterpart of Lemma 3.1. Notice that (12)–(13) are replaced here by the weaker asymptotic relations (42)–(43).
Lemma 4.1 Assume that $\gamma = 0$ and $\mu_3 \neq 0$. Let $T > 0$ and fix a smooth curve $(\bar{\Pi}, \bar{P}) : [0, T] \rightarrow \mathbb{R}^6$. Then there exists a sequence $u^n$ contained in $L^\infty([0, T], \mathbb{R}^3)$ such that the sequence $(\Pi^n, P^n)$ of solutions of (6)-(11) corresponding to $u^n$ and with initial condition $(\Pi^n(0), P^n(0)) = (\bar{\Pi}(0), \bar{P}(0))$ satisfies

$$
(\Pi^n(T), \Pi^n_3(T), P^n_1(T), P^n_2(T), P^n_3(T)) \rightarrow (\bar{\Pi}(T), \bar{\Pi}_3(T), \bar{P}_1(T), \bar{P}_2(T), \bar{P}_3(T)),
$$

$$
\Pi^n_{3}(t) \rightarrow \bar{\Pi}_3(t),
$$

$$
\int_{0}^{t} (\Pi^n_1(\tau), \Pi^n_2(\tau), P^n_1(\tau), P^n_2(\tau), P^n_3(\tau))d\tau \rightarrow \int_{0}^{t} (\bar{\Pi}_1(\tau), \bar{\Pi}_2(\tau), \bar{P}_1(\tau), \bar{P}_2(\tau), \bar{P}_3(\tau))d\tau
$$

as $n \rightarrow \infty$, the last two convergences being uniform with respect to $t$ in $[0, T]$.

Proof. The idea, detailed below, is to apply twice the backstepping procedure developed in the proof of Lemma 3.1: first, by interpreting $\bar{P}_1$ and $\bar{P}_2$ as control variables in the equation for $\bar{\Pi}_3$, we single out a sequence $(\Pi^n_3, \bar{P}_1^n, \bar{P}_2^n)$ such that $\Pi^n_3$ converges uniformly to $\bar{\Pi}_3$. In a second step each element of the sequence is approximated uniformly using the three variables $(\Pi^n_1, \Pi^n_2, \bar{P}_3)$ as controls.

Fix a sequence of smooth curves $w^n = (w^n_1, w^n_2) : [0, T] \rightarrow \mathbb{R}^2$ such that

$$
w^n(0) = 0 = w^n(T)
$$

and

$$
\int_{0}^{t} w^n(\tau)d\tau \rightarrow 0,
$$

$$
\int_{0}^{t} w^n_1(\tau)w^n_2(\tau)d\tau \rightarrow \frac{\Pi_3(t) - \Pi_3(0)}{\mu_3} - \int_{0}^{t} \bar{P}_1(\tau)\bar{P}_2(\tau)d\tau,
$$

uniformly with respect to $t \in [0, T]$. Condition (47) can be guaranteed by imposing that $w^n$ satisfies

$$
w^n_1(t)w^n_2(t) = (\hat{\Pi}_3(t)/\mu_3) - \hat{P}_1(t)\hat{P}_2(t)
$$

on a subset of $[0, T]$ which converges to $[0, T]$ in measure as $n$ tends to infinity. The asymptotic condition (46) can be ensured by fast oscillating between opposite-sign solutions of (48).

For every $n \in \mathbb{N}$ define

$$
\hat{\Pi}_3^n(t) = \Pi_3^n(t) + \mu_3\int_{0}^{t} \hat{P}_1^n(\tau)\hat{P}_2^n(\tau)d\tau.
$$

The choice made on $w^n$ implies that $\hat{\Pi}_3^n$ converges uniformly to $\Pi_3^n$.

For every $n \in \mathbb{N}$ we look for a sequence $v^{n,k} = (v^{n,k}_1, v^{n,k}_2, v^{n,k}_3) \in C^\infty([0, T], \mathbb{R}^3)$ such that

$$
v^{n,k}(0) = 0 = v^{n,k}(T)
$$

and

$$
\int_{0}^{t} v^{n,k}(\tau)d\tau \rightarrow 0,
$$

$$
(\Pi^{n,k}_3(t), P^n_1(t), P^n_2(t)) \rightarrow (\hat{\Pi}^{n}_3(t), \hat{P}_1^n(t), \hat{P}_2^n(t))
$$

as $n \rightarrow \infty$. The choice made on $w^n$ implies that $\hat{\Pi}_3^n$ converges uniformly to $\Pi_3^n$.
as \( k \) tends to infinity, uniformly with respect to \( t \in [0, T] \), where \( t \mapsto (\Pi_3^{n,k}(t), P_1^{n,k}(t), P_2^{n,k}(t)) \) is the solution of
\[
\frac{d}{dt}(\Pi_3, P_1, P_2)^T = Y(t, \Pi_3, P_1, P_2, v^{n,k}(t)), \quad (\Pi_3(0), P_1(0), P_2(0)) = (\bar{\Pi}_3(0), \bar{P}_1(0), \bar{P}_2(0))
\]
with \( Y \) defined as in (19).

This can be done by defining
\[
\phi_1^n(t) = -J_2 \hat{P}_1^n(t) + \frac{J_3}{J_2} \hat{P}_2^n(t) \bar{\Pi}_3^n(t) - \bar{P}_3(t) \bar{\Pi}_1(t),
\]
\[
\phi_2^n(t) = J_1 \hat{P}_2^n(t) + \frac{J_1}{J_2} \hat{P}_1^n(t) \bar{\Pi}_3^n(t) - \bar{P}_3(t) \bar{\Pi}_1(t),
\]
and by selecting \( v^{n,k} \) such that (49) and (50) hold, and, in addition,
\[
\int_0^t (\phi_1^n(\tau) - v_2^{n,k}(\tau) v_3^{n,k}(\tau)) d\tau \to 0,
\]
\[
\int_0^t (\phi_2^n(\tau) - v_1^{n,k}(\tau) v_3^{n,k}(\tau)) d\tau \to 0,
\]
uniformly with respect to \( t \in [0, T] \). Then, as \( k \) tends to infinity, \((\Pi_3^{n,k}(t), P_1^{n,k}(t), P_2^{n,k}(t))\) tends uniformly with respect to \( t \in [0, T] \) to the solution of
\[
\begin{cases}
\dot{\bar{\Pi}}_3 &= \mu_3 P_1 P_2, \\
\dot{\bar{P}}_1 &= \hat{P}_1^n + \frac{1}{J_3} (P_3 \bar{\Pi}_3 - \hat{P}_2^n \bar{\Pi}_3^n), \\
\dot{\bar{P}}_2 &= \hat{P}_2^n - \frac{1}{J_3} (P_3 \bar{\Pi}_3 - \hat{P}_1^n \bar{\Pi}_3^n),
\end{cases}
\]
i.e., to \((\bar{\Pi}_3^n(t), \hat{P}_1^n(t), \hat{P}_2^n(t))\). The conclusion follows from a diagonal argument. \( \square \)

The same proof as the one of Corollary 3.2 shows how Lemma 4.1 leads to the state-trackability of system \((A, \Pi, r, P)\) in the case where \( \gamma = 0 \) and \( \mu_3 \neq 0 \).

## 5 Exact controllability of system \((A, \Pi, r, P)\)

The proof of the exact controllability of system \((A, \Pi, r, P)\) lacks a last ingredient, which is provided by the following lemma.

**Lemma 5.1** System \((\Pi, P)\) is exactly controllable when \( \gamma = 0 \) and \( \mu_3 \neq 0 \).

**Proof.** Let \( \gamma = 0 \) and \( \mu_3 \neq 0 \). Lemma 4.1 guarantees approximate short-time controllability for system \((\Pi, P)\). As noticed in Remark 3.3, exact controllability follows if we prove that the system is Lie bracket generating.

Let \( X_0, \ldots, X_3 \) be the four vector fields on \( \mathbb{R}^6 \) such that system \((\Pi, P)\) is given by
\[
(\bar{\Pi}, \bar{P}) = X_0(\Pi, P) + \sum_{i=1}^3 u_i X_i(\Pi, P).
\]

Then a computation shows that
\[
[X_1, [X_0, X_3]](\Pi, P) = \begin{pmatrix} 0, 0, 0, 0, -\frac{1}{J_1}, 0 \end{pmatrix}^T,
\]
\[
[X_2, [X_0, X_3]](\Pi, P) = \begin{pmatrix} 0, 0, 0, \frac{1}{J_1}, 0, 0 \end{pmatrix}^T,
\]
\[
X^* = [[X_1, [X_0, X_3]], [X_3, [X_0, [X_0, X_2]]]](\Pi, P) = \begin{pmatrix} 0, 0, -\frac{\mu_3}{J_1^2}, 0, 0, 0 \end{pmatrix}^T,
\]
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and thus the six (constant) vector fields \( X_1, X_2, X_3, [X_1, X_0, X_3], [X_2, X_0, X_3], \) and \( X^* \) are everywhere linearly independent.

Proof of Theorem 1.3. Fix an initial and a final condition \((A_0, \Pi_0, r_0, P_0)\) and \((A_f, \Pi_f, r_f, P_f)\) for system \((A, \Pi, r, P)\). Fix, in addition, a positive time \(T\).

From the exact controllability of Kirchhoff’s equations (see Remark 3.3 and Lemma 5.1) it follows that there exist \((A_0, r_0^0), (A_f', r_f')\) in \(SO(3) \times \mathbb{R}^3\) and two admissible controls defined on an interval of length \(T/5\), the first one steering system \((A, \Pi, r, P)\) from \((A_0, \Pi_0, r_0, P_0)\) to \((A_0^0, 0, r_0^0, 0)\) and the second one from \((A_f', 0, r_f', 0)\) to \((A_f, \Pi_f, r_f, P_f)\).

Proposition 3.5 and Remark 3.6, moreover, imply that, for every \(A_0^0, A_f' \in SO(3),\) system \((A, \Pi, r, P)\) can be driven in time \(T/5\) from \((A_0^0, 0, r_0^0, 0)\) to \((A_0^0, 0, r_0^0, 0)\) and from \((A_f', 0, r_f', 0)\) to \((A_f', 0, r_f', 0)\).

It is now physically intuitive how to choose \(A_0^0\) and \(A_f'\) in order to guarantee the existence of a control steering system \((A, \Pi, r, P)\) from \((A_0^0, 0, r_0^0, 0)\) to \((A_f', 0, r_f', 0)\) in time \(T/5\): we take \(A_0^0 = A_f'\) to be any rotation such that \(r_f' - r_0^0\) belongs to the axis spanned by \(A_0^0 e_3, \) with \(e_3 = (0, 0, 1)^T\). With this choice, and taking \(T \equiv 0,\) system \((A, \Pi, r, P)\) is nothing else than a double integrator on the two-dimensional space \(A \equiv A_0^0, \) \(\Pi \equiv 0, \) \(r, v \in \text{span}(A_0^0 e_3)\).

It is well-known that such system is exactly controllable and this concludes the proof of Theorem 1.3. \(\square\)

6 Numerical simulations

The algorithm presented in section 3 has been implemented with Scilab. For our example, we have chosen the following constants:

\[
J_1 = 1 \quad J_2 = 2 \quad J_3 = 3 \\
m_1 = 1 \quad M_2 = 2 \quad M_3 = 3.
\]

The trajectory to be tracked is given by

\[
\begin{align*}
\bar{\Pi}_1 & : t \mapsto 1 + t \\
\bar{\Pi}_2 & : t \mapsto \sin(t) \\
\bar{\Pi}_3 & : t \mapsto \cos(t) \\
P_1 & : t \mapsto 1 + t^2 \\
P_2 & : t \mapsto 1 + t \\
P_3 & : t \mapsto 1 - t
\end{align*}
\]

At time \(t = 0,\) the body is such that \(\Pi_1 = \Pi_3 = P_1 = P_2 = P_3 = 1\) and \(\Pi_2 = 0,\) that is to say the initial conditions are the same for the actual trajectory of the immersed body and the tracked trajectory.

The implementation of the algorithm presented in Section 3 is done in the open loop way, that is we do not use feedback. This way of implementation is known to be unstable but is a good way to test the stability of the method. Implementation is done using the standard Scilab routines (in particular the \texttt{ode} solver of ODE’s). The time interval between two evaluations is forced to be less than \(10^{-3}\). Equations are solved for time \(t\) between 0 and 3, that is we do at least \(3.10^5\) evaluations of the positions, resolutions of equations (23) and computation of the corresponding controls. The total computation time is less than five minutes using a standard office desktop.

On the graphs corresponding to the directly tuned coordinates \(P_3, \) \(\Pi_1,\) and \(\Pi_2\) (see Figures 3, 4, 5), we have represented in blue the evolution of \(P_3, \) \(\Pi_1,\) and \(\Pi_2\) respectively. On the same graphs, the evolution of the tracked trajectory \(\bar{P}_3, \) \(\bar{\Pi}_1,\) and \(\bar{\Pi}_2\) are represented in black. As expected, the tracked trajectory is much smoother than the actual one but, as desired, the averages of the two
trajectories on small time intervals remain the same for the tracked and the tracking trajectory, as requested by (14). On the graphs corresponding to the indirectly tuned coordinates $P_1$, $P_2$ and $\Pi_3$ (see Figures 1, 2, and 6) one sees that for small time (say $0 \leq t \leq 0.3$), the tracking trajectories remain very close to the corresponding tracked trajectories. After a while (say for $t \geq 0.3$) the error accumulation is too large to allow good tracking. However, in view of the good initial behaviour of the control system, one may hope that a suitable feedback procedure will allow precise large time tracking. Such a feedback procedure is still under investigation.
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Figure 2: Evolution of the $P_2$ coordinate with respect to time

Figure 3: Evolution of the $P_3$ coordinate with respect to time
Figure 4: Evolution of the $\Pi_1$ coordinate with respect to time

Figure 5: Evolution of the $\Pi_2$ coordinate with respect to time
Figure 6: Evolution of the $\Pi_3$ coordinate with respect to time


