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Sensor or actuator failure, equipment fouling, feedstock variations, product changes and seasonal influences may affect controller performance and as many as 60% of industrial controllers problem (T.J. Harris et al., 1999). The diagnosis of such problems from raw data trends is often difficult, however model-based approach among fault diagnosis methods or Fault Detection and Isolation (FDI) techniques are considered and combined to supervise the process and to ensure reliability, availability, and safety in industrial.

The aim of a diagnosis procedure is to perform two main decision tasks: fault detection, consisting of deciding whether a fault has occurred or not, and fault isolation, consisting of deciding which element of the system has failed. The general procedure comprises the following three steps:

Residual generation: the process of associating, with the pair model-observation, features that allow to evaluate the difference with respect to normal operating conditions.

Residual evaluation: the process of comparing residuals to some predefined thresholds according to a test and at a stage where symptoms are produced.

Decision making: the process of deciding, based on the symptoms, which elements are faulty (i.e. isolation).

This implies the design of residuals that are close to zero in the fault-free situations while clearly deviating from zero in the presence of faults and that possess the ability to discriminate between all possible modes of faults, which explains the use of the term isolation. A short historical view on FDI can also be found in (Iserman and Balle; 1997) and current developments are reviewed in (Frank et al., 2000).

The main aim of this paper is to develop fault diagnosis technique for a Single Input Multiple Output (SIMO) system under disturbances when actuator/sensors faults occur simultaneously. The design is adapted to the hot rolling Hille mill of IMMPETUS (The Institute for Microstructural and Mechanical Process Engineering The University of Sheffield). The purpose of the hot rolling mill is to produce a steel plate from a preheated steel block at a specified thickness and desired mechanical and microstructural properties. The plate thickness is reduced by pulling the plate between two parallel rolls at a specific rolling speed and temperature. The plate thickness is controlled by moving the upper work roll. For many years, several modern thickness control systems ((Grimble and Hearns., 1998), (Stephens and Randall, 1997)) have been designed to perform such a production, however only few research activities have been dedicated to consider a fault occurrence in the closed-loop and their consequence on the steel plate. Among the critical rolling process variables, such as the characteristic of mill drive, or the rolled slab, or the deformation temperature, the roll speed play an important role in the metal microstructure of the final product. This paper proposes to solve the problem of fault diagnosis in a speed control loop when actuator/sensors faults occur simultaneously. Based on a large diversity of advanced model-based methods for automated FDI, (Chen et al., 1999), (Gertler, 1998), the problem of actuator or sensor fault detection and magnitude estimation for linear time invariant systems can be defined as a basic one, nevertheless, it is not the case for the IMMPETUS hot rolling Hille mill. Indeed, due to difficulties inherent to the on-line identification in closed-loop systems, parameter estimation techniques are not suitable. With respect to parity space technique, this approach is suitable to distinguish between different faults in the presence of uncertain parameters, but not useful for fault magnitude estimation. Whereas, the observer-based method seems to be dedicated to our objective, the classical decoupled techniques such as Unknown Input Observer devoted to detect and to estimate faults (considered as unknown input) cannot fulfill our objective. As presented in Section III, because of the Unknown Input Observer design procedure, for the considered Single Input Multiple Output system with faults, the state decoupled from unknown input (fault) cannot be estimated correctly, due to observability problem and consequently is not enabled to generate accurate fault magnitude estimation. Hence, in order to reach our objective, a fault detection filter has been combined with a classical Luenberger observer. Fault detection filter gains are designed to have the filter residual in an invariant direction in the presence of an element from a set of a priori known faults. Based on an appropriate gain synthesis, an actuator fault detection filter is developed, inspired from (Keller, 1999), that makes it possible to detect and to estimate a particular and abrupt fault among disturbances which affect the rolled slabs. Combined with a conventional Luenberger observer, a software sensor design on the process can be defined through accurate state space estimation. While a single residual is sufficient to detect a fault, a set of structured residuals is required for fault isolation. In this context, in order to isolate and to estimate actuator/sensors faults which could occur simultaneously, a bank of coupled “fault detection filter - observer” is suggested and developed.

The paper is organized as follows. Section II describes the Hille Mill Single Input Multiple Output system and the actuator/sensor faulty state space representation. Section III is devoted to the specific fault detection filter design associated with a classical Luenberger observer in order both to detect, to estimate faults and disturbances, and in a second step the design of the bank of...
coupled “fault detection filter - observer” for an efficient fault isolation. Finally, simulation experiments are given in Section IV to illustrate the effectiveness and performance of fault diagnosis module. Conclusions and further work are discussed in Section V.

2. THE HOT ROLLING HILLE MILL

2.1 Brief description

The experimental hot rolling Hille mill, presented in Fig 1, is used to carry out multi-pass forward-forward or forward-reverse rolling and also complex multi-pass rolling experiments, has a three-phase 20hp 400 V, 50 Hz induction motor for main drive, an automatic control system for roll speed adjustment (between 1-60 rpm) and two rolls with a diameter of 139 mm. The maximum torque of the Hille mill at rated motor speed is 5800 Nm, and the maximum load of 50 tonnes. The roll gap is adjusted by a 3 hp motor via a worm-wheel screw-down mechanism linked to the top roll. In this paper, particular attention is focused on the roll speed part. the mechanical configuration of the experimental hot rolling Hille mill sketches with three mass as the motor, the reduction gear and the rolls.

Fig. 1. Hille mill mechanical configuration.

The main feedback roll speed control is based on a cascade control structure with an inner current/torque control loop and an outer speed control loop. The electromechanical torque is the natural response of the motor to compensate any torsional force applied in its shaft and it is directly related with the Hille mill rotational system. The motor drive module, incorporating advanced motor control (closed-loop vector control), ensures the command following ability of the motor drive torque. As illustrated in Fig. 2, based on the roll torque estimation performed by a multilayer neural network model (Mahfouf et al., 2005), a feedforward control loop is cancelling its effects upon the roll speed to achieve a fast speed response and to have better disturbance rejection ability coming from the load torque fluctuation during rolling.

Fig. 2. A block diagram of the roll speed control loop.

2.2 Roll speed modeling

A traditional way of developing the roll speed model is to divide the rolling mill into several mechanical components coupled by flexible shafts, and then to develop the motion equations using Newton’s law. In this case by applying Newton’s motion law, the rotational system is represented by the following equations:

\[ J_m \frac{d\omega_m}{dt} = -\mu_m \omega_m - T_{shm} - T_e \]  \hspace{1cm} (1)

\[ T_{shm} = K_{shm} \left( \frac{d\omega_m}{dt} - \frac{d\omega_e}{dt} \right) \]  \hspace{1cm} (2)
where $\omega$, $J$ and $\mu$ are the speed, inertia and friction coefficient of the motor ($m$), gear ($g$) and roll ($r$) shafts respectively, $R_g$ is the gear box ratio (constant during experiment), $T_{load}$ is the torque applied to the rolls when a slab is rolled, $T_{shm}$ and $T_{shr}$ are the strain torque of the motor and roll shaft respectively. The model parameters, such as the inertia, the stiffness of the shafts and the frictions of the individual components are supposed to be known and constant (Mahfouf et al., 2005).

According to the sensors available on the experimental hot rolling Hille mill, a roll speed discrete state space representation can be established as follows:

$$x_{k+1} = Ax_k + Bu_k + Dd_k$$

$$y_k = Cx_k$$

where $x = [\omega_m, \omega_r, T_{shr}]^T$ is the state space vector, $u = T_r$ is the input vector, $d = T_{load}$ in the non measurable disturbance (unknown input) with $D$ its associated and constant distribution matrix, and $y = x$ is the output vector. An accurate sampling period equal to $0.001s$ according to the dynamic performance in closed-loop has been determined to calculate the various matrices.

Due to abnormal mill operation or to simply material aging, actuator faults can occur in the overall system. An actuator or sensor fault can be represented by additive and/or multiplicative faults as follows:

$$z_{jk}^f = \alpha_k z_j + z_0$$

where $z_j$ and $z_{jk}^f$ represent the $j$th normal and faulty control actions if $z_k = u_k$ or faulty sensor if $z_k = y_k$, respectively. $z_0$ denotes a constant offset and $0 \leq \alpha_k \leq 1$ denotes a gain degradation of the $j$th component (constant or variable). Therefore, in faulty case, the roll speed discrete state space representation becomes as:

$$x_{k+1} = Ax_k + Bu_k + F_a f_k^a + Dd_k$$

$$y_k = Cx_k + F_s f_k^s$$

where $F$ represents the fault distribution matrix and $f$ is the faulty vector with index “$a$” for actuator, respectively “$s$” for sensor.

Let us define in the next section the fault detection block and the bank of fault detection modules involved in order to solve the problem of the actuator/sensors fault diagnosis.

3. ACTUATOR/SENSORS FAULT DIAGNOSIS

3.1 residual generator definition: filter-observer tandem design

As a first step, only actuator faults will be considered and represented as an additive unknown input term in the following discrete dynamic equation:

$$x_{k+1} = Ax_k + Bu_k + F_a f_k^a$$

$$y_k = Cx_k$$

where $x \in \mathbb{R}^n$ is the state vector, $y \in \mathbb{R}^m$ is the output vector, $u \in \mathbb{R}^p$ is the input vector and $f_k^a \in \mathbb{R}^q$ is the actuator fault vector. $A$, $B$, $C$, and $F_a$ are known matrices with appropriate dimensions. In the following, the number of faults is assumed to be less than the number of states, such that:

$$\text{rank}(CF_a) = \text{rank}(F_a) = q \leq m$$

Therefore, if $(C,A)$ is observable, a conventional stable observer can detect the fault by monitoring the residual ($r = y - \hat{y}$ with $\hat{y}$ defines estimated output). A more challenging task is to estimate also the fault magnitude as well as the state-space vector: an Unknown Input Observer can achieve this main objective. Under necessary and sufficient conditions, defined in the book by (Chen et al., 1999), an unknown input (considered as a fault) full-order observer can be written as follows:
\[ w_{k+1} = Ew_k + TBu_k + Ky_k \]  
\[ \hat{x}_k = w_k + Hy_k \]  
(11)

where \( \hat{x} \) is the estimated state vector and \( w \) is the state of this full-order observer. \( E, T, K \) and \( H \) are matrices to be designed for achieving unknown input decoupling requirements. That is to say, the state estimation error vector (\( e = \hat{x} - x \)) of the observer goes to zero asymptotically, regardless of the presence of the unknown input in the system. The unknown input observer design is achieved by solving the following equations:

\[ (HC - I)F_a = 0, \]  
(12)
\[ T = I - HC, \]  
(13)
\[ E = A - HCA - K_I C, \]  
(14)
\[ K_2 = EH, \]  
(15)
\[ K = K_I + K_2. \]  
(16)

If
\[ (C, A - HCA) \] is observable,
(17)
an Unknown Input Observer exists.
The estimation error vector and the residual vector are calculated from (41) as follows:

\[ e_{k+1} = (A - K_I C)e_k + F_a f_a^a \]  
(18)
\[ r_k = Ce_k \]  
(19)

Moreover, through an appropriate Singular Value Decomposition, see (Theilliol et al., 2002), accurate fault magnitude estimation is generated. If (47) is not fulfilled, (Chen et al., 1999) have proposed a solution based on canonical decomposition procedure, however, a reduced-order observer is established and the decoupled state vector is not completely estimated. Consequently, as already shown in (Theilliol et al., 2006), a fault detection filter is considered where the gain \( K_I \), with \( T = I \) and \( H = 0 \), is synthesized such that the residual vector \( r_k = y_k - CX_k \) is insensitive to \( f_k^a \), but the projectors \( R \) are designed such that the projected residual vector \( q_k = Rr_k \) is sensitive only to a particular fault direction. Hence, the system, defined in (41), can be expressed with \( K_I = K_A + K_C \) as follows:

\[ \hat{x}_{k+1} = A\hat{x}_k + Bu_k + (K_A + K_C)(y_k - C\hat{x}_k) \]  
(20)

where \( K_A \) should be defined in order to obtain \( AF_a - K_A CF_a = 0 \) and:

\[ K_A = \omega \Xi \]  
(21)

with \( \omega = AF_a \) and \( \Xi = (CF_a)^r \)

where \( K_C \) should be defined in order to obtain \( K_C CF_a = 0 \) and:

\[ K_C = K\Psi \]  
(22)

where \( \Psi = \beta(I_m - (CF_a)^r CF_a)^r \).

It must be noted that \( \beta \) is chosen as a matrix composed of 1’s with \( \beta \in \mathbb{R}^{m \times m} \). Compared to (Keller, 1999) in the stochastic case, no other conditions are needed. With respect to \( K \), this reduced gain defines the unique free parameter in this specific filter and will be synthesized in a common way.

Based on (51) and (52), (50) becomes equivalent to the following:

\[ \hat{x}_{k+1} = (\overline{A} - K\overline{C})\hat{y}_k + Bu_k + K_A y_k + K\Psi y_k \]  
(23)

with \( \overline{A} = A(I_m - F_a\Xi\Xi^r) \) and \( \overline{C} = \Psi C \). The gain \( K \) is synthesized by a common eigenstructure assignment such that \( (\overline{A} - K\overline{C}) \) is Hurwitz.  
(24)

The gain decomposition \( K_I = K_A + K_C \) and associated definitions involve the following matrices properties:
\( \Xi C F_a = 0 \) and \( \Psi C F_a = I \)

and make possible the generation of projected residual vector as follows:

\[
q_k = Rr_k = \begin{bmatrix} \Psi' \\ \Xi \end{bmatrix} r_k = \begin{bmatrix} \Sigma r_k \\ \Xi r_k + f_k^{a,j} \end{bmatrix} = \begin{bmatrix} \gamma_k \\ \eta_k \end{bmatrix}
\]

(26)

As suggested by (Theilliol et al., 2006), the vector \( \eta \in \mathbb{R}^q \) should be directly exploited for fault detection. Indeed, a residual evaluation algorithm can be performed by the direct fault magnitude evaluation through a statistical test in order to supervise the process. To achieve the purpose of an accurate vector estimation, (Sauter et al., 2005) have proposed the handling of matrices via an on-line inversion operation. Here, another solution is adopted as follows:

the fault detection filter works in tandem with a conventional Luenberger observer estimator. Based on a very simple idea, under the schedule of \( \gamma_k \) residual evaluation, the available \( \eta_k \) fault estimation is injected as a separate known input in Luenberger observer, such that:

\[
\hat{x}_{k+1} = A\hat{x}_k + Bu_k + K_\gamma \gamma_k + F \eta_k \\
\hat{y}_k = C\hat{x}_k
\]

(27)

Based on this technique, a system defined in (38) could be represented as in (39) by an augmented unknown input vector such that:

\[
F_a = \begin{bmatrix} D & F_a \end{bmatrix}
\]

(28)

If the conditions (40) and (54) are fulfilled, the fault detection filter should be used to detect the actuator fault and to estimate both the fault magnitude as well as the disturbance based on the vector \( \eta \). Fig. 3 illustrates the different elements involved in the filter-observer tandem.

Fig. 3. A block diagram of the filter-observer tandem.

However, under the assumption than an actuator fault and a sensor fault can occur simultaneously, as represented in (38), condition (40) is not fulfilled: \((m + q)\) faults need to be considered in the filter-observer tandem synthesis. The \((m + q)\) faults compromise the fault isolation established with a unique filter-observer tandem. In the next paragraph, a solution is proposed to perform the fault isolation in this context.

3.2 Fault isolation design.

For the purpose of fault diagnosis, the basic idea of the approach is to reconstruct the state of the system from the subsets of measurements. The objective is to build a bank of filter-observer tandems so that each of these filters is driven by all inputs and all outputs except the \( j^{th} \) measurement variable. \( y_j \) is not used in the \( j^{th} \) filter-observer tandem due to the fact that \( y_j \) is assumed to be corrupted by the fault and therefore does not carry the relevant information (Frank, 1990). For the synthesis of the filter-observer tandem, the following discrete state space equation is involved:

\[
x_{k+1} = Ax_k + Bu_k + F_a f_k^{a} \\
z_k^j = C^j x_k
\]

(29)

where \( \forall j \in \{1 \cdots m\} \), \( z_k^j \in \mathbb{R}^{m-1} \) is the output vector without the \( j^{th} \) element and \( C^j \) is the \( C \) matrix without the \( j^{th} \) row which correspond to a column of \( F_a \) matrix ((37)).
This fault diagnosis scheme is similar to the well known Generalized Observer Structure (GOS) but the absence of a sensor fault. In order to reach both the isolation and the estimation of an actuator fault under disturbances, we also consider the case where \( j=0 \); the filter-observer tandem is based on system (9) which is not related to the sensor fault-free case.

Under the assumption that \( \forall j \in [1 \ldots m] \), \((\bar{C}^j, A)\) is observable, the bank could be designed following the scheme presented in figure 4.

![Fig. 4. A block diagram of the fault diagnosis structure.](image)

As in the classical approach, a residual evaluation which involves statistical testing such as the limit checking test, the generalized likelihood ratio test, or the trend analysis test is performed for each filter-observer tandem of the bank described before. An output vector of the statistical test can be built according to a test applied to a set of \( m+1 \) residuals. The status of the residuals is equal to “0” when the residual signal is close to zero in some sense and equal to “1” otherwise.

The bank of filter-observer tandems generates an incidence matrix as follows where each column is called the coherence vector associated to each fault signature:

<table>
<thead>
<tr>
<th>Fault</th>
<th>( F_a )</th>
<th>( F_a )</th>
<th>( F_a )</th>
<th>( F_a )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( y - \hat{y} )</td>
<td>0 1 1 1 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( z_1 - \hat{z}_1 )</td>
<td>0 0 1 1 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( z_2 - \hat{z}_2 )</td>
<td>0 1 0 1 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \cdots )</td>
<td>0 1 1 0 1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( z_m - \hat{z}_m )</td>
<td>0 1 1 1 0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Therefore, without \((\bar{C}^a)\) or only the actuator faults \( F_a \), the bank of filter-observer tandems generates some zero mean residuals. Otherwise, the filter-observer tandem, insensitive to a sensor fault \( F_j \), is easily isolated based on the GOS structure, irrespective of the actuator fault occurrence. Decision making is then realized according to an elementary logic (Leonhardt and Ayoubi, 1997) which can be described as follows: a fault indicator is equal to one if the residual vector generated by the bank is equal to a column of the incidence matrix and is equal to zero otherwise. The element which is associated with the indicator being equal to one is then declared to be faulty.

4. SIMULATION RESULTS

For illustration purposes, different scenarios have been conducted under simulation environment. This simulation platform describes the rolling process behavior of the Hille mill without affecting the real plant. In the study, the roll torque \( T_{load} \) is supposed non measurable as on the real plant. Hence, the following model-based roll speed is used to estimate the actuator fault \( f \), roll torque unknown input \( T_{load} \) and state space vector \( x = [\omega_m \ \omega_r \ \bar{T}_{shr}]^T \):

\[
x_{k+1} = Ax_k + Bu_k + \begin{bmatrix} F & D \\ \bar{T}_{load} \end{bmatrix} f_k
\]

(30)

For the experimental hot rolling Hille mill, conditions (40) and (54) are fulfilled, the bank of filter-observer tandems is tested in fault-free and faulty cases.
4.1 Fault-free case

Various step responses of the roll speed subsystem are studied and disturbances are considered. Without an actuator fault, all simulations are performed for a four-rolling multi-pass operations with a first roll speed at 30 rpm and 5 rpm less at each step, together with a reduction of 10% starting at 40%. From the simulation results of Fig. 5, it is apparent that under a classical PID control the roll speed responses are close to the reference and ensure an accurate performance despite the roll torque force. The disturbances for each step simulate roll pass (see the zoomed part in Fig. 5). In the fault-free case, all residual vectors are equal to zero means (not presented here). Fig. 6 shows the performance of the fault detection filter to estimate an exact roll torque $T_{\text{load}}$ through the second component of vector $\eta_k$ generated by the $\theta$th filter-observer tandem.

4.2 Actuator faulty case

A gain degradation of the motor due to material ageing or a failure in a component equivalent to 50% loss of effectiveness is supposed to occur at instant 2s just before the first rolling and to disappear at time 30s during a step. To do so without damaging the system, the control input applied to the system is equal to the control input computed by the controller multiplied by a constant system ($\alpha = 0.5$ and $u_0 = 0$). The consequence of an actuator fault on the speed control loop is illustrated in Fig. 7 with a zoom presented in Fig 8. Despite the fault, the effect is not significant in the steady state due to the motor drive control strategy based on drive torque, as illustrated in Fig. 7. However, since an actuator fault acts on the system as a perturbation, and due to the presence of the integral error in the controller, the system outputs reach again their nominal values when the slab is presented to the rolling process (see Fig. 7). Compared to the dynamic behaviour in the fault-free case, see Fig. 5, the actuator fault affects the experiment and needs to be detected on-line.
Similarly to the fault-free case, the filter-observer tandem, which is synthesized with all the measurement, provides a residual vector equal to zero means and accurate state space vector (not presented here). An important feature of the filter-observer tandem is the capability to generate an accurate fault estimation. As illustrated in Fig. 9 (and associated zoom in Fig 10), the fault estimation $\hat{f}$ is close to zero in the fault-free case and is close to the fault magnitude, represented by $\alpha \times u_k$, when the failure has occurred. The simulation results show that the actuator fault detection filter is very effective in detecting and estimating the fault magnitude under disturbances constraints for the whole operating conditions. The fault magnitude estimation should be evaluated through a classical statistical threshold test in order to generate alarms for the operating system.

In addition with an actuator fault similar as previously, a sensor fault on the speed motor $\omega_r$ (which it is involved in the closed loop vector) is supposed to occur at instant 10s and disappear at instant 30s. As defined in (37), a constant gain on the speed motor $\omega_r$ is created and added with $\alpha = 0$ and $y_0 = 0.3$ rpm. This bias can be observed in Fig 11. The control law tries to cancel the static error created by the corrupted output. Consequently, the real output is different from the reference input.

According to the incidence matrix defined in the previous section, only the filter-observer tandem synthesized with all measurement except the speed motor $\omega_r$ provides a residual vector equal to zero means. Under noisy conditions, an accurate roll torque magnitude estimation (second component of the vector $\tilde{f}$ in (60)) and actuator fault estimation are performed by the fault
detection filter, as presented in the previous paragraph. The difference between the real and the estimation \( \omega_r \) illustrates the performances of the method which provides an accurate state space vector: the residual vector is equal to zero mean, as presented in Fig 12. The developed technique provides an accurate \( \hat{\omega}_r \) insensitive to sensor fault, and actuator fault under disturbances.

Fig. 12. Difference between the real and the estimation \( \omega_r \).

5. CONCLUSION

There have been a number of techniques developed over the past decade for fault detection and isolation in various systems. In this paper, the proposed FDI method, developed first for a specific application, does not require the complex handling matrices when the UIO reduced-order observer needs to be built for specific properties. However, through its simple fault detection filter working in tandem with a conventional Luenberger observer, the developed technique has proved to be effective for FDI under actuator and sensors faults as well as being robust against disturbances. Using an appropriate bank of “filter-observer tandems”, the proposed fault diagnosis strategy represents an efficient tool in the operator’s decision hot rolling mill process.
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