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The Fourier Singular Complement Method

for the Poisson Problem. Part III: Implementation Issues

P. Ciarlet, Jr, 1 B. Jung, 2 S. Kaddouri, 3 S. Labrunie, 4 J. Zou 5

Abstract

This paper is the last part of a three-fold article aimed at some efficient numerical methods for

solving the Poisson problem in three-dimensional prismatic and axisymmetric domains. In the

first and second parts [7][8], the Fourier singular complement method (FSCM) was introduced

and analysed for prismatic and axisymmetric domains with reentrant edges, as well as for the

axisymmetric domains with sharp conical vertices. In this paper we shall mainly conduct numer-

ical experiments to check and compare the accuracies and efficiencies of FSCM and some other

related numerical methods for solving the Poisson problem in the aforementioned domains. In the

case of prismatic domains with a reentrant edge, we shall compare the convergence rates of three

numerical methods: 3D finite element method using prismatic elements, FSCM, and the 3D finite

element method combined with the FSCM. For axisymmetric domains with a non-convex edge or

a sharp conical vertex we investigate the convergence rates of the Fourier finite element method

(FFEM) and the FSCM, where the FFEM will be implemented on both quasi-uniform meshes

and locally graded meshes. The complexities of the considered algorithms are also analysed.

Key words. Singular Complement Method, Fourier series, finite element methods

AMS subject classifications. 65N30, 65C20

1 Introduction

Numerical solutions of three-dimensional boundary value problems (BVPs) in non-convex
domains are quite different from the two-dimensional case and is usually much more diffi-
cult. Among many existing methods, Fourier Finite Element Method (FFEM) is a popular
and widely investigated efficient method for solving BVPs in three-dimensional prismatic
or axisymmetric domains. The method uses the Fourier expansion in one space direc-
tion and the finite element method in the other two space dimensions, see, for example,
[5, 12, 13, 16, 19]. It is known that when reentrant edges are present in the domains (or
sharp conical vertices characterized by [8, Eq. (3)] in axisymmetric domains), FFEM can
not achieve the optimal H1-convergence rate due to the singularities of the solution. In
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order to overcome this disadvantage, the Fourier Singular Complement Method (FSCM)
has been developed in [7, 8] for solving the singular Poisson problem. One special feature
of this new method is to add some singular test functions to the usual Lagrange FEM, but
in a completely different manner from the existing ones. The FSCM has the following ad-
vantages: no any cut-off functions are required in its computation; singularity coefficients
need to be evaluated only for low Fourier modes; and no any mesh grading or refinements
are needed to achieve the optimal convergence near the singular edges or vertices so that
the application to unsteady problems with larger time steps is possible.

The aim of this paper is to test the efficiency of the FSCM, and to compare it with
the efficiency of some other popular numerical methods for solving the Poisson problem
with homogeneous boundary conditions. In the case with non-homogeneous boundary
conditions, one may consider a suitable lifting to transform the original problem into a
homogenous one. In the case of a prismatic domain we will test three numerical methods:
3D finite element method using prismatic elements, the FSCM, and the 3D FEM combined
with the FSCM. The latter is motivated by the fact that the edge singularity distribution is
in general not explicitly known, but it can be approximated by means of a Fourier series of
the 2D singularity coefficients which can be computed by the FSCM. Then the regular part
of the solution can be approximated by the usual 3D FEM to the Poisson problem with
a modified right-hand side. For axisymmetric domains we shall also conduct numerical
experiments for three different methods: the FSCM, the FFEM on quasi-uniform meshes
as well as on meshes with appropriate local grading. We remark that the algorithm of the
FSCM for the BVP in axisymmetric domains may differ slightly, depending on whether
reentrant edges or sharp conical vertices are present. There are three pairs of dual/primal
singular functions for reentrant edges, but only one pair for conical vertices [8].

The rest of this paper is arranged as follows. In Section 2, the convergence rates
of different numerical methods are tested for solving the Poisson problem in prismatic
domains, and the influence of the regularity of the right-hand side on the convergence rate
of the FSCM is also investigated. Section 3 presents numerical results for axisymmetric
domains. Due to the presence of the weighting factor r−1, where r is the distance to the
symmetry axis, in the considered bilinear forms, we shall test two problems whose exact
solutions behave differently near the symmetry axis. Furthermore, we investigate whether
the convergence rate, as a function of the number N of Fourier modes used, depends on
the regularity of the exact solution (consequently on the regularity of the right-hand side)
with respect to the rotational angle. Finally, some complexity analysis is given in Section 4
for the numerical methods considered.

2 Numerical results for prismatic domains

We are interested in the numerical solution of the following homogeneous Dirichlet problem
for the Poisson equation

−∆u = f in Ω ; u = 0 on ∂Ω (1)

in prismatic domains with reentrant edges. Typically, the domain Ω is described by ω ×Z

with ω being a polygonal domain having a reentrant corner of angle
π

α
, α ∈]

1

2
, 1[ and Z an

2



θ

π/α

r

ω

θ

π/α

r

z

Ω

Figure 1: 2D and 3D domains.

interval. The numerical tests to be presented in this section are made over the prismatic
domain of Figure 1, where

ω = ]2, 4[×]1, 3[ \ ]3, 4[×]2, 3[, α =
2

3
and Z =]0, 1[,

so domain Ω possesses only one reentrant edge E = C×]0, 1[, with C being the reentrant
corner of ω. We remark that we take a polygon ω with only one reentrant edge here is
purely for the sake of simplicity.

It is well known from [10, 11] that the solution u to the Poisson system (1) has, in
general, a singular behaviour near the non-convex edge and corners. Precisely, it is shown
in [1, 20] that in the prismatic case, corner singularities behave as the edge singularity, and
the solution u can be split into

u = ur + γ(r, z)rα sin(αθ), (2)

where ur is the regular part, i.e. ur ∈ H2(Ω), γ(r, z) is the edge singularity distribution
and (r, θ, z) are the local cylindrical coordinates.

The poor regularity of u, u ∈ Hs(Ω) for any s < 1 + α, makes the piecewise linear
Lagrange finite element method (FEM) converge in H1-norm only at the rate hα. So the
Singular Complement Method [9] was combined in [7] with the Fourier expansion along
the singular edge to recover an optimal convergence order O(h + N−1) with the piecewise
linear Lagrange FEM, when the right-hand side f meets certain regularity conditions:
f ∈ H2(]0, 1[, L2(ω)) ∩ H1

0 (]0, 1[, L2(ω)). Here h is the finite element mesh size and N is
the number of Fourier modes used. These conditions will be examined through numerical
experiments below. Three numerical methods will be used to solve the 3D Poisson problem
(1) and their convergence rates will be compared. The first method is the finite element
method using 3D prismatic elements (without any refinement), and it is motivated by
the prismatic shape of domain Ω. The theoretical convergence rate of this method is
hα. The second method is the FSCM proposed in [7], while the third method uses the
SCM to approximate the singular part and then use it to discretize the regular part by

3



prismatic finite elements. We remark that in this last method, Inverse Fourier Transform
is needed only for reconstructing the singular part. All numerical tests are carried out with
MATLAB. Some complexity analysis will be presented in Section 4 for these numerical
methods.

2.1 Approximation of the solution using prismatic finite elements

In this section, we will test the convergence rate of the finite element method using 3D
prismatic elements for solving the Poisson problem (1). For the purpose, we triangulate Ω̄
into small equal prisms of mesh size h with vertices {Mi}N

i=1, and the resulting triangulation
is denoted by Ph. Clearly, one may realize Ph by a 2D regular triangulation of ω̄ and a
1D partition of the interval Z, both with mesh size h. On Ph, we define the following

Figure 2: Two dimensional mesh for h = 0.125.

prismatic finite element space :

Vh = {vh ∈ C0(Ω̄) : vh|Q ∈ P 1
2D ⊗ P 1

1D, ∀Q ∈ Ph}
and its subspace V 0

h with functions vanishing on the boundary of Ω. Each shape function
φj of Vh satisfies φj(Mi) = δi,j and reads on each element as follows (cf. [6]):

φj(x, y, z) = a1yz + a2xz + a3z + a4x + a5y + a6.

Then the Poisson problem (1) can be naturally approximated by the discrete problem:
Find uh ∈ V 0

h such that
∫

Ω

∇uh · ∇vhdΩ =

∫

Ω

fvhdΩ ∀ vh ∈ V 0
h .

The errors are computed with a 14 point quadrature formula in each prism, obtained
from a 2D 7 point formula (5th-order) and 1D 2 point formula (3rd-order). Table 1 presents
the H1-norm errors of the prismatic finite element solution described above when the exact
solution is constructed as follows :

u(r, θ, z) =

{
(z(1 − z))2

(
1 − (2r)

4
3 + (2r)

5
3 − (2r)2

)2

r
2
3 sin(2

3
θ) , r ≤ 1

2
,

0 , r ≥ 1
2
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h Prisms Nodes ‖u − uh‖1 β1

0.25 768 565 4.10e-3 -
0.125 6144 3753 2.38e-3 0.78
0.0625 49152 27217 1.33e-3 0.84
0.03125 393216 207009 7.44e-4 0.84

Table 1: H1-norm errors.

The values β1 in Table 1 represent the convergence rates in the form O(hβ1) and are
computed using the H1-norm errors on two consecutive meshes. We see from Table 1 that
the H1 convergence rate is slightly better than the theoretical one O(h

2
3 ) but still worse

than O(h). The difference between the exact and the observed rates may be due to the
use of quasi uniform meshes and the presence of a truncation function.

The next section will be dedicated to show the remarkable accuracy of the FSCM
proposed in [7] for prismatic domains. The theoretical convergence is proved to be optimal
when f ∈ H2(]0, 1[, L2(ω)) and satisfies the homogeneous boundary conditions at the
faces z = 0 and z = 1. This motivates another interesting investigation into the effect of
the boundary conditions of f at the faces z = 0 and z = 1 on the convergence rate of
the method (see [7, Theorem 6.1]), as well as how this convergence rate depends on the
regularity of f with respect to z.

2.2 Convergence of the Fourier Singular Complement Method
(FSCM)

The FSCM is based on a Fourier expansion along the edge direction (z-axis) to transform
the 3D problem into a sequence of 2D problems which are then solved using the 2D SCM.
One of the nice features of the FSCM is that it needs to compute the singularity coefficients
in the 2D problems only for low Fourier modes, whereas for higher modes the singular part
is sufficiently small so that the discretization error dorminates. Before stating the algorithm
we introduce a few notations. N is the number of Fourier modes used and C⋆ is a positive
constant. We denote by ak the bilinear form on H1

0 (ω) × H1
0 (ω) defined by

ak(u, v) =

∫

ω

(∇u · ∇v + k2π2uv)dω.

Let Th be a regular triangulation of ω, we then define

W 0
h =

{
u ∈ C(ω), u|K ∈ P 1(K) ∀K ∈ Th

}
∩ H1

0 (ω)

to be the 2D P 1 Lagrange finite element space. The FSCM algorithm can be stated as
follows: For k ≤ N ,

1. Find zk
h ∈ W 0

h such that ak(z
k
h, vh) = (fk, vh) ∀vh ∈ W 0

h ,
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2. Set ck
h =

{
(fk−(kπ2)2zk

h
,ph

s )

‖ph
s ‖

2 , if k < C⋆h− 1
2−α

0 , otherwise

3. Find ũk
h ∈ W 0

h such that ak(ũ
k
h, vh) + ck

hak(φ
h
s , vh) = (fk, vh) ∀vh ∈ W 0

h ,

where ph
s , φ

h
s are respectively the approximate dual and primal singular function, the exact

ones having the expressions:

ps = p̃ + r−α sin(αθ), p̃ ∈ H1(ω),

φs = φ̃ + βrα sin(αθ), φ̃ ∈ H2(ω), β =
1

π
‖ps‖2

0,

cf.[7, §5] for more details. Then the approximate solution to the Poisson problem (1) is
given by

uN
h =

k=N∑

k=0

uk
h(x, y) sin(kπz), uk

h = ũk
h + ck

hφ
h
s . (3)

Unlike in the axisymmetric case where no boundary conditions regarding θ are needed
thanks to the periodicity, one has to assume in the prismatic case that f vanishes at
z = 0 and z = 1 in order to derive the optimal convergence of order O(N−1 + h) (cf. [7,
Theorem 6.1]. To test the actual effect of the boundary conditions of f on the accuracy
of the FSCM solution, we use a right hand side f which does not satisfy the vanishing
boundary conditions on ∂ω × {0, 1} but has the required regularity in z (cf. [7]), namely
f ∈ H2(]0, 1[, L2(ω)). We suppose the exact solution is

u(r, θ, z) =

{
z(1 − z)

(
1 − (2r)

4
3 + (2r)

5
3 − (2r)2

)2

r
2
3 sin(2

3
θ), r ≤ 1

2
,

0, r ≥ 1
2

(4)

for which the edge singularity coefficient is constructed in H2(]0, 1[) ∩ H1
0 (]0, 1[). In our

computations, the FSCM solution uN
h in (3) is computed with N Fourier modes and uk

h is
computed on the triangulation Th of ω with mesh size h. To study the convergence rate
in terms of h, we take the number of Fourier modes to be the same for all meshes and to
satisfy N−1 ≤ h for the finest mesh. The convergence of the FSCM solution is reported in

h Nodes kmax ‖u − uh‖1 β1

0.125 417 4 8.04e-3 -
0.0625 1601 7 4.32e-3 0.90
0.0312 6273 13 2.15e-3 0.99

Table 2: H1-norm errors by the FSCM using N = 32 Fourier modes.

Table 2, where kmax is the highest mode used in the SCM whose dependence on the mesh
size h is given in Figure 3, and the constant C⋆ is set to the value one. We see from Table
2 that the H1 rate of convergence of FSCM is optimal even if f does not vanish at z = 0
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Figure 3: Graph of kmax = [h− 1
2−α ] where [x] denotes the integer part of x with α = 2

3
.

and z = 1. This leads us to investigate the effect of the regularity of the right-hand side
with respect to z. Thanks to the spectrum of the one dimensional operator:

− d2

dz2
: H1

0 (]0, 1[) → H−1(]0, 1[),

we know by interpolation that

[H1
0 (]0, 1[), L2(]0, 1[)]s =

{
f =

∞∑

k=1

fk sin(kπz) :
∞∑

k=0

(kπ)2(1−s)|fk|2 < ∞
}

is H1−s
0 (]0, 1[) for s 6= 1

2
and H

1
2
00(]0, 1[) for s = 1

2
(cf. [15]). In Table 3, optimal numerical

convergence rates are observed for f with different regularities, lying respectively in the

spaces H1−s
0 (]0, 1[; L2(ω)) for s = 0, 1

4
, 3

4
, 1 and H

1
2
00(]0, 1[; L2(ω)) for s = 1

2
. These tests

were done without FFT but with the real Fourier modes of the right-hand side. Indeed,
considering FFT or not does not bring any obvious difference in our results. The exact
Fourier modes of the solution are

uk(r, θ) =






1

(kπ)
7
2
−s+ε

(
1 − (2r)

4
3 + (2r)

5
3 − (2r)2

)2

r
2
3 sin(

2

3
θ), r ≤ 1

2
,

0, r ≥ 1
2

They are chosen to ensure the condition

(kπ)2(1−s)‖fk‖2
0 ∼

1

(kπ)1+2ε
,

for a small ε > 0.
Thanks to [7, Ineq. (25)], see also [3], the edge singularity distribution γ belongs to

H1−α(]0, 1[), but when f has a C∞ regularity in Ω̄, γ is in C∞([0, 1]), as it is proved in [10].

7



s 0 1
4

1
2

3
4

1
β1 0.97 1.00 1.03 1.03 1.02

Table 3: H1-norm convergence rate for f in H1−s
0 (]0, 1[; L2(ω)), s 6= 1

2
and H

1
2
00(]0, 1[, L2(ω)),

N = 32.
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Figure 4: Edge singularity distribution γh for different mesh sizes h with f = 1.

Figure 4 represents the approximate singularity distribution γh for f = 1 with different
mesh sizes : the fact that γh vanishes at the end points of the edge is an artifact due to
the truncation of the Fourier series. Nevertheless, {γh}h seems to converge to a regular
limit that vanishes at z = 0 and z = 1. It is also interesting to see what happens to
the case where f is not smooth : Figure 5 shows the edge singularity distribution for the
data f(z) = log(| log( z

2
)|) which is in H

1
2 (]0, 1[). Interestingly, the family {γh}h seems to

converge, but only outside a neighborhood of z = 0.

2.3 Combination of the 3D FEM with the FSCM

The FSCM reduces the three dimensional Poisson problem (1) to a sequence of 2D prob-
lems. In this section, we are interested in a new method that combines the 3D FEM with the
FSCM. The basic idea is to make use of the singular part of the exact solution to compute its
regular part by means of the 3D prismatic finite elements. As the edge singularity distribu-
tion γ(r, z) in (2) is not known explicitly for general right-hand side f ∈ L2(Ω), we assume
as in [7] some additional regularity on f , namely f ∈ H2(]0, 1[, L2(ω)) ∩ H1

0 (]0, 1[, L2(ω)).
Then one can write the singular part simply as γ(z)φs with γ ∈ H2(]0, 1[) ∩ H1

0 (]0, 1[).
Letting

γh(z) =

N(h)∑

k=0

ck
h sin(kπz), N(h) = kmax = [h− 1

2−α ], (5)
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Figure 5: Representation of the edge singularity distribution for f(z) = log(| log( z
2
)|) for

different mesh sizes h.

be the approximate singularity distribution obtained by the FSCM, we can then com-
pute the regular part of the solution using the prismatic finite elements as described in
Section 2.1. In fact, by writing the solution as

u = ur + γφs,

with γ ∈ H2(]0, 1[) ∩ H1
0 (]0, 1[), we know that the regular part ur solves the following

boundary value problem:

−∆ur = f + (γ′′φs − γps) in Ω ; ur = 0 on ∂Ω,

where ps, φs are defined as in FSCM. Since ur and γ are both H2-regular, the prismatic
finite element approximation of ur has an optimal convergence while the approximation
of γ by γh in (5) has a first order accuracy, cf. [7, Ineq. (68)]. The convergence of this
combined 3D FEM with the FSCM is shown in Table 4 when f is associated with the
exact solution (4) of the previous section. Once again, we see that the optimal rate of

h 3D Nodes 2D Nodes ‖u − uh‖1 β1

0.25 565 113 1.24e-2 -
0.125 3753 417 7.80e-3 0.65
0.0625 27217 1601 4.22e-3 0.88
0.0312 207009 6273 2.13e-3 0.98

Table 4: H1-norm errors by using the FSCM for the singular part and prismatic finite
elements for the regular one.

convergence for the H1 error is recovered. Noting γ ∈ H2(]0, 1[)∩H1
0 (]0, 1[), so its Fourier

approximations γh converge in H2(]0, 1[) ∩ H1
0 (]0, 1[) (cf. [7, Lemma 6.1]; in this case the

conclusion holds without assuming the boundary conditions on f), therefore the optimal
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convergence rate can be recovered in this example. Also, one can observe that the errors
are almost identical to the ones as shown in Tables 2.

To summarize, one can conclude that the FSCM is indeed powerful and robust, since
it yields satisfactory results even though the vanishing boundary condition on f is not
satisfied (at least when the edge singular function lies in some suitable space). We will
analyse in Section 4 the complexity of these methods, which shall indicate that the FSCM
is less expensive.

3 Numerical results for axisymmetric domains

The aim of this section is to compare two different methods for solving the BVP (1) in
axisymmetric domains with reentrant edges or sharp conical vertices. The first method is
the FSCM [8], while the second is called the FFEM, which is a combination of the Fourier
method with the FEM in 2D (cf. [12, 16]). The convergence rates of two methods in terms
of the mesh size h and the number N of the Fourier modes used will be investigated. It is
known (e.g. [13]) that the FFEM on quasi-uniform meshes can not achieve optimal conver-
gence in terms of h, due to the singularity of the solution. So we shall test the convergence
of FFEM on some locally graded meshes and compare it with the FSCM (cf. [8]). The
numerical experiments are carried out by means of the package FEMGP, that is described
in [14]. More details can be found in Section 4 about the numerical realization of the
considered algorithms.

Let (r, θ, z) be the natural cylindrical coordinates. We suppose that the axisymmetric
domain Ω is generated by rotation of a polygon ω, called the meridian domain, about the
z-axis. Furthermore, γb denotes that part of ∂ω which generates the boundary of the 3D
domain Ω (see [8, §2] for more details concerning geometric setting and notations).

Applying the Fourier analysis with respect to θ to the functions u and f in (1), with
a Fourier expansion like u =

∑
k ukeıkθ, we know that for any k, the Fourier mode uk is

characterized as the solution to the following 2D boundary value problem :

−∂2uk

∂r2
− 1

r

∂uk

∂r
− ∂2uk

∂z2
+

k2

r2
uk = fk in ω ; uk = 0 on γb .

(6)

The variational formulation of (6) reads as follows (cf. [8, §2.3]) :

ak(u
k, v) = (fk | v) ∀v ∈ V(k),

where V(k) is a Sobolev space described in [8, Lemma 2.1], and

ak(u, v) :=

∫∫

ω

[
r∇u · ∇v +

k2

r
u v

]
drdz, (f | v) :=

∫∫

ω

f v rdrdz, (7)

with ∇ being the gradient in the (r, z) plane.

10



3.1 The FFEM and the FSCM for domains with reentrant edges

We will consider in this subsection the axisymmetric domain whose meridian domain pos-
sesses a single reentrant corner on γb, and the domains with sharp conical vertices will be
studied in Subsection 3.2.

In order to describe the FFEM on locally graded meshes, we first introduce some
notations. We use (rE, zE) to denote the coordinates of the singular corner E of ω, and
(ρ, φ) to denote the local polar coordinates with respect to E:

r − rE = ρ cos(φ + φ0), z − zE = ρ sin(φ + φ0). (8)

To provide a framework for graded meshes, we introduce the real grading parameter µ
(0 < µ ≤ 1), the grading function ρj, the step size hj and regions of mesh grading Bj as
follows:

ρj := ρ̃ (jh)
1
µ , j = 0, 1, . . . , J

hj := ρj − ρj−1, j = 1, 2, . . . , J

Bj := {(r, z) ∈ ω : ρj−1 < ρ ≤ ρj}, j = 1, 2, . . . , J,

with J = [h−1] (integer part of h−1) and some real parameter ρ̃, 0 < ρ̃ < rE. The
coordinates ρ, φ are related with r and z by (8). We suppose that the triangulation Th of
the domain ω fulfills the following assumptions (cf. [17, 1]):

(i) l1h ≤ hT ≤ l2h for T ∈ Th: T ∩ Bj = ∅ for j = 1, . . . , J ,

(ii) l1hj ≤ hT ≤ l2hj for T ∈ Th: T ∩ Bj 6= ∅ at least for one j ∈ {1, . . . , J},

where l1, l2 do not depend on h. Let nj denote the number of triangles satisfying T ∩Bj 6= ∅
for any j ∈ {1, . . . , J}, then by elementary considerations it holds that nj ≤ Cj for
j = 1, . . . , J , with C independent of h and j. Clearly, for µ = 1 the mesh is quasi-uniform,
for 0 < µ < 1 it is quasi-uniform only outside the region of grading the mesh. But the total
number of nodes of Th is always of the order O(h−2). Related types of mesh grading are
described e.g. in [4, 18]. The package FEMGP contains a generator for meshes satisfying
the assumptions mentioned above. Some examples of meshes with such gradings are given
in Figures 8.1 and 8.2.

Next, we shall recall the FSCM algorithm for the axisymmetric case [8, §§5.3 and 5.5],
which is slightly different from that in the prismatic case. The algorithm reads as follows:

1. Find zk
h ∈ W 0

h such that ak(z
k
h, vh) = (fk | vh) ∀vh ∈ W 0

h .

2. Compute ck
h =

{
1

‖ph
s ‖

2
0,1

[(
fk | ph

s

)
− (k2 − 4)

(
zk

h | qh
s

)]
, if k < C∗h

− 1
2−α0

0 , otherwise.

3. Find ũk
h ∈ W 0

h such that ak(ũ
k
h, vh) + ck

h ak(ϕ
h
s , vh) = (fk | vh) ∀vh ∈ W 0

h ,

11



where α0 ∈ ]1
2
, α[ with α being the exponent of singularity, ph

s and ϕh
s are respectively the

approximate dual and primal singular function, and qh
s := ph

s/r
2. The bilinear form ak and

the scalar product (· | ·) are taken from (7), ‖ · ‖0,1 denotes the norm associated with this
scalar product. The FSCM solution is then obtained from

uN
h =

k=N∑

k=−N

uk
h(r, z)eikθ , uk

h = ũk
h + ck

h ϕh
s .

We would like to point out that the FSCM algorithm for the Poisson problem in axisym-
metric domains with reentrant edges requires the computation of three pairs of dual/primal
singular functions (in constrast to the prismatic case where only one pair is needed), namely
p0,e;h

s and ϕ0,e;h
s , p1;h

s and ϕ1;h
s as well as p2;h

s and ϕ2;h
s [8, §5].

The exact dual singular functions are (with the notation from (8) and a := rE):

p0,e
s = p̂ 0,e + p0,e

p with p̂ 0,e ∈ H1
1 (ω), p0,e

p = ρ−α sin(αφ)
[
1 − ρ

2a
cos(φ + φ0)

]
,

p1
s = p̂ 1 + p1

p with p̂ 1 ∈ V 1
1 (ω), p1

p = ρ−α sin(αφ)
r

a

[
1 − 3ρ

2a
cos(φ + φ0)

]
, (9)

p2
s = p̂ 2 + p2

p with p̂ 2 ∈ V 1
1 (ω), p2

p = ρ−α sin(αφ)
(r

a

)2 [
1 − 5ρ

2a
cos(φ + φ0)

]
,

and the exact primal singular functions:

ϕ0,e
s = ϕ̃0,e + δ0,eϕ0,e

P with ϕ̃0,e ∈ V 1
1 (ω), ϕ0,e

P = ρα sin(αφ),

ϕ1
s = ϕ̃1 + δ1ϕ1

P with ϕ̃1 ∈ V 2
1 (ω), ϕ1

P = ρα sin(αφ)
r

a
, (10)

ϕ2
s = ϕ̃2 + δ2ϕ2

P with ϕ̃2 ∈ V 2
1 (ω), ϕ2

P = ρα sin(αφ)
(r

a

)2

.

The spaces Hm
1 (ω) consist of all functions w ∈ L2

α(ω) such that their partial derivatives of
order ≤ m belong to L2

α(ω), where L2
α(ω) is defined as the set of measurable functions w

with ‖w‖L2
α(ω) =

(∫
ω

w2(r, z)rαdrdz
) 1

2
< ∞. The spaces V m

1 (ω) are characterized as fol-

lows: V m
1 (ω) =

{
w ∈ Hm

1 (ω); ∂l
rw|∂ω\γb

= 0, 0 ≤ l < m − 1, and ∂m−1
r w ∈ L2

−1(ω)
}
. The

coefficients δ0,e and δk (k = 1, 2) in (10) are defined by: δ0,e = 1
aπ

‖p0,e
s ‖2

0,1, δk = 1
aπ

‖pk
s‖2

0,1

(k = 1, 2), where ‖ · ‖0,1 means the norm associated with the scalar product (· | ·) from (7).
The presence of various dual/primal singular functions is basically due to different regu-
larities of the Fourier modes u0, u±1, and uk with |k| ≥ 2.

To measure the convergence rate approximately, we adopt the following asymptotic
relation of the error function

‖u − uN
h ‖H1(Ω) ≈ C1h

β + C2N
−γ (11)

where u and uN
h are respectively the exact solution of (1) and the FSCM (or FFEM)

solution, while β and γ are respectively the convergence rates with respect to h and N . By
using the package FEMGP, we can obtain the norms of the error (u− uN

h ) with respect to

12



h and N separately. Therefore the values of β (or γ) can be computed by using the errors
on two consecutive levels of h (or N), see [19, §6.2.1] or [13, §7] for more details.

As our first example we consider the solution of (1) in an axisymmetric domain whose
meridian domain is L-shaped: ω := ]0, 1[×]0, 1[\]0.5, 1[×]0.5, 1[. Consequently, the singular
corner of the meridian domain is the point E = (rE, zE) = (0.5, 0.5), the angle φ0 in (8)
is π

2
, and the exponent of singularity is α = 2

3
. We suppose that the exact solution of the

Poisson problem is given by

u(r, θ, z) = ũ(ρ, φ)Θ(θ) with

ũ(ρ, φ) =

{
(−2

7
3 ρ3 + 7 · 2 4

3 ρ2 − 14 ρ
5
3 + ρ

2
3 ) sin(2

3
φ) for ρ ≤ 0.5

0 for ρ > 0.5
(12)

Θ(θ) =

{
θ2 − πθ for 0 < θ ≤ π
θ2 − 3πθ + 2π2 for π < θ ≤ 2π ,

and u(r, θ, z) can be represented as an infinite Fourier series:

u(r, θ, z) =
8

π

∞∑

k=0

ũ2k+1(ρ, φ) sin((2k + 1)θ) with ũ2k+1(ρ, φ) =
ũ(ρ, φ)

(2k + 1)3
. (13)

Considering the convenience in practical computations, we use the sin-cos-representation
of the Fourier series instead of the complex form with eikθ.

We have tested the FFEM and the FSCM on quasi-uniform meshes as well as the FFEM
on locally graded meshes. In order to achieve the optimal rate of convergence for FFEM
on a graded mesh, a grading parameter µ with µ < α should be chosen. For α ≤ µ < 1 we
would obtain a better convergence rate than in the case of quasi-uniform meshes but not
the optimal rate [1]. For all experiments described in this subsection we use local grading
with the parameters µ2 = 1.02α = 0.68 and µ3 = 0.8α ≈ 0.533; µ1 = 1 corresponds to the
quasi-uniform mesh. Figures 8.1 and 8.2 show the locally graded meshes with µ = µ3 for
the mesh parameters h = 0.125 and h = 0.0625.

In our implementations, it seems important to mention how we calculate the most
singular part of ϕk

s , the integration of the functions p0,e;h
s and pk;h

s (k = 1, 2) (cf. [8, §§5.2
and 5.4]). These functions have weak regularities in the neighbourhood of the reentrant
corner because of the presence of the factor ρ−α in p0,e

p and pk
p (k = 1, 2). But these

functions are explicitly known (see (9)), and therefore the computation of the integral can
be split into two parts: one over the subdomain ω1 := {(r, z) ∈ ω : ρ ≤ 0.25} and the other
over the remaining part ω2 := ω \ ω1. Then the integral

∫∫
ω1
|pk

p|2rdrdz can be computed
analytically, and the remaining terms in the integral over ω1 as well as the integral over ω2

are computed numerically.
First we observe the convergence behaviour in terms of the discretization parameter h.

Table 5 and Figure 7 show the numerical results, where eµi
, i = 1, 2, 3, (resp. eFSCM)

denotes the H1-norm of the error with respect to h for the FFEM on meshes with the
grading parameter µi (resp. for the FSCM), and βµi

(resp. βFSCM) is the corresponding
convergence rate. For these experiments, the discretization parameter N has been chosen

as N = h−1. The value of kmax in the table is determined by kmax :=
[
C⋆h

− 1
2−α0

]
, and we

set ck
h = 0 for k > kmax. We choose C⋆ = 1 and α0 = 0.51 in the experiments, and one

13



may see Remark 3.1 at the end of this subsection for some comments on the choice of these
parameters.

h eµ1 βµ1 eµ2 βµ2 eµ3 βµ3 eFSCM βFSCM kmax

0.125 2.361e-1 – 2.072e-1 – 1.695e-1 – 1.701e-1 – 4

0.0625 1.485e-1 0.669 1.175e-1 0.818 7.957e-2 1.091 9.094e-2 0.903 6

0.0312 9.004e-2 0.722 6.463e-2 0.863 3.946e-2 1.012 4.696e-2 0.953 10

0.0156 5.401e-2 0.737 3.484e-2 0.891 1.994e-2 0.985 2.381e-2 0.980 16

0.0078 3.214e-2 0.749 1.849e-2 0.914 1.017e-2 0.971 1.197e-2 0.992 25

Table 5: H1-norms of errors: eµ1 , eµ2 , eµ3 , eFSCM; and convergence rates βµ1 , βµ2 , βµ3 , βFSCM with

respect to h for the FFEM on both quasi-uniform meshes (µ1 = 1) and locally graded meshes

(µ2 = 0.68, µ3 ≈ 0.533) and for the FSCM.

The convergence rates shown in Table 5 confirm the theoretically expected rates which
are equal to 2

3
for quasi-uniform meshes and 1 for meshes with appropriate grading (µ < α)

and for the FSCM, see e.g. [8, 13, 16]. Comparing the errors eµ3 and eFSCM, one can see that
the FFEM with the mesh grading parameter µ3 = 0.8α ≈ 0.533 yields a slightly better
convergence than the FSCM for the considered example. Moreover, mesh grading with
µ2 = 1.02α = 0.68 leads to an improved convergence rate than on quasi-uniform meshes,
but not the optimal rate.
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Figure 7: Representation of approximation er-

rors for the example with the exact solution (12)
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Figure 8.1: Graded mesh for h = 0.125

and µ ≈ 0.533

Figure 8.2: Graded mesh for h = 0.0625

and µ ≈ 0.533

The convergence behaviour of the considered methods in terms of the discretization
parameter N is reported in Table 6. Same errors and convergence rates are obtained for all
investigated methods, so the data are given only once in the table and the indices of e and γ
are omitted. The fact that the convergences are independent of the employed methods can
be justified theoretically: the singularity caused by the non-convex edge of the domain does
not have any effect in direction of the rotational angle θ, and the parameters h and N are
decoupled in the error estimates so mesh grading or FSCM improves only the convergence
in h.

N e γ

8 1.3681e-3 –

16 4.5929e-4 1.5747

32 1.5985e-4 1.5227

64 5.5912e-5 1.5155

128 1.8620e-5 1.5863

Table 6: H1-error norms e with respect to N and convergence rates γ

The results in Table 6 show that the convergence rate in N is considerably better than
the theoretically expected rate γth = 1. This may be justified as follows: the Fourier modes
of the exact solution u behaves like k−3 (see formula (13)), therefore the regularity of u
with respect to θ is better than H2(]0, 2π[). But theoretically the H2-regularity already
guarantees the convergence rate γ = 1 with respect to N . So it would be interesting to
consider a problem whose exact solution has less regularity with respect to θ. Moreover,
in view of the weighting factor r−1 in the bilinear forms ak from (7), it would also be
important to study an example where the Fourier modes of the solution are not equal to
zero near the z-axis. This motivates our next example.
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As our second example, we take the same domain Ω as in the first example, but the
exact solution is represented by

u(r, θ, z) =
ū0

2
+

256∑

k=1

ūk

k 2.51
sin kθ (14)

with ūk = ũ(ρ, φ) + ûk(r, z) for k = 0, . . . , 256 , ũ(ρ, φ) from (12), and

û0(r, z) = (12r3 − 14r2 + 2) (z3 − 1.5z2 + 0.5z) ,

ûk(r, z) = (r3.1 − 1.5r2.1 + 0.5r1.1) (z3 − 1.5z2 + 0.5z) , k = 1, . . . , 256.

ûk(r, z) are added to ũ(ρ, φ) to ensure that the Fourier modes of u do not vanish in
the neighbourhood of the z-axis. However, functions ūk(ρ, φ) for k 6= 0 vanish right on
the z-axis. This is a general property of the Fourier modes of functions u ∈ H1(Ω) in
axisymmetric domains Ω, see e.g. [2, 16] for more details.

h eµ1 βµ1 eµ2 βµ2 eµ3 βµ3 eFSCM βFSCM

0.125 1.708e-1 – 1.533e-1 – 1.300e-1 – 1.178e-1 –

0.0625 1.059e-1 0.690 8.631e-2 0.829 6.257e-2 1.055 6.322e-2 0.898

0.0312 6.351e-2 0.738 4.705e-2 0.875 3.122e-2 1.003 3.250e-2 0.960

0.0156 3.777e-2 0.750 2.519e-2 0.902 1.577e-2 0.985 1.642e-2 0.985

0.0078 2.234e-2 0.758 1.326e-2 0.925 8.027e-3 0.974 8.232e-3 0.996

Table 7: H1-norms of errors: eµ1 , eµ2 , eµ3 , eFSCM; and convergence rates βµ1 , βµ2 , βµ3 , βFSCM

with respect to h for the FFEM on quasi-uniform meshes (µ1 = 1), on locally graded meshes

(µ2 = 0.68, µ3 ≈ 0.533) and for the FSCM

Table 7 shows the convergence results with respect to h, but the values of kmax are
not listed because they are the same as those in Table 5. We observe that the obtained
convergence rates are again very close to the ones predicted by theory. We remark that
the convergence rates βµ1 , βµ2 are slightly better than those in Table 5. This difference
can be explained as follows: the addition of the function ûk in (14) makes the regular part
of ūk more dominant, therefore the convergence rates with the quasi-uniform meshes and
the graded meshes with µ > α are improved.

Table 8 presents the approximation errors and convergence rates with respect to N .
These convergence rates agree with the theoretically predicted value γth = 1 for functions
having a regularity H2(]0, 2π[) (but not better) with respect to θ.

Remark 3.1 The choice of the parameter C⋆ may have some influence on the approxima-
tion errors and the convergence rates. In order to find a suitable value for this parameter,
we have tried to fix α0 = 0.51 and compare the convergence rates obtained for C⋆ = 1
(see Table 5) with those for C⋆ = 0.125. In the case C⋆ = 0.125, we have kmax = 0 for
h = 0.125 and h = 0.0625, so we obtain exactly the same approximate solution as in the
case of the FFEM. Consequently, the convergence rate at this level is not better than that
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N e γ

8 2.4070e-3 –

16 1.1731e-3 1.0370

32 5.8013e-4 1.0158

64 2.8242e-4 1.0386

128 1.2595e-4 1.1650

Table 8: H1-norms of approximation errors with respect to N and convergence rates γ

of the FFEM. But for the smaller discretization parameters h, the convergence rates are as
good as the rates presented in this subsection, although the values of kmax are smaller than
those in Table 5. On the other hand, since the convergence rates obtained with C⋆ = 1
are convincing, there is no use to increase the value of C⋆. Larger values of C⋆ would
cause increased values of k

max
and, consequently, an increased number of 2D problems to

be solved [8, §5.3]. For fixed C⋆ = 1, the value of kmax becomes larger with increasing α0.
But we have observed that their effects on the convergence rate is insignificant in all the
experiments reported in this subsection. Therefore we have chosen α0 = 0.51, in contrast
to α0 = 2/3 selected in Section 2.

3.2 Numerical results for domains with sharp conical vertices

Sharp conical vertices are another type of geometric singularities occurring in an axisym-
metric domain, and are defined by the condition that π

β
> π

β∗

≃ 130◦48′ (cf. [8, §2.1]). Here
π
β

is the size of an interior angle of ω which belongs to a corner lying on the z-axis. The

FSCM is an algorithm that is proposed in [8] to deal with such singularities. In compari-
son with the reentrant edge case of Subsection 3.1, only one Fourier mode, namely u0, has
a singularity. Consequently, we need an approximation for only one pair of dual/primal
singularities p0,c

s , ϕ0,c
s and one singularity coefficient. The exact dual and primal singular

function read as follows:

p0,c
s = p̃0,c + p0,c

P with p̃0,c ∈ H1
1 (ω) and p0,c

P = ρ−ν0−1Pν0(cos φ),
(15)

ϕ0,c
s = ϕ̃0,c + δ0,cϕ0,c

P with ϕ̃0,c ∈ H2
1 (ω) and ϕ0,c

P = ρν0Pν0(cos φ),

where Pν0 denotes the Legendre function with index ν0 := min {ν > 0 : Pν(cos π
β
) = 0} [8,

§2.1]. The spaces Hm
1 (ω) were introduced in Subsection 3.1, and the coefficient δ0,c in (15)

is given by

δ0,c = ‖p0,c
s ‖2

0,1

[
(1 + 2ν0)

π/β∫

0

Pν0(cos φ)2 sin φ dφ
]−1

,

with the norm ‖ · ‖0,1 associated with the scalar product (· | ·) from (7).
Now, the FSCM algorithm given in Subsection 3.1 needs to be carried out only for

k = 0, where the parameters C⋆, α0 and the number kmax do not occur.
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We now consider an axisymmetric domain whose meridian domain is a pentagon with
the vertices (0,−1), (1,−1), (1, 1), (0.41421, 1), and (0, 0), see Figure 9. The corresponding
axisymmetric domain has a sharp vertex with the opening angle π

β
= 157.5◦. Assume that

the Poisson problem (1) has the exact solution of the form

u(r, θ, z) =
u0(r, z)

2
+ u1(r, z) sin θ (16)

where the Fourier modes u0 and u1 are given by

u0(r, z) = ũ0(ρ, φ) =
(
−ρ3 +

3 − ν0

ν0 − 1
ρ2 +

ν0 − 3

ν0 − 1
ρ1+ν0 + ρν0

)
P 0

ν0
(cos φ) for ρ ≤ 1

u0(r, z) = ũ0(ρ, φ) = 0 for ρ > 1

u1(r, z) = ũ1(ρ, φ) = (−ρ5 + 3 ρ4 − 3 ρ3 + ρ2) P 1
ν1

(cos φ) for ρ ≤ 1

u1(r, z) = ũ1(ρ, φ) = 0 for ρ > 1

with P 0
ν0

(cos φ) (resp. P 1
ν1

(cos φ)) above being the Legendre function with indices ν0 ≈
0.29225 and 0 (resp. ν1 ≈ 1.06783 and 1). It is natural for us to consider only the con-
vergence with respect to the discretization parameter h with this example. Noting that
u0 ∈ Hν0+ 3

2
−ε(ω) for ε > 0, we choose the parameters µ2 = 1.02(ν0 + 1

2
) ≈ 0.808 and

µ3 = 0.8(ν0 + 1
2
) ≈ 0.634 for the local mesh grading near the singular point (0, 0); µ1 = 1

corresponds to the quasi-uniform mesh. Figure 9 shows the graded mesh with h = 0.125
and µ = µ3.

h eµ1 βµ1 eµ2 βµ2 eµ3 βµ3 eFSCM βFSCM

0.25 3.982e-1 – 3.721e-1 – 3.350e-1 – 2.422e-1 –

0.125 2.608e-1 0.610 2.253e-1 0.724 1.654e-1 1.018 1.345e-1 0.849

0.0625 1.597e-1 0.708 1.276e-1 0.821 8.358e-2 0.984 7.079e-2 0.926

0.0312 9.521e-2 0.746 7.020e-2 0.862 4.243e-2 0.978 3.625e-2 0.966

0.0156 5.612e-2 0.763 3.806e-2 0.883 2.152e-2 0.979 1.832e-2 0.984

0.0078 3.279e-2 0.775 2.039e-2 0.900 1.089e-2 0.984 9.206e-3 0.993

Table 9: H1-norms of approximation errors: eµ1 , eµ2 , eµ3 and eFSCM; and convergence rates βµ1 ,

βµ2 , βµ3 , βFSCM of the FFEM on both quasi-uniform meshes (µ1 = 1) and locally graded meshes

(µ2 ≈ 0.808, µ3 ≈ 0.634) and of the FSCM.

The approximation errors and convergence rates are shown in Table 9 and Figure 10,
where the notations are the same as in the previous subsection. We notice that βµ1 < βth for
any discretization parameter h, where βth is the theoretically predicted rate of convergence,
and we know βth = ν0 + 1

2
≈ 0.792 for the quasi-uniform meshes. This behaviour differs

from the one for the reentrant edge case where βµ1 > βth for all h, see Tables 5 and 7. The
convergence rates βµ3 and βFSCM given in Table 9 are very close to βth = 1, namely the rate
predicted by theory, but the FSCM yields better approximation errors. As in the reentrant
edge case, the mesh grading parameter µ2 = 1.02α ≈ 0.808 improves the convergence rate
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compared with quasi-uniform meshes, but the optimal rate is not achieved.
It should be mentioned that for the FSCM algorithm, the errors occurring due to the
approximate evaluation of the Legendre function are negligible compared with the finite
element discretization error [8, Remark 5.1].

Figure 9: Graded mesh for h = 0.125

with µ ≈ 0.634
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Figure 10: Representation of approximation er-

rors for the example with the exact solution (16)

4 Study of the complexity of the algorithms

In this section, we shall analyse the computational complexities of the numerical algorithms
which were tested in Sections 2 and 3. We start with the two methods FFEM and the
FSCM, both of which involve finite element computations only in 2D. For the purpose, we
introduce the following notations:

K - number of Fourier modes used in an approximate solution;

kmax - parameter used in the FSCM, given by kmax = [h− 1
2−α ], cf. Sections 2.2 and 3.1;

N2 - total number of nodes of the 2D finite element mesh;
ε - tolerance to stop the CG iteration in solving a linear system of equations;
k0 - characterizes the number of iterations for solving a linear system of equations.

For each h there exists a number kCG(h) such that the number of iterations
to reach the tolerance ε in solving a linear system of equations by the pre-

conditioned CG method is O(N
3
2
2 ln ε−1) for k ≤ kCG(h) and O(N2 ln ε−1) for

k > kCG(h), with k being the Fourier index; we set k0 = kCG(h) in the FFEM
complexity, and k0 = min(kCG(h), kmax) in the FSCM complexity.

m - number of subintervals used for the algorithm of the Fast Fourier Transform;
q1 - number of quadrature points used for 1D integration;
q2 - number of quadrature points used for 2D integration.

First consider the FFEM. We know that for each k, the coefficient matrix Akh involved
in the resulting finite element system is of the form: Akh = Ah + k2

Dh (cf. also [19,
§6.1.1]), so the “ stiffness ” matrix Ah and the “ mass ” matrix Dh need to be generated
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only once. Moreover, it should be pointed out that for larger k, the part k2
Dh dominates

in the coefficient matrix Akh. Consequently, the condition number of Akh becomes more
well-conditioned, thus the number of CG iterations for solving the linear system reduces.

Step of the algorithm Number of operations

Generating the element stiffness matrices
and the element mass matrices O(q2N2)

Assembling the matrices Ah and Dh O(N2)

Computing the Fourier modes fk of the
right-hand side f in each quadrature point O(q2N2m log2 m)

Assembling the element right-hand sides
for k = 1, . . . , K O(q2N2K)

Solving K systems of linear equations O(k0N
3
2
2 ln ε−1)+

using the preconditioned CG method O((K − k0)N2 ln ε−1)

Fourier synthesis of the solutions
of the 2D problems O(N2m log2 m)

Table 10: Number of arithmetic operations needed for the FFEM in case of prismatic and

axisymmetric domains

In Table 10, the number of operations is given for FFEM in both axisymmetric and pris-
matic domains, although it has been implemented only in axisymmetric domains (cf. Sec-
tion 3). We know that the FFEM algorithm for prismatic domains is analogous to that for
axisymmetric domains, and the FSCM algorithm contains all steps of the FFEM.

We see from Table 10 that the total number of operations for the FFEM may be
estimated by

O(q2N2K + q2N2m log2 m + k0N
3
2
2 ln ε−1 + (K − k0)N2 ln ε−1). (17)

When the FSCM is applied, we additionally have to take into account the number
of operations which are needed to compute the dual and primal singular functions, the
coefficients ck

h and the regular parts ũk
h for each k = 0, . . . , kmax. Let us mention that

the computation of the dual and primal singular functions does not require any Fourier
transform since the right-hand sides as well as the boundary functions of the correspond-
ing 2D BVPs are explicitly known. For prismatic domains the dual and primal singular
functions are the same for all k, therefore two systems of linear equations are to be gen-
erated and solved, and same for axisymmetric domains with a conical vertex. But for an
axisymmetric domain with a reentrant edge, we have different dual (resp. primal) singular
functions for k = 0, |k| = 1, and |k| ≥ 2 (see (9), (10)), hence 6 systems of linear equations
occur.

For computing the regular parts ũk
h, the matrices Ah, Dh, and the right-hand sides do

not need to be generated again and can be taken from the algorithm of the FFEM. We
have to compute only the bilinear form ak(ϕ

h
s , v) for the prismatic case (cf. Subsection 2.2)
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and for the axisymmetric case (with ϕ0,e;h
s , ϕ1;h

s , and ϕ2;h
s for a reentrant edge and ϕ0,c;h

s

for a sharp vertex, cf. Subsections 3.1, 3.2). This leads to the complexity estimates in the
following table.

Step of the algorithm Number of operations

Generating the linear systems of equations
for the dual and primal singular functions O(q2N2)

Solving the systems of linear equations
using the preconditioned CG method O(N

3
2
2 ln ε−1)

Computing the coefficients ck
h for all k = 1, . . . , kmax O(q2N2kmax)

Computing the bilinear form ak(ϕ
h
s , v)

for all k = 1, . . . , kmax O(q2N2kmax)

Solving kmax systems of linear equations O(k0N
3
2
2 ln ε−1)+

using the preconditioned CG method (if kmax > k0) O((kmax − k0)N2 ln ε−1)

Solving the 2D problems:
uk

h = ũk
h + ck

hϕ
h
s , k = 1, . . . , kmax O(kmaxN2)

Table 11: Number of arithmetic operations additionally needed for the FSCM in prismatic and

axisymmetric domains

We see from Table 11 that the number of additional operations for the FSCM can be
bounded by

O(q2N2kmax + k0N
3
2
2 ln ε−1 + (kmax − k0)N2 ln ε−1). (18)

In order to estimate the number of operations for those algorithms involving finite
element computations in 3D for prismatic domains, i.e. the FEM with prismatic elements
and the combined method discussed in Section 2.3, we add the following notations :

N1 - number of nodes along the edge direction;
N3 - total number of nodes of the 3D finite-element mesh;
q3 - number of quadrature points used for 3D integration.

Noting that for the finite element meshes used in Section 2.1, we have the relations:
q2q1 = q3, N2N1 = N3, and the regularity of the meshes implies N1 ≈ h−1 ≈ √

N2.

Moreover, for the parameter kmax used in the FSCM algorithm, we have kmax ≈ h− 1
2−α ≈

N
1

2(2−α)

2 .
When prismatic finite elements are used to solve the 3D problem, one needs to consider

only the assembling of the stiffness matrix and the right-hand side, and the cost arising
from the CG algorithm. These are reported in Table 12, from which we know the total
number of operations for the prismatic finite element method can be estimated by

O(q2N2q1N1 + (N1N2)
4
3 ln ε−1). (19)

21



Step of the algorithm Number of operations

Generating the element stiffness matrix O(q2N2q1N1)

Assembling the stiffness matrix O(N2N1)

Assembling the right-hand side O(N1q1N2q2)

Solving a linear system using the CG method O((N1N2)
4
3 ln ε−1)

Table 12: Number of arithmetic operations needed for the 3D FEM in prismatic domains.

The discretization of the singular part involved in the FSCM requires to compute the
Fourier modes fk of the data f and uk of the solution u approximately. The number
of Fourier modes used to get the approximation of the singular part of u by the FSCM
algorithm is h-dependent as outlined in Section 2.3, and only kmax modes are needed to
obtain the approximation of the singular part.

The number of operations required for this method is summarized in Table 13, where
Ah and Dh are respectively the stiffness and the mass matrix of the 2D Fourier modes
problems. The numbers of operations for 3D computations are the same as in Table 12.

Step of the algorithm Number of operations

Generating the 2D stiffness matrices
related to the dual and primal singular functions O(q2N2)

Solving the systems of linear equations
using the preconditioned CG method O(N

3
2
2 ln ε−1)

Assembling the matrices Ah and Dh O(N2)

Computing the Fourier modes fk of the
right-hand side f in each quadrature point O(q2N2m log2 m)

Assembling the right-hand sides
for k = 1, . . . , kmax O(q2N2kmax)

Solving kmax linear systems of equations O(k0N
3
2
2 ln ε−1)+

using the preconditioned CG method (if kmax > k0) O((kmax − k0)N2 ln ε−1)

Computing the coefficients ck
h for all k = 1, . . . , kmax O(q2N2kmax)

Fourier synthesis of the ck
hϕ

h
s for k = 1, . . . , kmax O(N2m log2 m)

Table 13: Number of arithmetic operations needed for the FSCM discretization of the singular

part of the solution in prismatic domains.

In summary, the combined method of prismatic finite elements with FSCM leads to a
total number of operations of the following order :

O((N1N2)
4
3 ln ε−1 + N1q1N2q2 + k0N

3
2
2 ln ε−1 + (kmax − k0)N2 ln ε−1

+ q2N2kmax + q2N2m log2 m),
(20)
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which shows that the most expensive part of the combined method lies in the 3D solution of
the linear system with a complexity O(N2

2 ln ε−1) and the FFT algorithm with a complexity

O(N
3
2
2 q2 ln(N2)).

Remark 4.1 It should be mentioned that the number m of the subintervals for the FFT
implementation depends on the number K of Fourier modes used, and we should have
m ≥ 2(K +1). As far as the FSCM is concerned, the number K of Fourier modes used was
chosen to ensure K ≥ h−1 for both prismatic and axisymmetric domains, see Sections 2.2
and 3.1. In contrast, the combined 3D FEM with FSCM requires only to compute k

max
≈

h− 1
2−α Fourier modes (α = 2/3) for prismatic domains, see Table 13. Consequently, the

parameter m for this method can be chosen to be smaller than that of the FSCM.

To compare the complexities, assume that k0 = kmax for the FSCM (worst complexity).
In one hand, if one recalls that K ≥ kmax, the complexities of the FSCM (18) and of the
FFEM (17) are equivalent. On the other hand, when expressed in terms of the numbers of
2D degrees of freedom, the complexity of the FSCM is O(N2−η

2 ln ε−1), with η = 1−α
2(2−α)

> 0
that is slightly better than that of the 3D methods.

5 Conclusion

The numerical tests demonstrate that the FSCM always leads to optimal H1-convergence
in both the prismatic and the axisymmetric domains. It is especially interesting to observe
that FSCM yields optimal convergence rates even when the right hand sides do not satisfy
the additional boundary condition on ∂ω×{0, 1} in the prismatic case or have less regularity
with respect to z such as f ∈ H1−s

0 (]0, 1[; L2(ω)). In the case of axisymmetric domains with
a reentrant edge, the convergence in terms of the discretization parameter N outperforms
the expected theoretical rate if u is more regular than H2(]0, 2π[) with respect to θ, or
equivalently f is more regular than L2(]0, 2π[) with respect to θ (see Section 3.1). Moreover,
the numerical experiments confirm that the convergence rates in terms of N are almost
identical for all investigated methods. Concerning the complexities (see Section 4), the
number of operations needed for the FSCM or the FFEM is slightly better than that of
the 3D methods. It should be pointed out that, even if a large number N of Fourier modes
are used, the number kmax of additional problems to be solved for the FSCM is not very
large in comparison with N (cf. Tables 2 and 5).
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