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On the number of prime factors of summands of partitions

Cécile Dartyge, András Sárközy and Mihály Szalay

Abstract. We present various results on the number of prime factors of the parts of a partition of an integer. We study the parity of this number, the extremal orders and we prove a Hardy-Ramanujan type theorem. These results show that for almost all partitions of an integer the sequence of the parts satisfies similar arithmetic properties as the sequence of natural numbers.

1. Introduction

The aim of this paper is to study the number of prime factors of parts of partitions of $n$. For $n \in \mathbb{N}$ denote the set of all partitions of $n$ by $\mathcal{P}(n)$ and the cardinality of $\mathcal{P}(n)$ by $p(n)$.

For a partition $\gamma = (\gamma_1, \ldots, \gamma_s)$ of $n = \gamma_1 + \cdots + \gamma_s$ with $\gamma_1 \geq \cdots \geq \gamma_s \geq 1$, $s(\gamma) := s$ denotes the number of the parts of $\gamma$. We will also use the standard notations $\omega(n)$ for the number of distinct prime factors of $n$ and $\Omega(n)$ for the number of prime factors of $n$ counted with multiplicity.

The first result is a Hardy-Ramanujan type theorem.

**Theorem 1.1.** Let $\Phi$ be a non-decreasing function with $\lim_{N \to \infty} \Phi(N) = +\infty$. For $n \to \infty$, for all but $o(p(n))$ partitions of $n$ the number of parts $\gamma_j$ with

\[
|\omega(\gamma_j) - \log \log n| > \Phi(n) \sqrt{\log \log n}
\]

is $o(\sqrt{n \log n})$.

The main tool of the proof of this theorem is a mean value theorem from [1] related to arithmetic progressions. We will also study the maximum of the $\Omega$ and $\omega$ functions over the parts of a partition.

**Proposition 1.2.** Let $\varepsilon > 0$. Then for $n \to \infty$, for almost all partitions $\gamma \in \mathcal{P}(n)$ we have

\[
(1 - \varepsilon) \frac{\log n}{2 \log 2} \leq \max_{1 \leq j \leq s(\gamma)} \Omega(\gamma_j) \leq (1 + \varepsilon) \frac{\log n}{2 \log 2}
\]

and

\[
(1 - \varepsilon) \frac{\log n}{2 \log \log n} \leq \max_{1 \leq j \leq s(\gamma)} \omega(\gamma_j) \leq (1 + \varepsilon) \frac{\log n}{2 \log \log n}.
\]

Finally, we will show that in almost all partitions $\gamma$ of $n$, about half of the parts have even and half of them odd number of prime factors, i.e. the Liouville function $\lambda(N) = (-1)^{\Omega(N)}$ assumes the values $+1$ and $-1$ with about the same frequency over the parts $\gamma_1, \ldots, \gamma_s$.

Let $s_0 = s_0(\gamma)$ and $s_1 = s_1(\gamma)$ denote the number of parts with even, resp. odd number of prime factors in the partition $\gamma$.
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Theorem 1.3. If \( f(n) \to \infty \) and \( f(n) = o(\log n) \), then for almost all partitions \( \gamma \) of \( n \) we have

\[
\frac{s_0(\gamma)}{s_1(\gamma)} = 1 + O\left( \frac{f(n)}{\log n} \right).
\]

By (2-1) and Lemma 5.1 below, it is easy to see that (1-4) is sharp: for arbitrarily large constant \( c \), there exist \( \exp(-2\pi c/\sqrt{6}) + o(1)p(n) \) partitions of \( n \) containing 1 as summand \( 2[c/\sqrt{n}] \)-times at least. Omitting \( 2[c/\sqrt{n}] \) of the 1’s and increasing the number of 2’s with \( [c/\sqrt{n}] \) we obtain

\[
\frac{s_0(\gamma')}{s_1(\gamma')} = \frac{s_0(\gamma) - 2[c/\sqrt{n}]}{s_1(\gamma) + [c/\sqrt{n}]} < \frac{s_0(\gamma)}{s_1(\gamma)} - \frac{c}{\log n}.
\]

In the next paragraph we will recall some results about \( s(\gamma) \), and the three other paragraphs are devoted to the proofs of Theorem 1.1, Proposition 1.2 and Theorem 1.3 respectively.

2. On the number of parts of partitions: results of Erdős, Lehner, Szalay and Turán

In 1941, Erdős and Lehner [2] proved that if \( f \) tends to \( +\infty \) arbitrarily slowly then the inequality

\[
|s(\gamma) - \frac{\sqrt{6n}}{2\pi} \log n| \leq \sqrt{n}f(n)
\]

holds for almost all partitions of \( n \). Szalay and Turán showed a strong form of this theorem.

Theorem 2.1(Szalay and Turán, [3], Theorem IV, p.388). If \( f(n) \) tends arbitrarily slowly to \( +\infty \) and satisfies \( f(n) = o(\log n) \) then the number of partitions with

\[
|s(\gamma) - \frac{\sqrt{6n}}{2\pi} \log n| > c_1\sqrt{n}f(n)
\]

is at most \( c_2p(n)\exp(-f(n)) \).

In the proof of Theorem 1.1 we will also need the following result of Szalay and Turán:

Lemma 2.2(Szalay and Turán, [4], Lemma 4, p.137). The inequality \( s(\gamma) \leq \frac{3\sqrt{6}}{2\pi}\sqrt{n}\log n \) holds with the exception of at most \( O(p(n)n^{-2}) \) partitions \( \gamma \).
3. Proof of Theorem 1.1

3.1. A mean square value argument

We define

\[ \omega^*(\gamma_j) := \sum_{\substack{p | \gamma_j \, \text{ and } \, p < n^{1/10}}} 1. \]

We have

\[ 0 \leq \omega(\gamma_j) - \omega^*(\gamma_j) \leq 10. \]

To prove Theorem 1.1 it is sufficient to show that

\[
D = D(n) := \sum_{\gamma \in \mathcal{P}(n)} \sum_{j=1}^{s(\gamma)} (\omega^*(\gamma_j) - \log \log n)^2
\ll p(n) \sqrt{n \log n \log \log n}.
\]

Indeed, if the Theorem 1.1 is not true then there exist \( A_p(n) \) (with \( A > 0 \)) partitions \( \gamma \) of \( n \) such that for at least \( B \sqrt{n \log n} \) (\( B > 0 \)) parts we have

\[ |\omega(\gamma_j) - \log \log n| > \Phi(n) \sqrt{\log \log n}. \]

This implies that for \( n > n_0(\Phi) \) the inequality

\[ |\omega^*(\gamma_j) - \log \log n| \geq |\omega(\gamma_j) - \log \log n| - 10 \]

\[ > \frac{\Phi(n)}{2} \sqrt{\log \log n} \]

holds for at least \( B \sqrt{n \log n} \) parts of these partitions \( \gamma \). This gives for \( D \) :

\[ D > \frac{AB}{4} p(n) \sqrt{n \log n \Phi^2(n) \log \log n}. \]

This contradicts (3.1).

It remains to prove (3.1). The square in (3.1) is

\[(\omega^*(\gamma_j) - \log \log n)^2 = \left( \sum_{\substack{p | \gamma_j \, \text{ and } \, p < n^{1/10}}} 1 \right) \left( \sum_{\substack{q | \gamma_j \, \text{ and } \, q < n^{1/10}}} 1 \right) - 2 \log \log n \left( \sum_{\substack{p | \gamma_j \, \text{ and } \, p < n^{1/10}}} 1 \right) + (\log \log n)^2 \]

\[ = \sum_{\substack{pq | \gamma_j \, \text{ and } \, p < n^{1/10}, q < n^{1/10} \, \text{ and } \, p \neq q}} 1 - (2 \log \log n - 1) \sum_{\substack{p | \gamma_j \, \text{ and } \, p < n^{1/10}}} 1 + (\log \log n)^2. \]

For a partition \( \gamma \), some integers \( d, r \) with \( d \geq 1 \), \( 1 \leq r \leq d \), and a real number \( \Gamma \geq 1 \) we define :

\[ S(n, \gamma, \Gamma; d, r) := \sum_{\gamma_j \equiv r \, (\text{mod } d) \, \text{ and } \, \gamma_j \geq \Gamma} 1. \]
By (3.2) and after changing the order of summations, we have

\[ D(n) = \sum_{p, q < n^{1/10}} \sum_{\gamma \in \mathcal{P}(n)} S(n, \gamma, pq; pq, pq) \]

\[ - (2 \log \log n - 1) \sum_{p < n^{1/10}} \sum_{\gamma \in \mathcal{P}(n)} S(n, \gamma, p; p, p) \]

\[ + (\log \log n)^2 \sum_{\gamma \in \mathcal{P}(n)} s(\gamma) \]

\[ = D_1 - D_2 + D_3 \]

by definition.

3.2. The term \( D_3 \).

Let \( L := \frac{\sqrt{6n \log n}}{2\pi} \) the normal order of \( s(\gamma) \). We cut the sum \( D_3 \) in three subsums. The first one contains the partitions \( \gamma \) such that \( s(\gamma) \) is near \( L \); this will be the main contribution of \( D_3 \). The second subsum is over the partitions \( \gamma \) such that \( s(\gamma) - L \) is not small but with \( s(\gamma) \) still \( \ll \sqrt{n \log n} \). We will give an upper bound for it with Theorem 2.1 applied with \( f(n) = (\log \log n)^2 \). The third subsum contains the remaining partitions i.e., the partitions with many parts. We will give an upper bound for it with Lemma 2.2.

\[ D_3 \ll (\log \log n)^2 \sum_{\gamma \in \mathcal{P}(n)} s(\gamma) \]

\[ + (\log \log n)^2 \sum_{\gamma \in \mathcal{P}(n)} \frac{5\sqrt{6n}}{2\pi} \log n \]

\[ + (\log \log n)^2 \sum_{\gamma \in \mathcal{P}(n)} \frac{\sqrt{6n}}{2\pi} \log n \]

\[ \leq (\log \log n)^2 p(n) \left( \frac{\sqrt{6n}}{2\pi} \log n + c_1 \sqrt{n}(\log \log n)^2 \right) \]

\[ + c_2 p(n) \exp(- (\log \log n)^2)(\log \log n)^2 \frac{5\sqrt{6n}}{2\pi} \log n + O\left( \frac{p(n)}{n} (\log \log n)^2 \right). \]

This finally gives

\[ (3.4) \quad D_3 \ll (\log \log n)^2 p(n) \frac{\sqrt{6n} \log n}{2\pi} + O(p(n) \sqrt{n}(\log \log n)^4). \]

3.3. Parts in arithmetic progressions : the terms \( D_1 \) and \( D_2 \).

The estimates of \( D_1 \) and \( D_2 \) rely on a result concerning the mean value of \( S(n, \gamma, \Gamma; d, r) \). We define

\[ M(n) := \frac{1}{p(n)} \sum_{\gamma \in \mathcal{P}(n)} S(n, \gamma, \Gamma; d, r). \]
Theorem 3.1([1], Lemma 1). For \( n \geq n_0, \ d \leq n \) and \( \Gamma \leq \frac{\sqrt{6n}}{n} \log n \) we have

\[
M(n) = (E(n) + F(n)) \left( 1 + O\left( \frac{(\log n)^2}{\sqrt{n}} \right) \right) + O(R(n)) + O(n^{-3})
\]

where the functions \( E, F \) and \( R \) are defined by

\[
E(n) := -\frac{\sqrt{6n}}{\pi d} \log \left( 1 - \exp\left( -\frac{\pi(r + (\Gamma' + 1)d)}{\sqrt{6n}} \right) \right),
\]

\[
F(n) := \left( \exp\left( \frac{\pi(r + \Gamma'd)}{\sqrt{6n}} \right) - 1 \right)^{-1},
\]

\[
R(n) := \left( \exp\left( \frac{\pi(r + (\Gamma' + 1)d)}{\sqrt{6n}} \right) - 1 \right)^{-1},
\]

where \( \Gamma' \) is the smallest integer \( \geq (\Gamma - r)/d \).

We apply this result to estimate \( D_2 \). We take \( \Gamma = r = d = p \). This gives \( \Gamma' = 0 \). We remark that for \( p < n^{1/10} \) we have the elementary facts

\[
1 - \exp\left( -\frac{2\pi p}{\sqrt{6n}} \right) = \frac{2\pi p}{\sqrt{6n}} \left( 1 + O(n^{-2/5}) \right),
\]

\[
-\log \left( 1 - \exp\left( -\frac{2\pi p}{\sqrt{6n}} \right) \right) = \log \left( \frac{\sqrt{6n}}{2\pi p} \right) + O(n^{-2/5}) = \frac{\log n}{2} - \log p + O(1)
\]

and

\[
\left( \exp\left( \frac{\pi p}{\sqrt{6n}} \right) - 1 \right)^{-1} = \frac{\sqrt{6n}}{\pi p} + O(1).
\]

This gives for \( D_2 \)

\[
D_2 = p(n)(2 \log \log n - 1) \sum_{p < n^{1/10}} \left\{ \frac{\sqrt{6n} \log n}{2\pi p} - \frac{\log p \sqrt{6n}}{\pi p} + O\left( \frac{\sqrt{n}}{p} \right) \right\}
\]

\[
= p(n)\left( 2(\log \log n)^2 \frac{\sqrt{6n}}{2\pi} \log n + O(\sqrt{n} \log n \log \log n) \right).
\]

The upper bound for \( D_1 \) is similar:

\[
D_1 = p(n) \sum_{p,q < n^{1/10}} \frac{\sqrt{6n}}{\pi pq} \left( \frac{\log n}{2} - \log(pq) + O(1) \right)
\]

\[
\leq p(n)\left( \frac{\sqrt{6n} \log n}{2\pi} \right) \left( \log \log n \right)^2 + O(\sqrt{n} \log n \log \log n).
\]

Finally we have

\[
D_1 - D_2 + D_3 \ll p(n) \sqrt{n} \log n \log \log n.
\]

This ends the proof of Theorem 1.1.
4. Proof of Proposition 1.2

It follows from Theorem 2.1 that for almost all partitions the greatest part is less than \( L(1 + o(1)) \) (where \( L \) was defined at the beginning of paragraph 3.2). Furthermore, it is well known (e. g., see [5], p. 85) that for \( k \to \infty \) we have \( \Omega(k) = (1 + o(1)) \log k/\log 2 \) and \( \omega(k) = (1 + o(1)) \log k/\log \log k \). The upper bounds in (1-2) and (1-3) follow from these facts. The lower bounds in these two inequalities are direct consequences of the following lemma:

**Lemma 4.1([1], Corollary 1 of Theorem 1).** Let \( 0 < \varepsilon < 1/2, 1 \leq d \leq n^{1/2-\varepsilon} \). For almost all partitions of \( n \) we have (for \( n \to \infty \))

\[
(4.1) \quad \sum_{1 \leq j \leq s(\gamma) \atop \gamma_j \equiv 0 \pmod{d}} 1 = (1 + o(1)) \frac{\sqrt{6n}}{\pi d} \log \left( \frac{\sqrt{n}}{d} \right).
\]

It follows from this lemma that for all \( d \leq n^{1/2-\varepsilon} \), for almost all partitions \( \gamma \) there exists at least one part \( \gamma_j \equiv 0 \pmod{d} \). We apply this with \( d = 2^k, k = \left[(1/2-\varepsilon) \log n/\log 2\right] \) to show the lower bound in (1-2). To prove the lower bound in (1-3) we take \( d \) as the largest integer less than \( n^{1/2-\varepsilon} \) of the form \( d = p_1 \cdots p_k \) where \( p_j \) is the \( j \)-th prime number. We have \( k > (1/2 - 2\varepsilon) \frac{\log n}{\log \log n} \). This ends the proof of Proposition 1.2.

5. Proof of Theorem 1.3

5.1. A probabilistic approach

Since by Theorem 2.1, the opposite of inequality (2-2) holds for almost all partitions \( \gamma \), and since

\[
s_0(\gamma) = \sum_{1 \leq i \leq s(\gamma) \atop \lambda(\gamma_i) = 1} 1 = \sum_{1 \leq i \leq s(\gamma)} \frac{\lambda(\gamma_i) + 1}{2} = \frac{1}{2} \sum_{1 \leq i \leq s(\gamma)} \lambda(\gamma_i) + \frac{s(\gamma)}{2},
\]

thus clearly it suffices to show that

\[
(5.1) \quad \sum_{1 \leq i \leq s(\gamma)} \lambda(\gamma_i) = O(f(n)\sqrt{n})
\]

for almost all \( \gamma \in \mathcal{P}(n) \). We will prove this by a probabilistic argument. Let \( \xi_n \) denote the random variable which assigns the value

\[
S(n, \gamma) = \sum_{1 \leq i \leq s(\gamma)} \lambda(\gamma_i)
\]
to the partition \( \gamma \in \mathcal{P}(n) \) selected with probability \( 1/p(n) \). Now we will estimate the mean value \( M(\xi_n) \), the second moment \( M(\xi_n^2) \) and the standard deviation \( D(\xi_n) \). The computation will be similar to the one in [1] (only the handling of the new “weights” \( \lambda(\gamma_i) \) needs special attention), thus we will leave some details to the reader, and we will refer to [1] frequently. We will need

**Lemma 5.1.** For \( n \geq 2 \) and \( 1 \leq t \leq n^{5/8} \) we have

\[
p(n - t) = p(n) = \left(1 + O(n^{-3/4})\right) \left(1 + \frac{t}{n} - \frac{\pi t^2}{4n \sqrt{6n}} - \frac{3\pi t^3}{8n^2 \sqrt{6n}} + \frac{\pi^2 t^4}{192n^3}\right) \exp \left(- \frac{\pi t}{\sqrt{6n}}\right).
\]

*Proof of Lemma 5.1:* this is Lemma 3 in [1].
5.2. Estimation of the mean value

We will prove an analogue of Lemma 4 in [1]. In what follows we will write

\[ z := \left[ \frac{\sqrt{6n}}{\pi} \log n \right] + 1. \]

Lemma 5.2. For \( n \to \infty \) we have

\[ M(\xi_n) = \sum_{a \leq z} \lambda(a) \sum_{1 \leq t \leq z/a} \left( 1 + \frac{at}{n} - \frac{\pi(at)^2}{4n\sqrt{6n}} \right) \exp\left(-\frac{\pi at}{\sqrt{6n}}\right) + O(n^{-1/4}(\log n)^2). \]

Proof. Denote the multiplicity of the part \( a \in \mathcal{P}(n) \) by \( m(a, \gamma) \). Then we have

\[ M(\xi_n) = \frac{1}{p(n)} \sum_{\gamma \in \mathcal{P}(n)} S(n, \gamma) \]

(5-3)

\[ = \frac{1}{p(n)} \sum_{\gamma \in \mathcal{P}(n)} \sum_{i=1}^{s(\gamma)} \lambda(\gamma_i) \]

\[ = \frac{1}{p(n)} \sum_{\gamma \in \mathcal{P}(n)} \sum_{a \leq n} m(a, \gamma) \lambda(a). \]

Next we observe that

\[ \sum_{\gamma \in \mathcal{P}(n)} \sum_{a \leq n} m(a, \gamma) \lambda(a) = \sum_{a \leq n} \lambda(a) \sum_{1 \leq t \leq n/a} p(n - at). \]

Inserting this in (5-3) we get

\[ M(\xi_n) = \sum_{a \leq z} \lambda(a) \sum_{1 \leq t \leq z/a} \frac{p(n - at)}{p(n)} \]

\[ = \sum_{a \leq z} \lambda(a) \sum_{1 \leq t \leq z/a} \frac{p(n - at)}{p(n)} + \sum_{a = 1}^{n} \lambda(a) \sum_{z/a < t \leq n/a} O(p(n - z)) \frac{O(p(n - z))}{p(n)}. \]

Whence, by Lemma 5.1, we obtain

\[ M(\xi_n) = \sum_{a \leq z} \lambda(a) \sum_{1 \leq t \leq z/a} \left( 1 + O(n^{-3/4}) \right) \]

\[ \times \left( 1 + \frac{at}{n} - \frac{\pi(at)^2}{4n\sqrt{6n}} - \frac{3\pi(at)^3}{8n^2\sqrt{6n}} + \frac{\pi^2(at)^4}{192n^3} \right) \exp\left(-\frac{\pi at}{\sqrt{6n}}\right) \]

\[ + \sum_{a = 1}^{n} \sum_{t \leq n} O(\exp(-6\log n)). \]

By standard computations it follows

\[ M(\xi_n) = \sum_{a \leq z} \lambda(a) \sum_{1 \leq t \leq z/a} \left( 1 + O(n^{-3/4}) \right) \left( 1 + \frac{at}{n} - \frac{\pi(at)^2}{4n\sqrt{6n}} + O\left(\frac{(\log n)^4}{n}\right) \right) \exp\left(-\frac{\pi at}{\sqrt{6n}}\right) \]

\[ + O(n^{-4}) \]

\[ = \sum_{a \leq z} \lambda(a) \sum_{1 \leq t \leq z/a} \left( 1 + O(n^{-3/4}) \right) \left( 1 + \frac{at}{n} - \frac{\pi(at)^2}{4n\sqrt{6n}} \right) \exp\left(-\frac{\pi at}{\sqrt{6n}}\right) + O(n^{-4}) \]

\[ = \sum_{a \leq z} \lambda(a) \sum_{1 \leq t \leq z/a} \left( 1 + \frac{at}{n} - \frac{\pi(at)^2}{4n\sqrt{6n}} \right) \exp\left(-\frac{\pi at}{\sqrt{6n}}\right) \]

\[ + O\left( \sum_{a \leq z} \sum_{t \leq z/a} n^{-3/4} \right) + O(n^{-4}). \]
Here the error term is
\[ O(n^{-3/4} \sum_{a \leq z} \frac{z}{a}) + O(n^{-4}) = O(n^{-3/4} z \log z) + O(n^{-4}) \]
\[ = O(n^{-1/4}(\log n)^2) \]
which completes the proof of the lemma.

**Lemma 5.3.** For \( n \to \infty \) we have
\[ (5-5) \quad M(\xi_n) = O(\sqrt{n}). \]

**Proof.** By Lemma 5.2 we have
\[ (5-6) \quad M(\xi_n) = \sum_{a \leq z} \lambda(a) \sum_{1 \leq \ell \leq z/a} (1 + \frac{at}{n} - \frac{\pi(at)^2}{4n\sqrt{6n}}) \exp\left(-\frac{\pi at}{\sqrt{6n}}\right) + O(n^{-1/4}(\log n)^2) \]
\[ = \sum_{a \leq z} \lambda(a) \sum_{1 \leq \ell \leq z/a} \left( \exp\left(-\frac{\pi at}{\sqrt{6n}}\right) + O\left(\frac{(\log n)^2}{\sqrt{n}}\right) \right) + O(n^{-1/4}(\log n)^2) \]
\[ = \sum_{a \leq z} \lambda(a) \sum_{1 \leq \ell \leq z/a} \exp\left(-\frac{\pi at}{\sqrt{6n}}\right) + O\left(\frac{(\log n)^2}{\sqrt{n}} \sum_{a \leq z} \sum_{1 \leq \ell \leq z/a} 1 \right) + O(n^{-1/4}(\log n)^2) \]
\[ = \sum_{a \leq z} \lambda(a) \frac{1 - \exp\left(-\frac{\pi [z/a] + 1}{\sqrt{6n}}\right)}{1 - \exp\left(-\frac{\pi a}{\sqrt{6n}}\right)} - \sum_{a \leq z} \lambda(a) + O((\log n)^4) \]
\[ = U - V - \sum_{a \leq z} \lambda(a) + O((\log n)^4). \]

Write
\[ (5-7) \quad L(a) := \sum_{i=1}^{a} \lambda(i) \]
so that by the prime number theorem we have for \( a \geq 2 \),
\[ (5-8) \quad L(a) = O\left(\frac{a}{(\log a)^2}\right) \]
(and indeed, much more is true but this is enough for our purpose). Then we obtain by partial summation:
\[ U = \sum_{a=1}^{z} (L(a) - L(a-1)) \frac{1}{1 - \exp\left(-\frac{\pi a}{\sqrt{6n}}\right)} \]
\[ = \sum_{a=1}^{z} L(a) \left( \frac{1}{1 - \exp\left(-\frac{\pi a}{\sqrt{6n}}\right)} - \frac{1}{1 - \exp\left(-\frac{\pi (a+1)}{\sqrt{6n}}\right)} \right) + \frac{L(z)}{1 - \exp\left(-\frac{\pi (z+1)}{\sqrt{6n}}\right)}. \]
By (5-8) we have

\[ U \ll \sum_{a=1}^{\infty} L(a) \frac{\exp \left(-\frac{\pi a}{\sqrt{6n}}\right) \left(1 - \exp \left(-\frac{\pi}{\sqrt{6n}}\right)\right)}{\left(1 - \exp \left(-\frac{\pi a}{\sqrt{6n}}\right)\right)\left(1 - \exp \left(-\frac{\pi(a+1)}{\sqrt{6n}}\right)\right)} + \frac{z}{(\log z)^2} \]

\[ \ll \sum_{a \leq \sqrt{n}} L(a) \frac{a^{-1/2}}{a^2 n^{-1}} + \sum_{\sqrt{n} < a \leq z} \frac{a}{(\log n)^2} \exp \left(-\frac{\pi a}{\sqrt{6n}}\right) n^{-1/2} + \sqrt{n} \frac{1}{\log n} \]

(5-9)

\[ \ll \sqrt{n} (1 + \sum_{2 \leq a \leq z} \frac{1}{a(\log a)^2}) + n^{-1/2}(\log n)^{-2} \sum_{\sqrt{n} < a} a \exp \left(-\frac{\pi a}{\sqrt{6n}}\right) + \sqrt{n} \frac{1}{\log n} \]

\[ \ll \sqrt{n} + \sqrt{n}(\log n)^{-2} + n^{1/2}(\log n)^{-1} \]

\[ \ll \sqrt{n}. \]

Finally we have

\[ V \ll \sum_{a \leq z} \exp \left(-\frac{\pi a}{\sqrt{6n}}\right) \left(1 - \exp \left(-\frac{\pi a}{\sqrt{6n}}\right)\right) \]

\[ \ll \exp(-6\log n) \left( \sum_{a \leq \sqrt{n}} \frac{1}{1 - \exp \left(-\frac{\pi a}{\sqrt{6n}}\right)} + \sum_{\sqrt{n} < a \leq z} \frac{1}{1 - \exp \left(-\frac{\pi a}{\sqrt{6n}}\right)} \right) \]

(5-10)

\[ \ll n^{-6} \left( \sum_{a \leq \sqrt{n}} \frac{\sqrt{n}}{a} + \sum_{\sqrt{n} < a \leq z} 1 \right) \ll n^{-4}. \]

(5-5) follows from (5-6), (5-8), (5-9), and (5-10). This completes the proof of Lemma 5.3.

5.3. Estimation of the second moment

Lemma 5.4. For \( n \to \infty \) we have

\[ M(\xi^2_n) = O(n). \]

Proof. Define \( m(a, \gamma) \) as in the proof of Lemma 5.2. Then as in [1] and in the proof of Lemma 5.2 above, we have

\[ M(\xi^2_n) = \frac{1}{p(n)} \sum_{\gamma \in \mathcal{P}(n)} S^2(n, \gamma) \]

\[ = \frac{1}{p(n)} \sum_{\gamma \in \mathcal{P}(n)} \left( \sum_{i=1}^{s(\gamma)} \lambda(\gamma_i) \right)^2 \]

\[ = \frac{1}{p(n)} \sum_{\gamma \in \mathcal{P}(n)} \left( \sum_{a_1 \leq n} m(a_1, \gamma) \lambda(a_1) \right) \left( \sum_{a_2 \leq n} m(a_2, \gamma) \lambda(a_2) \right) \]

\[ = \frac{1}{p(n)} \sum_{a_1=1}^{n} \sum_{a_2=1}^{n} m(a_1, \gamma) \lambda(a_1) \sum_{\gamma \in \mathcal{P}(n)} \sum_{a_2 \leq n} m(a_2, \gamma) \lambda(a_2) \]

\[ = \frac{1}{p(n)} \sum_{a_1=1}^{n} \sum_{a_2=1}^{n} \lambda(a_1) \lambda(a_2) \sum_{t_1=1}^{n} \sum_{t_2=1}^{n} \sum_{\gamma \in \mathcal{P}(n)} m(a_1, \gamma) m(a_2, \gamma) \]

\[ = \frac{1}{p(n)} \sum_{a_1=1}^{n} \sum_{a_2=1}^{n} \lambda(a_1) \lambda(a_2) \sum_{t_1=1}^{n} \sum_{t_2=1}^{n} \sum_{\gamma \in \mathcal{P}(n)} m(a_1, \gamma) m(a_2, \gamma) \sum_{m(a_1, \gamma) \geq t_1} \sum_{m(a_2, \gamma) \geq t_2} 1. \]
By (5-4) we have

\[
M(\xi_n^2) = \frac{1}{p(n)} \sum_{1 \leq a_1, a_2 \leq n} \lambda(a_1) \lambda(a_2) \sum_{t_1, t_2 \geq 1 \atop t_1 a_1 + t_2 a_2 \leq n} p(n - t_1 a_1 - t_2 a_2) \\
+ \frac{1}{p(n)} \sum_{a=1}^{n} \lambda^2(a) \sum_{1 \leq t \leq n/a} (2t - 1)p(n - ta).
\]

We remove in the first term the condition \(a_1 \neq a_2\).

\[
M(\xi_n^2) = \frac{1}{p(n)} \sum_{a=1}^{n} \sum_{1 \leq a_2 \leq n} \lambda(a_1) \lambda(a_2) \sum_{t_1, t_2 \geq 1 \atop t_1 a_1 + t_2 a_2 \leq n} p(n - t_1 a_1 - t_2 a_2) \\
+ \frac{1}{p(n)} \sum_{a=1}^{n} \sum_{1 \leq t \leq n/a} tp(n - ta)
\]

\[= \sum_{a_1=1}^{n} \sum_{a_2=1}^{n} \lambda(a_1) \lambda(a_2) \sum_{1 \leq t_1 \leq z/a_1 \atop 1 \leq t_2 \leq z/a_2} \frac{p(n - t_1 a_1 - t_2 a_2)}{p(n)} \\
+ \sum_{a=1}^{n} \sum_{1 \leq t \leq z/a} tp(n - ta) \frac{p(n - ta)}{p(n)} + O(n^{-2}).\]

Whence, by Lemma 5.1,

\[
M(\xi_n^2) = \sum_{a_1=1}^{n} \sum_{a_2=1}^{n} \lambda(a_1) \lambda(a_2) (1 + O(n^{-3/4})) \\
\times \sum_{1 \leq t_1 \leq z/a_1 \atop 1 \leq t_2 \leq z/a_2} \left(1 + \frac{t_1 a_1 + t_2 a_2}{n} - \frac{\pi(t_1 a_1 + t_2 a_2)^2}{4n \sqrt{6n}}\right) \exp \left(- \frac{\pi(t_1 a_1 + t_2 a_2)}{\sqrt{6n}}\right)
\]

\[+ \sum_{a=1}^{n} \sum_{1 \leq t \leq z/a} t(1 + O(n^{-3/4}))(1 + \frac{ta}{n} - \frac{\pi(ta)^2}{4n \sqrt{6n}}) \exp \left(- \frac{\pi ta}{\sqrt{6n}}\right) + O(n^{-2}).\]

In the first term we have

\[
1 + \frac{t_1 a_1 + t_2 a_2}{n} - \frac{\pi(t_1 a_1 + t_2 a_2)^2}{4n \sqrt{6n}} = \left(1 + \frac{t_1 a_1}{n} - \frac{\pi t_1^2 a_1^2}{4n \sqrt{6n}}\right) \left(1 + \frac{t_2 a_2}{n} - \frac{\pi t_2^2 a_2^2}{4n \sqrt{6n}}\right) \\
\quad - \frac{\pi t_1 t_2 a_1 a_2}{2n \sqrt{6n}} + O\left(\frac{(\log n)^4}{n}\right).
\]
Thus it follows from (5·13) that
\[
M(\xi_n^2) = \sum_{a_1=1}^{n} \sum_{a_2=1}^{n} \lambda(a_1)\lambda(a_2)
\times \sum_{1 \leq t_1 \leq z/a_1}^{n} \sum_{1 \leq t_2 \leq z/a_2}^{n} \left( 1 + \frac{t_1 a_1}{n} - \frac{\pi t_1^2 a_1^2}{4n \sqrt{6n}} \right) \left( 1 + \frac{t_2 a_2}{n} - \frac{\pi t_2^2 a_2^2}{4n \sqrt{6n}} \right) \exp \left( - \frac{\pi (t_1 a_1 + t_2 a_2)}{\sqrt{6n}} \right)
\]
\[
- \sum_{a_1=1}^{n} \sum_{a_2=1}^{n} \lambda(a_1)\lambda(a_2) \sum_{1 \leq t_1 \leq z/a_1}^{n} \sum_{1 \leq t_2 \leq z/a_2}^{n} \frac{\pi t_1 t_2 a_1 a_2}{2n \sqrt{6n}} \exp \left( - \frac{\pi (t_1 a_1 + t_2 a_2)}{\sqrt{6n}} \right)
\]
\[
+ \sum_{a=1}^{n} \sum_{1 \leq t_1 \leq z/a}^{n} t \left( 1 + \frac{ta}{n} - \frac{\pi (ta)^2}{4n \sqrt{6n}} \right) \exp \left( - \frac{\pi ta}{\sqrt{6n}} \right)
\]
\[
+ \sum_{a=1}^{n} \sum_{1 \leq t_1 \leq z/a}^{n} \sum_{1 \leq t_2 \leq z/a}^{n} O(n^{-3/4} + \left( \log \frac{n}{a} \right)^4) + \sum_{a=1}^{n} \sum_{1 \leq t_1 \leq z/a}^{n} tO(n^{-3/4}) + O(n^{-2}).
\]

Whence we have
\[
M(\xi_n^2) = \left( \sum_{a=1}^{n} \lambda(a) \sum_{1 \leq t \leq z/a}^{n} \left( 1 + \frac{ta}{n} - \frac{\pi t^2 a^2}{4n \sqrt{6n}} \right) \exp \left( - \frac{\pi ta}{\sqrt{6n}} \right) \right)^2
\]
\[
- \left( \sum_{a=1}^{n} \lambda(a) \sum_{t \leq z/a}^{\sqrt{\pi ta} \sqrt{261/4 n^{3/4}}} \exp \left( - \frac{\pi ta}{\sqrt{6n}} \right) \right)^2
\]
\[
+ \sum_{a=1}^{n} \sum_{1 \leq t \leq z/a}^{n} t \left( 1 + \frac{ta}{n} - \frac{\pi (ta)^2}{4n \sqrt{6n}} \right) \exp \left( - \frac{\pi ta}{\sqrt{6n}} \right)
\]
\[
+ O(\pi^2 (\log z)^2 n^{-3/4} + z^2 n^{-3/4} + n^{-2})
\]
\[
= X + Y + Z + O(n^{1/4} (\log n)^4),
\]
say. By Lemma 5.2 and Lemma 5.3 we have
\[
(5·15) \quad X = (M(\xi_n) + O(n^{-1/4} (\log n)^2))^2 = O(n).
\]
Clearly we have
\[
(5·16) \quad Y \leq 0.
\]
The estimate of Z:
\[
Z \ll \sum_{a=1}^{z} \sum_{1 \leq t \leq z/a}^{n} t \exp \left( - \frac{\pi ta}{\sqrt{6n}} \right)
\]
\[
\ll \sum_{a=1}^{z} \sum_{t=1}^{\infty} t \exp \left( - \frac{\pi ta}{\sqrt{6n}} \right)
\]
\[
\ll \sum_{a=1}^{z} \left( 1 - \exp \left( - \frac{\pi a}{\sqrt{6n}} \right) \right)^{-2}
\]
\[
\ll \sum_{a \leq \sqrt{n}} \frac{n}{a^2} + \sum_{\sqrt{n} < a \leq z} 1 \ll n.
\]
(5·11) follows from (5·14), (5·15), (5·16) and (5·17) which completes the proof of Lemma 5.4.
5.4. Completion of the proof of Theorem 1.3

Lemma 5.5. For $n \to \infty$ we have

$$D(\xi_n) = O(\sqrt{n}).$$

Proof. This follows from

$$D^2(\xi_n) = M(\xi_n^2) - M^2(\xi_n)$$

and Lemma 5.3 and Lemma 5.4.

Finally, by Chebyshev’s inequality we have for any $\sigma > 0$

$$P(|\xi_n - M(\xi_n)| > \sigma D(\xi_n)) < \frac{1}{\sigma^2}.$$

(5.1) follows from this inequality by Lemma 5.3 and Lemma 5.5, and this completes the proof of Theorem 1.3.
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