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Abstract—This study proposes a new methodology for selecting the common operators for Software Defined Radios. It aims at optimizing resources use in the design of multi-standard SDR systems. A multi-standard SDR or reconfigurable radio system consists of software components that execute specific processing steps in a continuous flow. Their behavior can be changed by a reconfiguration procedure. In a common operator design, this change only requires an adjustment of certain parameters, which minimizes the reconfiguration overhead at run-time. In order to optimize the choice of those operators, the interrelationships among the various components of the system are represented in an oriented graph. The associated metrics and the cost function investigated to solve the optimization problem are presented. An illustration is given on an example, which even if not fully realistic, is sufficiently representative in its structure and orders of magnitude to provide useful insights. The optimization problem is solved by a heuristic based on simulated annealing and validated by comparison with an exhaustive search.

Index Terms—Common operators, optimization, Software-Defined Radio, graph theory, heuristic

I. INTRODUCTION

The design of software-defined radio (SDR) systems is very challenging [1]. The fields of research that aim at solving or at least improving the methods and the technologies implicated in the SDR area are numerous. Most of them are not specific to the design of radio systems. Challenges are the same for most of the embedded real-time electronics applications. Both software (SW) [2] and hardware (HW) [3] sides are concerned. Nevertheless, the SDR community is particularly driving the activities focusing on reconfiguration and reconfigurability [4] in an heterogeneous context [5]. Far from defining new high-level tools and methodologies, a very promising approach consists in designing radio systems entities in a way that permits to take advantage of the programmable or at least reconfigurable capabilities of the underlying HW of SDR systems. The parameterization approach [6] in particular aims at designing multi-standard systems made of entities (typically functions) whose operation can be modified by a simple parameter adjustment. Reference [7] proposes to extend this approach to lower level entities called common operators. We tackle in this paper the issue of the selection of these operators to build a multi-standard SDR system.

We opt here for a structural description and exploration of an SDR system intended to support several standards. This exploration is intended to reveal the designer the best ways of implementing the processing elements of a communication standard, while taking into account the constraints introduced by the other communication standards that must also be supported by the system [8]. Our approach, and other techniques mentioned below, can help the designer identify the processing elements that should be implemented to build an optimized multi-standard SDR system.

The paper is organized as follows. After the present section, we discuss the common operators approach to SDR design. Afterwards, we build the mathematical model. This includes the drawing of a graph that represents design alternatives, the consideration of possible performance “metrics”, and the specification of a cost function. In the subsequent section we discuss the optimization procedure, whose results are discussed in the following section. A conclusion/discussion section ends this paper.

II. COMMON OPERATORS APPROACH

This study’s main purposes are to present a mathematical model for the design of multi-standard Software Defined Radios (SDR) and to solve the optimization problem associated with it. It is based on a common operators approach. It involves identifying an optimal level of granularity for operations (simpler than a self-contained module implementing a major communication task, but more complex than primitive operators such as AND, OR, adder, etc.), in order to support several communication standards with a single architecture.

The main principle relies on the use of common operators that can each match several processing contexts by a simple parameter adjustment. The common operators approach can
greatly increase the efficiency of Software Defined Radio, both in terms of manufacturing costs, and of the speed of reconfiguration during operation. This approach can reduce manufacturing cost, through the re-use throughout the system of common structures, which can be either reconfigurable hardware or reprogrammable software. It can also reduce reconfiguration time, because each operator can change from one processing mode to another, via a simple change of parameters.

The advantages of the common operators approach have already been discussed in [7]. But reference [7] does not demonstrate such advantages. We therefore describe in this paper a method that allows us to identify the best selection of known common operators for the design of reconfigurable radio system.

The identification of new common operators useful to SDR design is, in its own right, an active area of research. Researchers are proceeding along several directions. For instance, [9] shows that many important tasks of a communication receiver can be implemented through the fast Fourier transform (FFT). In turn, the FFT can be implemented with butterflies. Thus, the butterfly can serve as a common operator for several FFT implementations of different orders. With this in mind, some researchers are seeking frequency-domain implementations for different families of algorithms. For example, [10] studies the frequency domain implementation of Reed-Solomon channel decoding.

III. A MATHEMATICAL MODEL FOR THE DESIGN OF MULTI-STANDARD SDR

The map of the SW components of a reconfigurable radio can be represented in a graph with several layers depending on the granularity of the considered processing elements. Our methodology aims at selecting the most appropriate level of granularity. A great advantage is that at certain levels of granularity, the operators can be several times reused inside and between standards, for an optimized design of the resulting SDR system.

A. Graph Model

From here on, we will view a multi-standard reconfigurable system as a hypergraph of elementary functional modules. Each of these modules can either be directly implemented in the system, or can represent a functionality obtained by invoking lower-level modules. We need to use a hypergraph instead of a simple graph in order to introduce two different types of dependencies between the nodes, as illustrated in Fig. 1.

![Fig. 1 OR and AND hyperarcs](image)

Nodes dependencies occur between nodes of different levels. A node of a higher level, called a parent node, may have dependencies with nodes of underlying levels, called descendant nodes. Descendant nodes may not all be at the same level. Nevertheless, they all are at a lower level than their parent(s). An OR are (direct arrow) means that only one of the descendant nodes is necessary to implement the parent node. An AND hyperarc (“inverted Y” connection) means that all descendant nodes are needed to implement the parent node. Note that in some case, a parent node may have both AND and OR dependencies with its descendants. All the destinations of a AND hyperarc coming from the node must be selected, or at least one in the case of a OR. Extending this process, a complete SDR communication system can be implemented by selecting the adequate nodes. Note that they concretely can be either hardwired (ASIC), or programmed in a processor (DSP, GPP), or a FPGA.

The roots of this graph, at the coarsest grain (highest level), will be called “standards”; since they will most likely represent communication standards that the reconfigurable system needs to support. As shown on Fig. 2, standards S1, S2 and S3 do not have parent nodes.

![Fig. 2 Global structure of the graph for a tri-standards SDR system](image)

By construction, the resulting graph is “acyclic”, which makes the problem easier to solve. Specifically, it allows us to decide upon a topological sorting, without any ambiguity. In other words, a list of nodes in which the descendants are always after their parents can be found.

B. Cost parameters

As our optimization problem balances between economy and computing efficiency, two key parameters enter our cost evaluation:

- the cost of the module capable of computing a function, called monetary cost, which is paid only once during the useful life of the radio,
- the computing time required to perform a particular function, called computational cost, incurred every time a component is employed.

In some SDR architectures, the monetary cost can be represented by (is proportional to) the number of logic units necessitated by an FPGA implementation. This allows several standards to use the same components and share their cost, which is exactly what the concept of common operator is about.

The computational cost parameter is a bit tricky. Some modules (nodes) will be implemented by invoking several descendant nodes, each a certain number of times (where we may use an average number if this is not a constant). A multiplicative factor is needed to represent the number of
times a descendant module is called. Some communications between components may be also needed, including an additive communication cost. Thus, Below, we do not consider and neglect the communication cost.

C. Cost function

The cost function must account for both of the cost parameters we just discussed: monetary cost and computational cost. We settle for the following cost function:

\[
T = \sum_i c_i S_i + \sum_k I_k V_k \left( (S_a)_{\text{me}} \right) \tag{1}
\]

- \( S_i \in \{0,1\} \) tells if the node \( i \) is present in the system.
- \( c_i \) is the monetary cost of the component.
- \( \sum_i c_i S_i \) is the cost of all the components present in the SDR communication system.
- \( V_k \left( (S_a)_{\text{me}} \right) \) represents the computational cost of the standard \( k \), \( (S_a)_{\text{me}} \).
- \( \tilde{T} \) and \( I_k \) are respectively the weights given to the total monetary cost of the system (sum of the monetary costs of each node implemented in the design) and to the computational cost of executing standard \( k \) once.
- \( I_k \) weights the cost of a communication standard in function of its rate of activation compared to the other standards supported by the SDR system.

Unfortunately, while this cost function seems very simple, the problem is still very complex, and can be shown to be NP-hard.

IV. OPTIMIZATION

A. Validation methods

A designer wishing to build a multi-standard SDR system will specify the set of standards to be supported. The solution for an optimal design consists in minimizing:

\[
C_{\text{SDR}} = \min_{\text{bool} \left( (S_a)_{\text{me}} \right)} \left\{ \tilde{T} \sum_i c_i S_i + \sum_k I_k V_k \left( (S_a)_{\text{me}} \right) \right\} \tag{2}
\]

The graph can be translated in a boolean formula with respect to AND and OR arcs. The constraint bool \( (S_a)_{\text{me}} \) therefore checks that all the standards are implemented in the SDR system.

Having considered the computing time and the accuracy of the results given by several optimization methods, we will discuss in detail two methods: the one that yields the exact solution and another that gives an approximate solution in less computing time. The exhaustive search method, which computes the values of all the feasible solutions and compares them all, gives the true optimal solution every time but it is very slow. Since this problem is NP complex, the exhaustive search becomes impractical when the number of nodes exceeds certain value (which depends on the capabilities of the computing resources available to perform the optimization). It will however be used on simple cases, to test the accuracy of the results given by the second procedure.

To obtain an approximate solution we chose the simulated annealing method [11], which provides the optimal solution with a good probability at relatively low computing time cost.

B. Greedy heuristics

A greedy algorithm is used to obtain a good starting point for the simulated annealing method; greedy meaning an algorithm that only takes into account the next step, and never goes back on its decision. Several sorting functions, all using a factorization criterion and the cost of the components of each node, have been considered as greedy algorithms. The selected sorting function evaluates the importance of a specific node and grades it. The aim is to order the nodes in relation to each other. For each sort function, graphs were found for which the greedy algorithm gave a solution as far from the optimum as we wanted. For this reason, we use the greedy heuristic to find a starting point for another algorithm, not a solution to the problem.

The factorization criterion mentioned above, noted \( F(n) \), can be calculated using the recursive formula:

\[
F(n) = \sum_{k \in \text{parents}(n)} \frac{F(k)}{N(k)} \tag{3}
\]

where \( N(k) \) is the number of arcs coming out of the node \( k \) and \( k \in \text{parents}(n) \) if there exists an arc going from \( k \) to \( n \). The resulting function \( F(n) \) is proportional to the number of occurrences of node \( k \) in the boolean equation of the graph mentioned in IV.A.

In the developed algorithm, the two greedy heuristics involved can be completely specified by giving their sorting functions:

\[
F(n) \tag{4}
\]

\[
\frac{F(n)}{C(n)} \tag{5}
\]

C(n) here refers to the monetary cost of the node \( n \). \( F(n) \) aims at finding the nodes with the more occurrences. Equation (5) takes also into consideration the monetary cost of the most occurring nodes, so that the cheapest will be taken first.

V. RESULTS

A. Graph

To test the simulated annealing algorithm, we use the graph from [7], now reproduced in Fig. 3, to which we added the necessary cost parameters and specified the hyperarcs. It is not in the purpose of this graph to give all the possible implementation alternatives for each of the considered processing elements. The graph is small enough (less than 10 useful nodes) that exhaustive search can be applied to test the accuracy of the approximated method. Dotted lines of Fig. 3 show the decision made by the algorithm: select the FFT operator.

Fig. 3 shows a sub-graph corresponding to the decomposition of several processing elements (equalization, multi-channel, OFDM) that could be part of a SDR multi-standard system. Root nodes at the top (standards) are
consequently not represented, but would be at a higher level not shown here. The equalization operation is a signal processing entity that compensates for the multipath impairment induced by the propagation channel. It can be either implemented through a finite-impulse response filter (FIR) or through the FFT operator. The implementation of the equalization in the frequency domain is indeed of particular interest for channels having long impulse responses. The number of taps of the FIR filter (time-domain) becomes so high that the cost of the FFT and IFFT (inverse FFT) is compensated by the simplification of the frequency-domain operation [12]. Note that IFFT is equivalent to FFT in terms of computation complexity and butterfly structure, so that we here can set to '2' the multiplication factor between equalization and FFT, as well as between FIR and FFT. Multi-channel stands for a demodulation technique that aims at considering a plurality of frequency channels in the demodulation process, instead of demodulating channels one by one. This can be accomplished by repeating the same process on each channel (channel per channel), or by proceeding in parallel, working on all the channels at once (filter bank). OFDM here shows that at least an FFT is needed to execute the demodulation. We point out that both equalization and OFDM could employ the FFT operator, even if it is required for OFDM, and optional for FIR-based equalization.

The numerical values under each node represent the monetary cost (MC) / computational cost (CC). The arcs are tagged with a number of calls (NoC) figure. These are not absolute values representing a precise physical meaning in this example. The values have to be considered relatively, giving some kind of order of magnitude. For clarity and simplification purposes, un-necessary costs and NoC have not been represented.

B. Metrics

The metrics are given with the following hypothesis. Data are supposed to be processed by packets, whose size we do not need to consider because it would not affect the cost of a node relative to the cost of the others. When a node is needed several times by a higher level module, it is called several times, and not physically duplicated. Accordingly, the multiple calls affect the computational cost, but not the monetary cost. As an example, let us consider the implementation of an OFDM processing element using different layers of the graph, as illustrated in Tab. 1.

<table>
<thead>
<tr>
<th>nodes</th>
<th>MC</th>
<th>NoC</th>
<th>CC</th>
<th>cost of the OFDM design</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>FFT</td>
<td>1000</td>
<td>1</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>cost of alternative #1</td>
<td>1500</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#2</td>
<td>butterfly</td>
<td>15</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>cost of alternative #2</td>
<td>2015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#3</td>
<td>LUT</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>x</td>
<td>10</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>+</td>
<td>4</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>cost of alternative #3</td>
<td>3415</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#4</td>
<td>LUT</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>MAC</td>
<td>15</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>+</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>cost of alternative #4</td>
<td>3820</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Tab. 1 – OFDM cost using different implementation alternatives

The detail explanation of the cost alternative #3 for the design of the OFDM is the following. The selected operators are LUT, x (multiplier) and + (adder). Two LUT, four x and six + are necessary to build a butterfly. A butterfly is called 100 times to make the FFT, which is the OFDM first operation at the receiver side. Consequently, the monetary cost of the operators is involved once for each of them. Their computational cost is multiplied by the number of calls done at the operator to make run the global processing of the system, here 100 for the FFT with one occurrence to run the OFDM. This gives the result:

\[(2\times 1 + 4\times 5 + 6\times 2)\times 100 + (1 + 10 + 4) = 3415\] \hspace{1cm} (6)

\[\text{cost} \#3 = \left( \sum_{i=0}^{2} \text{CC}_i \times \text{NoC}_i \right) \times \text{NoC}_{i+1} + \sum_{i=0}^{2} \text{MC}_i \] \hspace{1cm} (7)

If a OFDM design is directly made with a FFT whose design is dedicated (and optimized) to the OFDM context under study, the resulting cost is of course lower (1500 for alternative #1). By construction of the graph and cost assignment, it is conformed in Tab. 1 that it is less expensive to use an integrated design of an algorithm than an exploded version.

C. Results

We just focus in this paragraph on the choice between the several design alternatives for the equalizer in the context of a multi-standard system already including a OFDM communication mode. If we consider independently the implementation of the equalizer, it is less expensive to implement it through the FIR (1500 = 1000x1 + 500) than through the FFT (2000 = 500x2 + 1000) as explained by equation (7). But in a combined design involving both OFDM and equalizer modules as shown in Tab. 2, the overall cost of the design is only 2500 if the equalizer uses
the FFT, versus 3000 if the equalizer uses the FIR. This is because the monetary cost of the FFT counts only once in the calculation of the overall cost of OFDM plus equalizer, saving 1000.

<table>
<thead>
<tr>
<th>equalizer design alternative</th>
<th>equalizer MC</th>
<th>equalizer CC</th>
<th>OFMD = FFT CC + MC</th>
<th>overall cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIR</td>
<td>500</td>
<td>1000</td>
<td>1500</td>
<td>3000</td>
</tr>
<tr>
<td>FFT</td>
<td>0 (1400)</td>
<td>1000</td>
<td>1500</td>
<td>2500</td>
</tr>
</tbody>
</table>

Tab. 2 – Combined OFDM and equalizer costs depending on the equalizer design alternative FFT or FIR.

We can see that in this example that the common design is 17% less expensive than the two separate designs, each independently optimized on its side.

The simulated annealing algorithm developed for this study is capable of generalizing this approach to the global design of a multi-standard SDR. It will be the scope of a future paper to describe further this algorithm and its performance.

D. Interpretation

Numerical values can lead to many kinds of interpretation. As previously stated, we do not consider that the figures we express are definitive and exactly correspond to a justifiable concrete reality. These are only chosen for illustration purposes and help to understand which should be the best metrics to take into consideration. Nevertheless, orders of magnitude and comparative weights have been studied and respected. The simulated annealing algorithm developed for the optimization of the graph concludes that the FFT can indeed be a common operator.

In fact, from this algorithm point of view, the only thing that differentiates the cost of the two designs is the importance given to computational cost over monetary cost. Generalizing this to a global graph with standards at the highest level, the following can be concluded. If \( \tilde{I} \) is kept high (or \( I_L \) low), the heuristic favors the monetary cost in equation (2). The choice consequently privileges low cost nodes and the bottom of the graph. This has the drawback to speed-down the system computation but to factorize processing resources at its maximum. This is a processor-centric approach. The theoretical limit on this side is to use the most basic operator that can be found. Even lower operators than the arithmetic and logical unit (ALU) elements of processors, this could go down to the transistors. Decreasing \( \tilde{I} \) (or increasing \( I_L \)) makes the heuristic climb in the graph. When \( \tilde{I} \) is very low, the nodes of the highest level are selected. The theoretical limit is the use of the root nodes themselves, which would consist in designing the standards themselves as a unique element. This is the "Velero" approach of SDR. It would optimize the execution speed of each standard, but would completely avoid any reusability between standards because of a lack of modularity.

Focusing in Fig. 4 on the choice between FFT and butterfly in the context of a multi-standard system already including OFDM, the three situations (a), (b) and (c) maybe met depending on the relative value assigned to the monetary cost and the computational cost.

Case (a) with \( \tilde{I} \) high, selects the lowest level of node in this graph (butterfly) as its monetary cost is much lower than any other alternative. In (b), some trade-off between the monetary cost and the computational cost makes the heuristic chose the FFT node, at a higher step than before. If \( \tilde{I} \) gets even lower, as in (c), the monetary cost becomes so low compared to the computational cost that it brings no significant savings to re-use the FFT (already needed for the OFDM), and consequently other functions, as FIR, are selected.

This is the intermediate level we are looking for, since it permits a factorization of operators of medium level, combining both modularity and computation efficiency. This requires a trade-off between the computational cost and the monetary cost. This is the essence of the common operator approach to find a granularity at a higher level than the basic operators but at a lower level than a function.

VI. CONCLUSION

We have presented an approach and a procedure that can lead a designer of a multi-standard SDR system to an optimal architecture that balances cost and performance. The key is the drawing of a hypergraph which represents alternatives available to the designer. Building the graph is itself a working subject. For example, researchers are trying to identify new operators that may be common to several communication “blocks” within a given standard, or across several standards. The identification of any such operator will lead to a modification of the graph. Likewise, some researchers seek frequency-domain algorithms that provide functionality typically provided by time-domain procedures. With such algorithms, the number of communication functional blocks that can be implemented via the FFT operator grows larger, and new “arcs” pointing to the FFT operator can be added to the graph. Also, the graph may need to be modified as a result of the evolution of the communication standards.

Relevant issues have been ignored in the present work. The list includes (i) hard latency constraints imposed by the communication applications, (ii) the time needed to reconfigure the SDR while switching from a standard to another, and (iii) contention among high level modules for
the service of the same lower-level module at the same time, in particular if the SDR system needs to support communication over several standards at the same time. These and other important issues will be addressed in the future.
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