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Abstract
In this paper, we consider timed automata for piecewise constant signals. In the model presented here, time elapses only during transitions; any constraint on clocks should be satisfied during all the duration of the transition. Signal automata are very different from un-timed and time-event automata because piecewise constant signals may be split (and spliced) in an infinite number of ways. We show that there exist signal regular expressions with renaming describing exactly the languages accepted by signal automata. The constructions show the similarities and differences from the time-event model.
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Résumé
Dans ce rapport, nous considérons les automates temporiass sur des signaux constants par morceaux. Dans le modèle présent, le temps s'écoule durant les transitions; toute contrainte sur un transition devient vérifiée durant toute la transition. Les automates signaux sont très différents de leurs homologues non temporiass ou événement-date car les morceaux constants peuvent être découps ou recollés d'une infinité de manières. Nous montrons qu'il existe des expressions rationnelles de signaux couplés des renommages qui décrivent exactement les mêmes langages que ceux acceptés par les automates signaux. Les constructions montrent les similarités et les différences avec le modèle événement-date.
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Abstract

In this paper, we consider timed automata for piecewise constant signals. In the model presented here, time elapses only during transitions; any constraint on clocks should be satisfied during all the duration of the transition. Signal automata are very different from untimed and time-event automata because piecewise constant signals may be split (and spliced) in an infinite number of ways. We show that there exist signal regular expressions with renaming describing exactly the languages accepted by signal automata. The constructions show the similarities and differences from the time-event model.

1 Introduction

Classical automata deals with sequence of event, but they do not provide any explicit notion of time (e.g. delay or duration). Timed automata are classical automata enhanced with clocks such that each transition must satisfy a constraint over clocks and may reset some clocks [AD94]. They are one of the canonical tools for the verification of real-time systems. In the usual, time-event, model, inputs correspond to instantaneous actions. If the constraint is satisfied by the clocks when the event comes, the transition can be instantaneously taken and the indicated clocks are reset. Time elapses only between events, on states.

We consider here that everything has a duration and that time measure and synchronization can not have infinite precision. This leads to the choices in the next two paragraphs: signals and open intervals.

Inputs are piecewise constant signals, i.e. sequences of values with durations; actions are not instantaneous. Time elapses during transitions and passing through a state is instantaneous. Any transition constraint has to be satisfied during the whole transition and clocks are reset at the end of the transition. (Piecewise constant) signals can be split in many ways, e.g. reading a of duration 2 can be done in 1 transition or in many ones as long as their total duration is 2. Conversely two consecutive elementary signals, i.e. constant parts, with the same value may be spliced into the same transition. Signals which can be split and spliced are considered in [Dim00], but time elapses on state (and still there are only constraints on transitions) and there is only one clock (which is known to be a strictly weaker model).

In the constraints, only open intervals of time are considered: constraints are unions of products of open intervals over clocks (i.e. no $=$, $\leq$, $\geq$ nor $\neg$); constraints denote open sets. This means that no constant appearing in a constraint may have to correspond to the instantaneous passing through a state;
no exact rendezvous can be set. Perfect synchrony does not exist, nevertheless synchrony up to any constant can be achieved.

Although splicing and splicing are great differences from the time-event model, signal automata can mostly be manipulated the same way. Regular expressions for signals like the ones of [ACM97, ACM02] for time-event (we think that it also works with the ones of [BP02]) are defined. They denote the same languages as the signal automata up to renaming. The constructions are not optimal, but the aim of this paper is simplicity and to stress on signals singularities. No formal proof is given, they are straightforward from the constructions.

The paper is articulated as follows. All the definitions are gathered in Sect. 2. The inductive transformation from signal regular expression to signal automaton is given in Sect. 3. The computation of a signal regular expression and a renaming corresponding to the language accepted by a signal automaton is given in Sect. 4. It is done in two phases: splitting the automaton into 1-clock automata and then considering only these automata. A brief conclusion is presented in Sect. 5.

2 Definitions

Let $\Sigma$ be a finite (non empty) set of signal values / letters.

2.1 Piecewise constant signals

A piecewise constant signal, or just signal, is defined by the sequence of states associated with durations. It is denoted $\sigma_1^{\pi_1}\sigma_2^{\pi_2}\ldots\sigma_l^{\pi_l}$ where all $\sigma_i$ belong to $\Sigma$ and all $\pi_i$ to $\mathbb{R}_+^*$. Its duration is $|m| = \sum_{i=1}^l \pi_i$. The empty signal is denoted $\varepsilon$; its duration is 0. An elementary (piecewise constant) signal is just a constant signal (some $\sigma^\pi$). The starting date of the $i$th elementary signal of $m$, $\zeta_i$, is defined by: $\zeta_1 = 0$ and $\zeta_{i+1} = \zeta_i + \pi_i$ ($1 \leq i \leq l$). If $\sigma_i$ and $\sigma_{i+1}$ are equal then the value at $\zeta_{i+1}$ is defined and equals $\sigma_i$, otherwise it is undefined. In case of equality, the two elementary signals can be spliced and it is still the same signal. Conversely, any elementary signal can be split into finitely many elementary signals with the same value and total duration. This is illustrated in Fig. 1 where three different decompositions of the same signal are presented. In the time-event model, 2 consecutive identical inputs correspond to 2 transitions; whereas consecutive elementary signals of the same value can be spliced and then correspond to 1, 2 or more transitions. This adds non determinism in the way a signal could be split / spliced by a signal automaton.

![Figure 1: Normal form and sub-splittings.](image)

A signal $m'$ is a sub-split of $m$ if $m'$ can be obtained by splitting elementary
signals of \( m \). Any two signals which represent the same signal, i.e. they are both sub-splits of it, have a common sub-split (by merging the sets of starting dates).

Concatenation is defined as usual. Let us note that, for splicing reasons, the location of concatenation may be lost (e.g. \( a^1 \cdot a^3 = a^4 \)). This splitting/splicing property justifies the exponent notation.

2.2 (Piecewise constant) signal automata

Let \( Z \) be a finite set of clocks. Each clock has a value in \( \mathbb{R}_+ \) which increases regularly as time elapses. The only operations available on clock are comparisons to constants and resetting to 0. Let \( Z_t \) denote the values of the clocks at time \( t \), \( Z_t + d \) means \( d \) added to each clock.

2.2.1 Clock constraint.

A constraint over \( Z \) is a propositional formula using the connectors \( \lor \) and \( \land \) over atomic formulae of the form \( z < c \) or \( c < z \) where \( z \) is a clock and \( c \) is a constant in \( \Phi_+ \). The set of all constraints is denoted \( \Phi(Z) \). It is possible to construct a constraint always satisfied, it is denoted true or just left blank.

Since atomic formulae denote open intervals (of \( \mathbb{R}_+ \)), and only intersection and union are used, each formula represents a finite union of products (over clocks) of open intervals. It is impossible to create a constraint equivalent to \( z = c \) or \( z \leq c \). Exact rendezvous are impossible as shown below.

2.2.2 A (piecewise constant) signal automaton

is defined by:

- \( \Sigma \), a finite set of values for elementary signals, the signal alphabet
- \( Q \), a finite set of states,
- \( I \subseteq Q \), the set of initial states,
- \( F \subseteq Q \), the set of accepting states,
- \( Z \), a finite set of clocks,
- \( \Delta \subseteq Q \times \Sigma \times \Phi(Z) \times P(Z) \times Q \) s.t. \( |\Delta| < \infty \), is the set of transitions.

A transition \( \delta \) is denoted \( (q, \sigma, \phi, \rho, q') \) and is represented as in Fig. 2. \( \rho \) is the set of clocks which has to be reset at the end of the transition. The mapping \( \text{Reset} \), from clocks and a set of clocks to clocks, resets to zero all the clocks in the set, other clocks are unaffected. When no clock is reset, this is indicated by \( \emptyset \) or left blank.

\[
\begin{array}{c}
q \\
\sigma / \phi / \rho \\
\rightarrow \\
p
\end{array}
\]

Figure 2: Representation of transition \( (q, \sigma, \phi, \rho, p) \).

A transition is valid from \( t \) to \( t' \) if the input is \( \sigma \) on \( (t, t') \) (open) and the clock constrain \( \phi \) is satisfied on \( [t, t'] \) (closed !). This means that for each clock \( z_i \), \( [z_t, z_i + (t' - t)] \) has to be included in an union of products of open intervals, which means strictly included and away from the bounds.
2.2.3 Run of an automaton.

Let \( \mathcal{A} = (\Sigma, Q, I, F, Z, \Delta) \) be a signal automaton and \( m \) a signal. Since \( m \) can be split/spliced in an infinity of ways, it is useless to consider some precise representation for it; instead, \( m \) is considered to be a piecewise constant function from \( \mathbb{R}_+ \) to \( \Sigma \). Let \( m_t \) the value of \( m \) at time \( t \).

A run of \( m \) over \( \mathcal{A} \) is a finite sequence of transitions and dates \( \{ (\delta_i, t_i) \}_{1 \leq i \leq n} \). Let \( t_0 = 0 \) and \( \delta_i = (q_i, \sigma_i, \phi_i, \rho_i, p_i) \). A run must satisfy:

1. \( \forall i, 1 \leq i < n, p_i = q_{i+1} \),
2. \( \forall i, 1 \leq i \leq n, \forall \forall (t_{i-1}, t_i), m_t = \sigma_i \),
3. \( Z_0 = \emptyset \) (initialization),
4. \( \forall i, 1 \leq i \leq n, \forall \delta \in [0, t_i - t_{i-1}], \phi_i(Z_{t_i} + \delta) \) is satisfied,
5. \( \forall i, 1 \leq i \leq n, Z_{t_i} = \text{Reset}(Z_{t_{i-1}} + t_i - t_{i-1}, \rho_i) \),
6. \( 3 \delta > 0, \forall i, 1 \leq i \leq n, d < t_i - t_{i-1} \) (monotony and progression).

Let us note that the value of \( m \) at \( t_i \) is not considered \((2.)\) whereas \((4.)\) clock constraints \( \phi_{i-1} \) and \( \phi_i \) have to be satisfied at \( t_i \) (without resetting the clocks for \( \phi_{i-1} \)). Condition 6. implies that there is no Zeno configuration (i.e. no accumulation point).

A run is accepting iff \( q_1 \in I \) and \( p_n \in F \). The language accepted by \( \mathcal{A} \), \( \mathcal{L}(\mathcal{A}) \), is the set of all signal for which there exists an accepting run.

2.3 (Piecewise constant) signal regular expression

The set of signal regular expressions over \( \Sigma, \mathcal{R}(\Sigma) \), is defined inductively using \( \varepsilon, \sigma, \varphi_1 \lor \varphi_2, \varphi_1 \land \varphi_2, \varphi_1 \cdot \varphi_2, \varphi^* \) and \( (\varphi)_I \), s.t. \( a \in \Sigma, \varphi_1, \varphi_2 \in \mathcal{R}(\Sigma) \) and \( I \) is an open interval of \( \mathbb{R}_+ \) either \((d, d')\) or \((d, \infty)\) s.t. \( d, d' \in \emptyset \) and \( 0 \leq d < d' \).

The semantic of regular expressions is:

1. \( \llbracket \varepsilon \rrbracket = \{ \varepsilon \} \),
2. \( \llbracket \sigma \rrbracket = \{ \sigma^r \mid r \in \mathbb{R}_+^* \} \),
3. \( \llbracket \varphi_1 \lor \varphi_2 \rrbracket = \llbracket \varphi_1 \rrbracket \cup \llbracket \varphi_2 \rrbracket \),
4. \( \llbracket \varphi_1 \land \varphi_2 \rrbracket = \llbracket \varphi_1 \rrbracket \cap \llbracket \varphi_2 \rrbracket \),
5. \( \llbracket \varphi_1 \cdot \varphi_2 \rrbracket = \{ m_1.m_2 \mid m_1 \in \llbracket \varphi_1 \rrbracket \land m_2 \in \llbracket \varphi_2 \rrbracket \} \),
6. \( \llbracket \varphi^* \rrbracket = \bigcup_{n=0}^{\infty} (\llbracket \varphi^0 \rrbracket) \land \llbracket \varphi^0 \rrbracket = \{ \varepsilon \}, \varphi^1 = \varphi, \varphi^{n+1} = \varphi^n \cdot \varphi \),
7. \( \llbracket (\varphi)_I \rrbracket = \{ m \in \llbracket \varphi \rrbracket \mid m \in I \} \).

3 From regular expressions to automata

Basic (signal) regular expressions are shown to correspond to (signal) automata and then that automata are closed for the same operators. All is done following usual constructions for the un-timed and time-event models. Emphasis is made on substantially different constructions: the automata product used for \( \land \) (possible splittings have to be considered) and duration restrictions.
If more than one automaton is considered, the sets of states as well as sets of clocks are assumed to be disjoint (renaming is used if needed) but the alphabets are the same (or the union is considered). In the pictures, the dotted parts of the automaton are discarded in the constructions, the dashed parts are preserved but are not relevant and the dashed boxes delimit the automata.

3.0.1 Basic constructions.

Figure 3 shows the constructions for $\varepsilon$ and $a$.

![Figure 3: Automata for $L(\varepsilon)$ and $L(a)$.

Since automata are non-deterministic, the automaton for an union is very easy to built: just gather the automata as in Fig. 4.

![Figure 4: Automaton for $L(A_1) \cup L(A_2)$.

3.0.2 Intersection.

The classical way to make an intersection is to make a product of automata and then to restrain initial and accepting states. The problem is that accepting runs may be different, e.g. $a^3b^1b^2b^1$ on one automaton and $a^4b^2b^2$ on the other. These signals both represent $a^4b^4$ and have infinitely many common sub-splits (e.g. $a^4a^3b^1b^1b^1b^1$), but it may happen that none of them corresponds to an accepting run on both automata. Each automaton is transformed in order that any sub-split of an accepting run also corresponds to an accepting run. This is done by adding for each transition 3 transitions and a new state as depicted on Fig. 5. The generated automaton accepts exactly the same language and any sub-split of a sub-split corresponding to an accepting run also corresponds to an accepting run.

![Figure 5: Full split of transition $\delta = (q, \sigma, \phi, \rho, p)$.

With this full split form, it is easy to construct the product and then the intersection. Figure 6 shows the product of transitions; of course only and all pairs of transitions with the same letter are considered. The set of initial (accepting) states is the product of initial (accepting) states. If $m$ is accepted by both $A_1$ and $A_2$ split as $m_1$ and $m_2$, then any sub-split $m'$ common to both $m_1$ and $m_2$
corresponds to an accepting run in the product of the full split automata. If \( m \) is not accepted by \( A_1 \) (or \( A_2 \)), then neither it is by the full split form of \( A_1 \) and neither by the product.

3.0.3 Concatenation and Iteration.

Concatenation of \( A_1 \) and \( A_2 \) is done by doubling each transition to an accepting state of \( A_1 \) to an initial state of \( A_2 \); these copies reset all the clocks of \( A_2 \) as illustrated in Fig. 7. The initial states are the ones of \( A_1 \) and the accepting states are the ones of \( A_2 \).

For the finite iteration (or Kleene star), copies of each transition to a final state are made leading to each initial state; these copies reset all the clocks. A copy of an automaton which recognize \( \varepsilon \) is added for zero iteration. This is summed up in Fig. 8.

3.0.4 Duration restriction.

It can not be added directly to transitions leading to accepting states because it might be satisfied at the end of the last transition but not during the whole transition. This is handled by adding an extra state and adding for each transition leading to an accepting state a new state and two consecutive transitions (one extra split in the run); the time duration restriction is only added in the
last constraint as depicted on Fig. 9. A new clock, $z_0$ is added as well as a new (and only) final state $q_f$. It only appears in, and in every, final transition as $z_0 \in I$ (remember $I$ is open and its bounds are in $\mathbb{Q}$). Since $z_0$ is zero when the run starts and is never reset, the total duration of any accepted input has to be in $I$.

![Figure 9: Automaton for $\langle \mathcal{L}(A) \rangle_I$.](image)

Finally, by induction:

**Lemma 1** The signal languages described by signal regular expressions are accepted by signal automata.

If a renaming $\lambda$ is applied to $\mathcal{L}(\varphi)$, it remains to apply it to every transition.

## 4 From automata to regular expressions

The construction is done in two steps: first separating a $n$-clock automaton $A$ into $n$ deterministic 1-clock signal automata, one for each clock, $\{A_z\}_{z \in \mathbb{Z}}$ and a letter renaming function $\lambda$.

### 4.1 Separating the clocks

Various manipulations are made in order to finally get an automaton $A_z$ for each clock $z$ such that the intersection of the accepted languages is the one accepted by $A$ up to some renaming.

1. All disjunctions are removed. First all constraints are presented in normal disjunctive form. No transition can be simply separated in two transitions because the disjunction may be satisfied during the whole duration while no single term is. Signals, and thus transitions, can be split and disjunction can be disposed of as in Fig. 10 where $\phi_1$ and $\phi_2$ may still contain $\lor$.

2. All loops are removed by putting an extra state (and split) in each loop.

3. The automaton is made deterministic by replacing each transition letter by a letter appearing only in this transition. Signals are lift to sub-splits

![Figure 10: Removing disjunction in $\delta = (q, \sigma, \phi_1 \lor \phi_2, \rho, p)$.](image)
where transitions are indicated. The inverse mapping from the large set of letters to the original one is denoted $\lambda$.

4. One copy of the automaton is made for each clock, setting to true atomic constraints over other clocks. From the deterministic association of letters to transitions, any run in one automaton could only correspond to one run (the same) for each copy. If a signal is accepted by $A$ then it is accepted by all the copies (constraints are only conjunctive). Reciprocally, if a signal is accepted by all the copies, then it has to be with the same run which is also accepting for $A$ (conjunctions of constraints satisfied for all clocks).

Automaton $A$ is thus transformed into $\{A_z\}_{z \in \mathbb{Z}}$ and a renaming function $\lambda$ such that:

$$\mathcal{L}(A) = \lambda \left( \bigcap_{z \in \mathbb{Z}} \mathcal{L}(A_z) \right).$$

Copies can be treated individually.

4.2 One-clock automaton to regular expression

Let $A_z = (\Sigma, Q, I, F, \{z\}, \Delta)$ be a signal automaton with only one clock $z$. Let $0 = \tau_0 < \tau_1 < \tau_2 \cdots < \tau_i < \tau_{i+1} = \infty$ be the list of all critical times (plus $0$ and $\infty$), the constants that appear in at least one elementary clock constraint in $A$.

Since constraints are conjunctions over atomic formulae $z < \tau_i$ or $\tau_j < z$, they corresponds to $\tau_0 < z < \tau_{i+1}$ (or to false and are removed), since $0 = \tau_0$ and $\tau_{i+1} = \infty$ all kinds of intervals are covered. Constraints are “constant” on each $(\tau_{i-1}, \tau_{i+1})$, either satisfied or not.

Let $\Delta_1$ be the subset of reset-less transitions and $\Delta_2$ the subset of resetting transitions ($\Delta = \Delta_1 \cup \Delta_2$).

4.2.1 One-clock automaton without reset.

Only the transitions in $\Delta_1$ are considered in this subsection. Let $L(q, p, i)$ denote the un-timed language corresponding to the runs from $q$ to $p$ using only transitions whose constraints are satisfied on $(\tau_{i}, \tau_{i+1})$. There is an un-timed regular expression for $L(q, p, i)$. Let $L_{q-p}^{\tau_i}$ denote the signal language corresponding to the runs from $q$ to $p$ of total durations strictly less than $\tau_i$. The $L_{q-p}^{\tau_i}$ can be computed recursively:

$$L_{q-p}^{\tau_1} = \langle L(q, p, 0) \rangle_{(0, \tau_1)} ,$$
$$L_{q-p}^{\tau_i+1} = L_{q-p}^{\tau_i} \cup \left( \bigcup_{(r, \sigma, \tau_0 < z < \tau_i, \emptyset, p) \in \Delta_1} \langle L_{q-r}^{\tau_i} \rangle_{(\tau_0, \infty)} \sigma \rangle_{(\tau_i, \tau_{i+1})} \right) \cup \left( \bigcup_{(r, \sigma, \tau_0 < z < \tau_i, \emptyset, s) \in \Delta_1} \langle L_{q-r}^{\tau_i} \rangle_{(\tau_0, \infty)} \sigma \rangle_{(\tau_i, \tau_{i+1})} L(s, p, i+1) \right)_{(\tau_i, \tau_{i+1})} \right).$$

Before $\tau_1$, the automaton is “constant”, to that classical language theory gives an un-timed expression which only needs to have its duration restrained (2).

Equation (3) holds because duration could be less than $\tau_i$, equals to $\tau_i$ (covered
by the second line) or be strictly between \( \tau_i \) and \( \tau_{i+1} \). Equation (2) directly gives a signal regular expression, (3) uses concatenation, finite union and regular expression as constants, so all \( L_{q_1 \cdots q_k}^{\tau_i \cdots \tau_j} \) correspond to signal regular expressions.

Let \( L_{q_1 \cdots q_k}^{\tau_i \cdots \tau_j} \) denote the language corresponding to the runs from \( q \) to \( p \) without any duration restriction: \( L_{q_1 \cdots q_k}^{\tau_i \cdots \tau_j} = L_{q_1 \cdots q_k}^{0 \cdots 0} = L_{q_1 \cdots q_k}^{(0, \cdots, 0)} \).

### 4.2.2 One-clock automata with reset.

The resetting transitions, i.e. the ones in \( \Delta_2 \), are now considered, together with the ones in \( \Delta_1 \). Let \( \Delta_2 = \{ \delta_1, \delta_2, \ldots, \delta_k \} \) and \( \delta_k = (q_k, \sigma_k, \tau_{\delta_k} < z < \tau_{\delta_k}, \{ \}, p_k) \).

Let \( L_{s, \delta_1}^{\delta_2 \cdots \delta_k} \) be the language corresponding to the runs starting from \( s \), using only resetting transitions \( \delta_1, \delta_2, \ldots, \delta_k \) and ending by \( \delta_l (l \leq k) \). The following recurrence equations are satisfied:

\[
L_{s, \delta_1}^{\delta_2 \cdots \delta_k} = \left( L_{s, q_1}^{(0, \cdots, 0)} \cdot \left( L_{p_1, q_1}^{(0, \cdots, 0)} \right)^* \right),
\]

\[
L_{s, \delta_1}^{\delta_2 \cdots \delta_k} = \left( \bigcup_{1 \leq l < k} L_{s, \delta_1}^{\delta_2 \cdots \delta_{l-1} \delta_l} \cdot L_{s, \delta_1}^{\delta_2 \cdots \delta_{l-1} \delta_l} \right)^*,
\]

\[
L_{s, \delta_1}^{\delta_2 \cdots \delta_k} = \bigcup_{1 \leq l < k} L_{s, \delta_1}^{\delta_2 \cdots \delta_{l-1} \delta_l} \cup L_{s, \delta_1}^{\delta_2 \cdots \delta_{k-1} \delta_k} \cup \left( L_{s, \delta_1}^{\delta_2 \cdots \delta_{k-1} \delta_k} \right),
\]

\[
\mathcal{L}(A) = \bigcup_{s \in I, t \in F} \left( L_{s, t}^{0 \cdots 0} \cup \bigcup_{1 \leq l \leq k} L_{s, \delta_1}^{\delta_2 \cdots \delta_k} \cdot L_{p_1, t}^{0 \cdots 0} \right).
\]

Resetting transition \( \delta_1 \) has to be done at least once, then the run can go back to it any number of times (4). The same holds for a run ending by \( \delta_k \), it has to be done once, and can come back to it, each time other allowed resetting transitions may be used or not (5). A run ending by \( \delta_l \) do not use \( \delta_k \) after the last passage, if any, through \( \delta_k \) (6).

All these equations start with (and use) signal regular expressions, and use their inductive operators. So, the set of signal languages accepted by one-clock signal automata is included in the set of signal languages described by regular expressions. From (1) and (7) comes:

**Lemma 2** The signal languages accepted by signal automata can be described by signal regular expressions and renaming.

### 5 Conclusion

**Theorem 3** The set of signal languages accepted by signal automata is equal to the set of signal languages described by signal regular expressions and renaming.

Renaming seems to be unavoidable as proved in the time-event model [Her99]. The emptiness of a language accepted by a signal automaton should also be investigated, as well as special composition or verification of specifications given in term of another signal automaton.
We believe that complexity and feasibility are not too different from the ones in the time-event context. We also believe that there is some algebraic context (like in [Asa98, ACM02]) and that infinite duration and zeno configurations can be approached with techniques as in [BP00].
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