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Bruno Escoffier*, Vangelis Th. Paschos*

Résumé


Mots-clefs : Algorithme on-line; Ensemble stable, Rapport de compétitivité

Abstract

In on-line computation, instance of the problem dealt is not entirely known from the beginning of the solution process, but it is revealed step-by-step. In this paper we deal with on-line independent set. On-line models studied until now for this problem suppose that the input graph is initially empty and revealed either vertex-by-vertex, or cluster-by-cluster. Here we present a new on-line model quite different to the ones already studied. It assumes that a superset of the final graph is initially present (in our case the complete graph on the order \( n \) of the final graph) and edges are progressively
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removed until the achievement of the final graph. Next, we revisit model introduced in [M. Demange, X. Paradon and V. Th. Paschos, On-line maximum-order induced hereditary subgraph problems, Proc. SOFSEM 2000—Theory and Practice of Informatics, LNCS 1963, pp. 326–334, 2000] and study relaxations assuming that some paying backtracking is allowed.
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1 Introduction

1.1 On-line computation

On-line algorithms have been introduced to tackle situations where problem’s solution is planned under uncertainty concerning the final instance of the problem dealt. This kind of situations appears frequently when we have to efficiently solve a problem in real time. In such situations we need to start problem’s resolution before the whole instance is completely known. They lead to what is called on-line combinatorial optimization problems. Models for such problems are usually based upon the following two constitutive hypotheses:

1. instance of the problem is revealed step-by-step;
2. decision makers make choices once a part of the instance is revealed, these choices being definite and irrevocable.

Starting from these hypotheses, one can built different models depending on how instance is precisely revealed and what are the rights of the decision maker (on-line algorithm) for constructing the final solution.

Since about twenty years, many combinatorial optimization problems have been studied in on-line versions. For example, [1] studies on-line models for TRAVELLING SALESMAN, [3, 9] study models for on-line MAX INDEPENDENT SET, etc. Also, an interesting survey about on-line combinatorial optimization problems can be found in [10]. In fact, what is easily understood from all these papers, is that on-line-computation is a natural extension of approximation theory.

Given an on-line problem $\Pi$, an on-line algorithm for $\Pi$ provides, for any instance $x$ (and following to the rules of the on-line model describing $\Pi$) a feasible solution $y$ for $x$. The quality of $y$ is measured by the so-called competitive ratio $\frac{m(x,y)}{\text{opt}(x)}$, where $m(x,y)$ is the value of $y$ and $\text{opt}(x)$ the value of the optimal off-line solution for $x$. We will say that an on-line algorithm $A$ guarantees competitive ratio $f(x)$, if $f$ is a function such that, for any instance $x$ of $\Pi$ the competitive ratio of solution $y$ computed by $A$
is better (greater than, or equal to, if we deal with a maximization problem, less than, or equal to, if the problem dealt is a minimization one) than \( f(x) \).

### 1.2 On-line models for MAX INDEPENDENT SET

Given a graph \( G(V,E) \), an independent set is a subset \( V' \subseteq V \) such that whenever \( \{v_i,v_j\} \subseteq V' \), \( v_i v_j \notin E \), and MAX INDEPENDENT SET consists in finding an independent set of maximum size. In weighted MAX INDEPENDENT SET we consider that vertices are provided with positive weights and the objective becomes to determine an independent set of maximum total weight.

For MAX INDEPENDENT SET, the most natural on-line model seems to be the following one: the initial graph is empty and vertices are revealed one-by-one; together with a "new" vertex all edges linking it with "old" ones are simultaneously revealed. Once a new vertex arrives an algorithm for this model has to decide if this vertex will be included in the solution under construction or not. Such a model is however quite restrictive since no on-line algorithm can guarantee competitive ratio better than \( 1/(n-1) \), where \( n \) is the order of the final graph (while any on-line algorithm trivially achieves this ratio). In [3] a relaxation of this model is proposed. There, instead vertex-by-vertex, \( G \) is revealed within \( t<n \) clusters. Any time a new cluster arrives all edges linking its vertices with the ones of the older clusters are also revealed. Any on-line algorithm has then to decide which among the vertices of this new cluster have to be integrated in the independent set under construction. It is proved there that, if \( t \) clusters are needed that the whole graph is revealed, there exists a polynomial time on-line algorithm achieving competitive ratio \( \Omega(\log n/\sqrt{t}) \). Two other kinds of relaxations of the basic model are studied in [9]. There, it is assumed that the algorithm can maintain a collection of \( n^k \) independent sets (for some constant \( k \)) and at the end of the game it can choose the best of the solutions maintained. Under this assumption a competitive ratio \( \Omega(\log n/n) \) is achieved. In the second model of [9], the algorithm is allowed to copy intermediate solutions and to extend the copied solutions in different ways. The so-obtained competitive ratio is, once again, \( \Omega(\log n/n) \).

Recall that the best known approximation ratios for MAX INDEPENDENT SET and WEIGHTED MAX INDEPENDENT SET are:

- (asymptotical) \( k/\Delta \) [4] and \( 3/(\Delta + 2) \) [7], respectively,
- \( \Omega(\log^2 n/n) \) [8] (for both versions),
- \( \min\{\Omega(\log n/\Delta \log \log n), n^{-4/5}\} \) [5] (for both versions also).

In this paper we first study (Section 2) the following on-line MAX INDEPENDENT SET-model: the initial graph is a clique on \( n \) vertices and in each step some (one or more) of its edges are removed; any time edges are removed, the on-line algorithm is allowed to add to the independent set under construction vertices adjacent to some of these edges.
Next, in Section 3, we revisit the on-line model already studied in [3] and we relax it by ignoring irrevocability requirement, assuming instead that any time a decision is changed, this change is charged by some non-negative cost. Note that, relaxations dealing with decisions irrevocability also appears in [9], where algorithm is allowed to maintain at each step several solutions in order to finally return the best among them.

In what follows, we denote by \( n \) the order of the input-graph \( G \), by \( \Delta \) its maximum degree and by \( \alpha(G) \) the cardinality of a maximum independent set for \( G \) (commonly called stability or independence number [2]).

# 2 On-line edge removal

As we have already mentioned, the model studied in this section consists of starting from a complete graph on \( n \) vertices (this is also the order of the final graph) and of supposing that edges disappear step-by-step; at each step, one or more edges are removed. Upon the removal of a set of edges, algorithm has to irrevocably decide which of the vertices adjacent to them are included to the independent set under construction.

We first suppose that the number of steps (iterations) needed that the final graph is fixed is not known in advance to the algorithm (section 2.1). In this case we propose a natural greedy on-line algorithm and show that it is strongly competitive. Next, we suppose that number of iterations needed for fixing the final graph is known in advance. For this case, we devise an on-line algorithm achieving non-trivial competitive ratio in particular when the final graph is fixed within a small number of iterations. For any of the cases dealt we also prove upper bounds to the corresponding competitive ratios.

## 2.1 The number of iterations is not known in advance

Denote by \( GA \), the natural greedy MAX INDEPENDENT SET algorithm (see, for example, [11] for more details about its approximability). The on-line algorithm considered here is the following, denoted by \( OLGA \):

- at step \( i \), determine the subgraph \( H_i \) induced by the vertices that are adjacent to the edges just removed but non-adjacent to the vertices already included in the independent set \( S \) under construction;
- compute \( GA(H_i) \);
- solution at step \( i \) becomes \( S = S \cup GA(H_i) \).

**Proposition 1** Competitive ratio achieved by \( OLGA \) is bounded below by \( 2/(n - 1) \), if the parameter dealt for the analysis is the order \( n \) of the input graph, or \( 1/\Delta \), if the parameter dealt is the maximum graph-degree \( \Delta \).
Proof. Assume first that the parameter for the analysis of competitiveness is $n$. We distinguish two cases, namely, $\alpha(G) = n$ and $\alpha(G) < n$. For the former one, the final graph is simply a set of isolated vertices and there $\text{OLGA}$ trivially determines an independent set of cardinality $n$, achieving so a competitive ratio $1 > 2/(n - 1)$. For the latter case, obviously the final graph contains at least one edge; so, $\alpha(G) \leq n - 1$. Here, $\text{OLGA}$ will determine an independent set containing at least the endpoints of a removed edge, i.e., an independent set of cardinality at least 2. The claimed ratio is so proved.

Assume now that the parameter for the analysis of competitiveness is $\Delta$ and note that $\text{OLGA}$ always computes an independent set maximal for the inclusion. Such an independent set $S$ always garanties $|S|/\alpha(G) \geq 1/\Delta$ [11].

Theorem 1 No on-line algorithm can achieve competitive ratio strictly greater than $2/(n - 1)$ or $1/\Delta$ (under the on-line model assumed) for MAX INDEPENDENT SET.

Proof. Denote by $A$ an on-line algorithm for MAX INDEPENDENT SET constructing an independent set $S$ and run it in the following instance:

- during the first iteration, edge $(v_1, v_2)$ is removed;
- if $A$ does not choose any of $v_1$ or $v_2$, game is over;
- otherwise, $A$ has chosen at least one among $v_1$ and $v_2$, say $v_1$;
- then, the second iteration consists of removing all edges in the subgraph of $G$ induced by vertex-set $\{v_2, \ldots, v_n\}$.

In the case where $A$ has not made any choice among $v_1$ and $v_2$, we have $|S| = 0$ and $\alpha(G) = 2$. In the case where at least $v_1$ has been introduced in $S$, no vertex in $\{v_3, \ldots, v_n\}$ can complete it (since all these vertices are linked to $v_1$). Hence, $|S| \leq 2$, while maximum independent set is $\{v_2, \ldots, v_n\}$ of cardinality $n - 1$. In both cases, $|S|/\alpha(G) \leq 2/(n - 1)$, and the proof of the first statement of the theorem.

Fix now a $\Delta > 2$. We will build a graph $G$ of maximum degree $\Delta$ and of order $n = k(\Delta + 1)$ (for any $k \geq 2$). Group the $n$ vertices $v_1, v_2, \ldots, v_n$ in $k$ groups of $\Delta + 1$ vertices per group (assuming that $v_1, v_2, \ldots, v_{\Delta+1}$ are put in the first group, ..., $v(k-1)(\Delta+1)+1, \ldots, v_k(\Delta+1)$ are in the $k$th (last) group).

First iteration consists of removing all edges linking two vertices lying to two distinct groups. We so obtain a non-connected graph on $k$ connected components $G_1, G_2, \ldots, G_k$ each of these components been a complete subgraph on $\Delta + 1$ vertices. Here $A$ can choose at most one vertex per graph $G_i$, $i = 1, \ldots, k$ to add it in $S$. Suppose that it chooses a vertex in each of the graphs $G_1, G_2, \ldots, G_l$, $0 \leq l \leq k$, and no vertex in the rest of the components. In the second and last iteration we remove in $G_1, \ldots, G_l$ any edge non-incident to the vertex chosen by $A$. The form of the graph is as shown in figure 1, assuming $\Delta = 5$, $k = 5$, $l = 3$, as well as that white vertices have been added in $S$. 223
In this case, no vertex can be added in $S$, since all vertices incident to the edges just removed are linked to the vertex added previously; hence, $|S| = l$. On the other hand, there exists an independent set $S^*$ with $|S^*| = l\Delta + (k - l)$ in $G$ containing

- the $\Delta$ vertices linked to the vertex chosen by $A$ in any of $G_1, G_2, \ldots, G_l$ and
- one vertex per graph $G_{l+1}, \ldots, G_k$.

So, $|S|/\alpha(G) \leq l/(l\Delta + k - l) \leq 1/\Delta$, which completes the proof of the second statement and of the theorem. \( \square \)

Proposition 1 and Theorem 1 immediately conclude the following corollary.

**Corollary 1** Algorithm $\text{OLGA}$ is optimally competitive for MAX INDEPENDENT SET (under the model dealt).

With very similar arguments the following upper bounds can be proved for the case where the final graph is connected.

**Theorem 2** Assuming that the final graph is connected,

- no on-line algorithm can achieve competitive ratio better than $2/(n - 2)$, for any graph of order $n \geq 4$;
- no on-line algorithm can achieve competitive ratio better than $1/(\Delta - 1)$.

Furthermore, one can easily prove that $\text{OLGA}$ achieves competitive ratios $2/(n - 2)$ and $1/\Delta$ on connected graphs, but not $1/(\Delta - 1)$.

### 2.2 The number of iterations is known in advance

We assume in this section that number of steps, denoted by $t$, needed for revealing the graph is known in advance, i.e., it is, in some sense, part of the instance of the on-line MAX INDEPENDENT SET. We also use the following notations: $G_i$ denotes the graph at the end of iteration $i$; hence, $G_t = G$ and, since in any iteration we remove some edges, $G$ is a partial subgraph of $G_i$ for any $i \leq t$; $I^i$ denotes the set of vertices adjacent to the set of edges removed during iteration $i$, i.e., the set of vertices that can be added to the solution under construction in iteration $i$. Moreover, if $V'$ is a subset of the vertex-set $V$
of $G$, $G_i[V']$ denotes the subgraph of $G_i$ induced by $V'$. For example, $G_i[I^1]$ corresponds to the subgraph of $G_t = G$ induced by the vertices one could add in the solution during the first iteration.

Let us consider, for example, figure 2. The final graph contains 5 vertices \{1, 2, \ldots, 5\} and is revealed in three steps. During first iteration, edges (1,4) and (2,3) disappear; so, $I^1 = \{1,2,3,4\}$. During second iteration edges (2,5) and (3,4) are further removed, and $I^2 = \{2,3,4,5\}$. Finally, during third (last) iteration, edges (1,3) is also removed; hence, $I^3 = \{1,3\}$. In figure 3, graphs $G_1[I^1]$, $G_2[I^1]$, and $G_3[I^2]$ are illustrated.

**Fig. 2 – The three steps for revealing $G$.**

**Fig. 3 – Graphs $G_1[I^1]$, $G_2[I^1]$, and $G_3[I^2]$**

The following lemma gives an upper bound for $\alpha(G)$ linking it to quantities $\alpha(G_i[I^i])$.

**Lemma 1** \(\alpha(G) \leq \sum_{i=1}^{t} \alpha(G_i[I^i]), \) and this independently on the way $G$ is revealed.

**Proof.** Let $J^i$ be the subset of $I^i$ that does not belong to any $I^k$, $k > i$; $J^i$ corresponds to the vertices that one can choose to put in the solution for last time during iteration $i$ (obviously, $J^i$ can be empty). For example, in figure 2, $J^1 = \emptyset$, $J^2 = \{2,4,5\}$ and $J^3 = \{1,3\}$.

Let $S^*$ be a maximum independent set of $G$. Remark that vertices of $G$ that do not belong to any $J^i$ are exactly those that are not adjacent to any edge removed; hence they are linked to any other vertex of $G$ and, consequently, they cannot belong to $S^*$. So, sets $S^* \cap J^i$, $1 \leq i \leq t$ form a partition on $S^*$ (note that some of these sets may be empty).
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On the other hand, set \( S^* \cap J^i \) is an independent set of \( G \) and is included in \( I^i \) (because \( J^i \subset I^i \)). Note also that an independent set of \( G \) included in \( I^i \) is not mandatorily an independent set of \( G_i[I^i] \). In fact, no reason forbids that edges linking two vertices of \( I^i \) are removed during an iteration subsequent to iteration \( i \); for example, in figure 2, set \( \{1,3\} \) is an independent set of \( G \) but not of \( G_i[I^i] \). We so obtain: \( \alpha(G) = |S^*| = \sum_{i=1}^t |S^* \cap J^i| \leq \sum_{i=1}^t \alpha(G_i[I^i]) \), qed. □

Consider now the following algorithm for on-line MAX INDEPENDENT SET, denoted by \( \text{OLTA} \) calling as subroutine an approximation MAX INDEPENDENT SET-algorithm \( \text{AA} \) achieving approximation ratio \( \rho(n) \) (\( r(n,t) \) is a threshold to be precised later and \( \rho(n) \) decreases with \( n \)):

- set \( i = 1 \);
- while \( |\text{AA}(G_i[I^i])| < r(n,t) \) and \( i < t \), set \( i = i + 1 \);
- output \( S = \text{AA}(G_i[I^i]) \).

**Theorem 3** Algorithm \( \text{OLTA} \) achieves competitive ratio \( \sqrt{\rho(n)/nt} \) for on-line MAX INDEPENDENT SET (under the model considered). Moreover, it is polynomial if \( A \) is so.

**Proof.** If \( \text{OLTA} \) outputs a solution before iteration \( t \), then the size of this solution is \( |\text{AA}(G_i[I^i])| \geq r(n,t) \) and the competitive ratio thus achieved is at least

\[
\frac{r(n,t)}{\alpha(G)} \geq \frac{r(n,t)}{n} \tag{1}
\]

Otherwise, for all \( i \in \{1,2,\cdots,t\} \),

\[
|\text{AA}(G_i[I^i])| < r(n,t) \tag{2}
\]

Since \( \text{AA} \) is assumed to guarantee approximation ratio \( \rho \),

\[
\frac{|\text{AA}(G_i[I^i])|}{\alpha(G_i[I^i])} \geq \rho(|I^i|) \geq \rho(n) \tag{3}
\]

Using (2), (3) and Lemma 1, we get:

\[
\alpha(G) \leq \sum_{i=1}^t \alpha(G_i[I^i]) \leq \sum_{i=1}^t \frac{|\text{AA}(G_i[I^i])|}{\rho(n)} \leq \sum_{i=1}^t \frac{r(n,t)}{\rho(n)} = \frac{r(n,t)t}{\rho(n)}
\]

and consequently,

\[
\frac{|\text{OLTA}(G)|}{\alpha(G)} \geq \frac{1}{\alpha(G)} \geq \frac{\rho(n)}{r(n,t)t} \tag{4}
\]
Ratio in (1) is increasing with \( r(n,t) \), while the one in (4) is decreasing with \( r(n,t) \). Equality of them holds for \( r(n,t) = \sqrt{\frac{n\rho(n)}{t}} \) and, in this case, ratio achieved is as claimed.

**Corollary 2** Dealing with an optimal off-line algorithm \( AA \), competitive ratio implied by Theorem 3 is \( 1/\sqrt{nt} \). If, on the other hand, \( AA \) is the polynomial time approximation algorithm of [8], then the competitive ratio achieved by \( OLTA \) is bounded below by \( \Omega(\log n/(n\sqrt{t})) \). In particular, when \( t \) is fixed, then this ratio is \( \Omega(\log n/n) \).

**Theorem 4** No on-line algorithm can achieve, for the on-line MAX INDEPENDENT SET-model considered, competitive ratio strictly better than \( 1/(\sqrt{n}/2 - 1) \) (for \( n \geq 3 \)), even if \( t = 2 \).

**Proof.** Consider an on-line algorithm \( A \), an integer \( n \geq 3 \) and set \( p = \lfloor \sqrt{2n} \rfloor \) \( (p < n) \). Assume that first step of graph revealing consists of removing edges in such a way that set \( V' = \{v_1,v_2,\ldots,v_p\} \) becomes an independent set; assume also that only such edges are removed during this first step. For the second step we distinguish the two following cases:

1. if, during first iteration, \( A \) has chosen at least a vertex (vertices chosen belong to \( V' \)), then, in the second step, we remove all edges non-incident to any vertex in \( V' \); in such a case \( A \) cannot extend independent set previously constructed while there exists in \( G \) an independent set of size \( n - p \) composed by all vertices in \( V \setminus V' \); so, competitive ratio of \( A \) is, in this case, at most \( p/n - p \);

2. otherwise, in second step we remove only one edge, say \((v_1,v)\), where \( v \) can be any vertex not in \( V' \); in this case, the independent set built by \( A \) contains at most two vertices \((v_1\text{ and } v)\), while set \( V' \cup \{v\} \) is an independent set for \( G \) of size \( p + 1 \); consequently, the competitive ratio achieved by \( A \) is at most \( 2/(p + 1) \).

Combination of the ratios of Cases 1 and 2, together with the fact that \( p \leq \sqrt{2n} \leq p + 1 \), results in a competitive ratio for \( A \) bounded above by \( 1/(\sqrt{n}/2 - 1) \).

### 3 Relaxed models and charges

As we have already mentioned, we study in this section two further relaxations of the on-line model introduced in [3]. Recall that in this model:

- graph is revealed by clusters;
- an on-line algorithm builds its solution irrevocably choosing at each iteration which among vertices of the cluster just arrived will be included in the solution under construction.
Relaxations considered for this model are based upon weakening constraints of irrevocability. We will assume that algorithm can, during iteration $i$, includes in the solution also vertices revealed during iterations $j < i$. Such a relaxation can, of course, be very weak (permissive) since, if no additional assumption is made, algorithm can wait until the whole of graph is revealed before making any choice of the solution; in this case, on-line MAX INDEPENDENT SET-model becomes the classical off-line MAX INDEPENDENT SET. To avoid such situation, we introduce charges penalizing freedom: delayed choice of a vertex will be charged in such a way that its contribution in the final independent set will be smaller than 1; furthermore, the later a vertex chosen, the smaller its contribution in the final solution. More precisely, we will assume that if a vertex revealed during iteration $j$, is included in the solution during iteration $i \geq j$, then its real value in this solution is $1/k^{i-j}$ (where $k > 1$ is a real number). Under this assumption, one can consider that, in iteration $i$, algorithm has to run on a vertex-weighted graph, where weights are as follows:

- vertices just arrived (i.e., arrived in iteration $i$) receive weight 1;
- vertices arrived in iteration $i - 1$ are weighted by $1/k$;
- ... 
- vertices arrived in iteration 1 are weighted by $1/k^{i-1}$

Following this model, the real objective for an on-line algorithm $A$ is to compute not really a maximum-size independent set but rather a maximum-weight one. The competitive ratio associated with this model is $\text{val}_A(S')/\alpha(G)$, where $S'$ is the independent set computed by $A$ and $\text{val}_A(S')$ its total weight.

In Section 3.1 we will assume that inclusion of a vertex in the solution under construction is irrevocable. Next, in Section 3.2, we further relax our model assuming that algorithm can backtrack, i.e., that it can even remove from current solution a vertex previously introduced. Note that charge-system makes that even this further relaxation remains interesting to be studied. Note finally that analogous charging-models can be assumed for the on-line model of Section 2. As it is shown in [6], results obtained are completely similar.

In what follows, we denote by $t$ the number of steps needed that the final graph is fixed, by $n$ the order of the final graph $G$, by $G_i$ the $i$th cluster, by $n_i$ the order of $G_i$ and by $H_i$ the part of $G$ known at step $i$, i.e., the subgraph of $G$ induced by vertices arrived during steps $1, \ldots, i$ ($H_t = G$). If $A$ is an on-line algorithm, then $A(H_i)$ will denote the solution built by $A$ up to $i$th iteration.

### 3.1 First irreversibility relaxation

As previously in Section 2.2, we will use a threshold algorithm. Such a use is due to the “blindness” of the algorithm entailed by the fact that choices are irrevocable, at least dealing with inclusions of vertices in the solution. This means that, once on-line
algorithm A makes a choice, this choice can be fatal since the way the rest of the graph is revealed can forbid it from making any other extension of the solution it is constructing.

We have already mentioned that the charge-system we have considered, makes that the graph where A works can be assumed weighted as it has been described just previously. Consider then an off-line algorithm A solving (the off-line version of) WEIGHTED MAX INDEPENDENT SET and the following on-line algorithm, denoted by WOLTA, where threshold \( r(n,t,k) \) will be precisely specified later:

- set \( i = 1 \);
- while \( i \leq t \) and \( \text{val}(A(H_i)) < r(n,t,k) \), set \( i = i + 1 \);
- if \( i \leq t \) output \( A(H_i) \), else output a vertex of \( G_t \).

**Proposition 2** If A achieves approximation ratio \( \rho(n) \) for WEIGHTED MAX INDEPENDENT SET, then WOLTA achieves (under the model assumed) competitive ratio bounded below by

\[
\sqrt{\frac{\rho(n)}{n(t - \frac{t-1}{k})}}
\]

**Proof.** If WOLTA outputs a solution before iteration \( t \) of graph revealing, then it guarantees competitive ratio

\[
\frac{\text{val}(\text{WOLTA}(G))}{\alpha(G)} \geq \frac{r(n,t,k)}{n}
\]

Otherwise, for any iteration, \( \text{val}(\text{WOLTA}(H_i)) \leq r(n,t,k) \). Since A guarantees approximation ratio \( \rho(n) \),

\[
\frac{\text{val}(A(H_i))}{\alpha_w(H_i)} \geq \rho(|H_i|) \geq \rho(n)
\]

where \( \alpha_w(H_i) \) denotes the weighted stability number (i.e., the cardinality of a maximum-weight independent set) of \( H_i \).

Let \( S^* \) be a maximum independent set of \( G \) \(|S^*| = \alpha(G)\) and consider integer sequence \( a_i = |S^* \cap V(G_i)| \); obviously, \( S^* \cap V(H_i) \) is an independent set of \( H_i \), i.e., a feasible solution of WEIGHTED MAX INDEPENDENT SET on \( H_i \). The value of this solution is at most the optimal one, i.e., \( a_i + (a_{i-1}/k) + \ldots + (a_1/k^{i-1}) \leq \alpha_w(H_i) \). We so get, for all \( i \):

\[
r(n,t,k) \geq \text{val}(A(H_i)) \geq \rho(n)\alpha_w(H_i) \\
\geq \rho(n)\left(a_i + \frac{a_{i-1}}{k} + \ldots + \frac{a_1}{k^{i-1}}\right)
\]

\[
a_i + \frac{a_{i-1}}{k} + \ldots + \frac{a_1}{k^{i-1}} \leq \frac{r(n,t,k)}{\rho(n)}
\]
From inequalities of (7) we can show that:

$$\alpha(G) = a_t + a_{t-1} + \ldots + a_1 \leq \left( t - \frac{t - 1}{k} \right) \frac{r(n,t,k)}{\rho(n)}$$  \hfill (8)

(the proof of (8) is given just after the end of the current proof). Using (6), we get from (8) a competitive ratio:

$$\frac{\text{val} (\text{WOLTA}(G))}{\alpha(G)} \geq \frac{\rho(n)}{(t - \frac{t - 1}{k}) r(n,t,k)}$$ \hfill (9)

Ratio given by 5 is increasing with $r(n,t,k)$, while the one given by 9 is decreasing with $r(n,t,k)$. Equality of both ratios holds for

$$r(n,t,k) = \sqrt{\frac{n \rho(n)}{t - \frac{t - 1}{k}}}$$

In this case, the competitive ratio achieved by WOLTA is as claimed.

We now prove inequality in (8). Using (7), we will show that $\forall j \in \{0, 1, \ldots, t - 1\}$:

$$a_t + a_{t-1} + \ldots + a_{j+1} + a_j \left( \frac{1}{k} + 1 - \frac{1}{k^2} \right) + \ldots + a_1 \left( \frac{1}{k^j} + \frac{1 - \frac{1}{k}}{k} + \frac{1}{k^{j-1}} \right) \leq \left( t - j - \frac{t - j - 1}{k} \right) \frac{r(n,t,k)}{\rho(n)}$$ \hfill (10)

Inequality in (10) is true for $j = t - 1$; it is indeed inequality of (7) taking $i = t$. Suppose (10) true for $j > 0$; take also (7) for $i = j$ and multiply it by $1 - 1/k$; sum the result of the operation on (7) with (10). Then,

$$a_t + a_{t-1} + \ldots + a_{i+1} + a_i \left( \frac{1}{k} + 1 - \frac{1}{k^2} \right) + \ldots + a_1 \left( \frac{1}{k^j} + \frac{1 - \frac{1}{k}}{k} + \frac{1}{k^{j-1}} \right) \leq \frac{r(n,t,k)}{\rho(n)} \left( t - j - \frac{t - j - 1}{k} + 1 - \frac{1}{k} \right)$$

that is exactly (10) in range $j - 1$; this inequality is true for any $j$. We get (8) taking $j = 0$ and the proof is complete. Note that competitive ratio obtained in Proposition 2 is slightly better than ratio $\sqrt{\rho(n)/(nt)}$ obtained (without any relaxation) in [3]. However, both ratios remain of the same order.

Remark also that algorithm consisting of waiting until the whole of graph is revealed before running \text{A} on it, trivially guarantees competitive ratio $\rho(n)/kt$ since vertex-weights are at least equal to $1/kt$. Since $n$, $k$ and $t$ are known in advance, one has
just, before running any algorithm, to compute values of $\rho(n)/k^{t-1}$ and of the ratio claimed by Proposition 2 and to run the algorithm associated to the best of these two values. Consequently, the following corollary holds and concludes the section.

**Corollary 3** If $A$ is an off-line approximation algorithm for WEIGHTED MAX INDEPENDENT SET, achieving approximation ratio $\rho(n)$, then there exist an on-line algorithm for the model considered achieving competitive ratio at least

$$\max \left\{ \frac{\rho(n)}{k^{t-1}}, \sqrt{\frac{\rho(n)}{n(t - \frac{t-1}{k})}} \right\}$$

### 3.2 Further relaxation

In Section 3.1, we have relaxed irrevocability, allowing the algorithm to enter in the solution it constructs vertices arrived during previous iterations. In this section, we further can also remove from the current solution vertices entered it during former iterations. The charge-system considered here remains the same as in Section 3.1. In what follows, we still use notations introduced previously.

Consider the following algorithm, denoted by BOLA and using an off-line algorithm $A$ solving WEIGHTED MAX INDEPENDENT SET:

- set $r = 0$;
- for $i = 1$ to $t$: if $r < val(A(H_i))$, then set: $S = A(H_i)$, $r = val(A(H_i))$ and $i = i + 1$;
- output $S$.

In fact the work of BOLA amounts in determining an independent set for any $H_i$ and in returning the best among them, i.e.,

$$val(BOLA(G)) = \max \left\{ \frac{val(A(H_1))}{\alpha(G)}, \ldots, \frac{val(A(H_t))}{\alpha(G)} \right\}$$

Let $S^*$ be a maximum independent set of $G$. Set $a_i = |S^* \cap V(G_i)|$ and let $b_i$ be the value of $S^* \cap V(H_i)$ in the weighted graph $H_i$; then, $b_i = a_i + (a_{i-1}/k) + (a_{i-2}/k^2) + \ldots + (a_1/k^{i-1})$.

**Theorem 5** If $A$ achieves approximation ratio $\rho(n)$ for WEIGHTED MAX INDEPENDENT SET, then BOLA achieves competitive ratio $\rho(n)/(t - ((t-1)k))$.

**Proof.** For any $i \in \{1, 2, \ldots, t\}$:

$$\frac{val(A(H_i))}{\alpha_w(H_i)} \geq \rho(|H_i|) \geq \rho(n) \quad (11)$$

Obviously, $S^* \cap V(H_i)$ is a feasible solution of WEIGHTED MAX INDEPENDENT SET on $H_i$; so:

$$\alpha_w(H_i) \geq val(S^* \cap V(H_i)) = b_i \quad (12)$$
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Using (11) and (12) and the way final solution is built by BOLA, we get:

$$\text{val}(\text{BOLA}(G)) \geq \text{val}(A(H_i)) \geq \rho(n)b_i = \rho(n)\left(a_t + \frac{a_{i-1}}{k} + \ldots + \frac{a_1}{k^{i-1}}\right)$$  \hspace{1cm} (13)

Using (13) and the same arguments as for the proof of inequality in (8), one immediately reaches:

$$\left(1 - \frac{t - 1}{k}\right)\text{val}(\text{BOLA}(G)) \geq \rho(n)(a_1 + a_2 + \ldots + a_t) = \rho(n)\alpha(G)$$

that directly deduces the result claimed. \[\Box\]

From Theorem 5, one easily sees that relaxation admitted in this section improves largely result of Proposition 2. For instance, if \(t\) is a fixed constant, BOLA reaches, despite of charges, competitive ratio of the same order as the approximation ratio of the off-line algorithm \(A\) that uses as a sub-routine.

**Proposition 3** If \(n \geq t(t + 1)/2\), then no on-line algorithm can achieve competitive ratio (for the model dealt) better than \(1/t(1 - (1/k))\).

**Proof.** Let \(A\) be any on-line algorithm. Consider the following way of revealing \(G\):

- in first iteration, one reveals a clique on \(t\) vertices, in the second one a clique of size \(t - 1\) and so on until the \((t - 1)\)th iteration where a clique of size 2 is revealed; the \(t\)th cluster will be a clique on the \(n - (t(t - 1)/2)\) remaining vertices;
- in iteration \(i\), we link vertices of \(A(H_{i-1})\) (i.e., the ones chosen by \(A\) in iteration \(i - 1\)) to all of the vertices of the clique revealed in step \(i\).

We show that, in any iteration, \(\text{val}(A(H_i)) \leq 1 + 1/k + \ldots + 1/k^{t-1}\). Indeed, \(A(H_i)\) contains at most one vertex in any cluster since these clusters are cliques. Furthermore, upon the arrival of cluster \(i\) any vertex in \(A(H_{i-1})\) is linked with \(V(G_i)\). So, if \(A\) chooses a vertex in \(V(G_i)\), then \(A(H_{i-1}) \cap A(H_i) = \emptyset\). Since vertices of \(j\)th cluster have weight \(1/k^{i-j}\), we deduce the relation claimed. So,

$$\text{val}(A(G)) \leq 1 + \frac{1}{k} + \ldots + \frac{1}{k^{t-1}} \leq \frac{1}{1 - 1/k}$$  \hspace{1cm} (14)

Now, it suffices to note that

$$\alpha(G) = t$$  \hspace{1cm} (15)

Indeed, cluster (clique) arrived in iteration \(i\) has size \(t + 1 - i\) and we link at most one vertex of cluster \(i\) to any vertex of clusters \(j > i\). So, in any cluster, there exists at least a vertex \(v\) not linked to vertices of the subsequent clusters. The set of all these vertices \(v\) forms an independent set of cardinality \(t\) and (15) is true. Combining (14) and (15) we get: \(\text{val}(A(G))/\alpha(G) \leq 1/t(1 - (1/k))\), qed. \[\Box\]
From Theorem 5 and Proposition 3, one can see that BOLA, although simple is quite competitive since, considering an optimal off-line algorithm instead of A, its competitive ratio becomes \( 1/(t(1 - (1/k)) + 1/k) \) that is very close to upper bound given by Proposition 3.

4 Conclusion

We have presented new models for on-line MAX INDEPENDENT SET. In addition to results themselves, methods used are interesting per se since they exhibit how on-line computation can be seen as extension of polynomial approximation theory. In particular,

- algorithms devised are, for the most of them, very competitive, since their competitive ratios match upper bounds provided for the models dealt;
- competitive analyses take advantage of existing approximation results and hence, they can be seen as reductions from approximation to on-line framework.

Two major open directions that studies as the ones of the paper address are: first, the development of opposite-sense reductions, i.e. reductions from the on-line to the approximation framework and, second, development of reductions between on-line models for the same or, mainly, for distinct combinatorial optimization problems.
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