Abstract- The problem of scheduling a parallel program given by a Directed Acyclic Graph (DAG) of tasks is a well-studied area. We present a new approach which employs Differential Evolution to numerically optimize the priorities of tasks. Our algorithm starts with a number of acceptable solutions, results of different heuristics, and merges them to achieve better one in a small number of function evaluations. The algorithm outperforms both a number of greedy heuristics and a classical genetic algorithm on the most of the program graphs considered in our experiments.

1 Introduction

Parallel computing seems to be the only feasible solution for delivering the computational power required by many research and industry projects. However, employing a parallel computer instead of a sequential one results in a number of new challenges. Mapping individual tasks to the available resources and scheduling the order of execution is one of the hardest issues. At the same time it is crucial for obtaining the optimum performance of the system.

In general, a parallel program can be divided into individual tasks. Some tasks cannot be computed until they have received input data, which can be the result of another tasks. Such inter-task dependencies lead naturally to the construction of a DAG of a program. The problem of DAG scheduling can be defined as the problem of assignment of tasks to processors and ordering them with the aim of minimizing the execution time (makespan) of the whole program. This problem, except some bounded conditions, is NP-hard [4].

There were many attempts [6] to use global search meta-heuristics, such as genetic algorithms (GA), simulated annealing, tabu search, ant colonies, immune systems, or cellular automata for the problem of DAG scheduling (see [10] for an overview). Generally, such methods can be applied in one of the following ways:

- **preprocessing**, which modifies the DAG, such as clustering [5][3] of individual tasks into groups. Sometimes those algorithms also perform allocation or scheduling;
- **allocation** [8], that is decision making at which processor each task should be executed. Given the allocation, a schedule for each processor is produced by a list scheduling algorithm;
- **ordering** [1][2], i.e. determining the order in which the tasks will be executed. The allocation depends on a list scheduling algorithm;
- **ordering and allocation**[10].

Because the preprocessing modifies the DAG, it is out of the scope of this paper. List scheduling algorithms used by the algorithms in the second and the third approaches will be described later in this paper.

There were many previous contributions on optimizing allocations, which seems to be the simplest approach to solve the DAG scheduling problem. In this case there are no unfeasible solutions. However, a typically used solution encoding (e.g. in a GA the value of \( k \)th gene represents a processor where \( k \)th task is executed) could result in an increased complexity of the algorithm. In the case of a GA and a 2 processor system, we obtain the typical, binary-encoded chromosomes. Unfortunately, if the number of processors increases, we are leaving the well-explored area, which in turn makes some previously suggested approaches less effective.

The optimization of the ordering was covered briefly in the literature. One can look at this problem either as an optimal ordering problem, and apply techniques similar to those used in traveling salesman problem, or as a numerical optimization of values of priorities of tasks. In later case the priorities lead to the ordering. The second approach seems to be an interesting solution, as some degree of “fuzziness” can be introduced. Think of a typical crossover operator in a GA and two individuals \( I_1 \) and \( I_2 \) which encode a different order of tasks \( t_1 \) and \( t_2 \). In ordering-like encoding, a child would have, randomly, either \( t_1 \) or \( t_2 \) executed first. In the numerical encoding, the difference between the priorities of \( t_3 \) and \( t_2 \) expresses the “degree of certitude”, i.e. how certain is the individual that e.g. \( t_1 \) should be executed before \( t_2 \). If \( I_1 \) is “sure” that \( t_1 \) should be executed before \( t_2 \) (the difference between the priorities is significant), and \( I_2 \) is “uncertain” of the opposite (the difference is insignificant), the child would most probably have \( t_1 \) executed before \( t_2 \). On the other
hand, if both \( I_1 \) and \( I_2 \) are “sure” of their orderings, the child should be “uncertain” of the resulting ordering. To our best knowledge the numerical optimization of priorities was used only in [1] [2], where a simple GA was used to evolve integer-encoded chromosomes. In this approach the value of \( k \)th gene gives the priority of \( k \)th task. The typical one-point crossover and re-initializing mutation are utilized as genetic operators.

The forth approach, optimizing both the ordering and the allocation, can potentially lead to the best results, as it gives the greatest “freedom” to the global optimization method. There is no greedy algorithm which could “spoil” its solutions. On the other hand, the search space is very large, hence those algorithms are expected to be rather costly. In [10] an optimal solution to scheduling DAGs with less than 30 nodes required 600–1600 generations of a GA with population size 400.

Our algorithm applies the concept of the Differential Evolution (DE) [7] to optimize the priorities of tasks. By employing a numerical optimization technique it is able to explore inter-tasks dependencies at the level much finer (i.e. fuzzy-like) than the optimal ordering approaches. By means of the DE, an optimization scheme acting on real-valued chromosomes, the genetic operators act very close to the problem domain, therefore they search through the space of possible solutions efficiently. In addition, the algorithm starts with a number of “acceptable” solutions, which are results of different greedy heuristics, allowing the search process to start in “promising” regions.

The rest of this paper is organized as follows. Section 2 contains a detailed description of the scheduling problem which we consider in this paper. In Section 3 we present a generic framework of a typical list scheduler algorithm which is the base for our approach. Section 4 contains a brief introduction to the Differential Evolution. Section 5 presents the Differential Scheduler – our scheduling algorithm. Results of conducted experiments are described in Section 6. Last section concludes the paper and presents directions for future work.

2 DAG Scheduling Problem

The system architecture on which the program is scheduled is given by a system graph, \( G_s = (P, E_s) \) (Figure 1 a). The set \( P = \{p\} \) of \( M = |P| \) nodes represents the processing units (which can be individual physical processors, workstations, or clusters), later called processors. The edges \( E_s \) represent the connections between processors. The distance \( dist(p_i, p_j) \) between two processors \( p_i \) and \( p_j \) is the length of the shortest path (the one which contains the minimal number of edges) between the nodes \( p_i \) and \( p_j \) in the graph \( G_s \). We assume fully heterogeneous model with unrelated processors. The time needed for computing the \( i \)th task \( (w_i^m) \) depends both on the task \( t_i \) and the processor \( p_m \).

The parallel program to be scheduled is represented by a DAG, \( G_p = (T, E_p) \), where \( T = \{t\} \) is a set of \( N = |T| \) nodes which represent individual, indivisible tasks of the program (Figure 1 b). \( E_p = \{e_{i,j}\} \) is the set of edges which represents dependencies and communication between tasks. If the tasks \( t_i \) and \( t_j \) are connected by an edge \( e_{i,j} \), the task \( t_j \) cannot start until \( t_i \) completes and the data (the result of task \( t_i \)) is received. During the execution of the program a task \( t_j \) is called a ready task, if all such \( t_i \) are completed. By \( succ(t_i) \) we denote the set of immediate successors of \( t_i \), similarly \( pred(t_i) \) is the set of immediate predecessors of \( t_i \). The weight of an edge \( e_{i,j} \) defines the time necessary to send the data from the task \( t_i \) to \( t_j \) when those two tasks execute on neighboring processors. If those tasks execute on the same processor \( p \) we assume that the time \( e_{i,j}^p \) needed for the communication is zero. Otherwise, the time \( e_{i,j}^p \) needed for communication is a product of the edge’s weight and the distance between processors: \( e_{i,j}^p = e_{i,j} \times dist(p_p, p_q) \).

An important parameter of a parallel program is the mean Communication to Computation Ratio (CCR). It can be defined as the average of weights of edges divided by the average of tasks’ computation times.

We assume no task duplication. Each task must be executed on exactly one processor. The tasks are not preemptive, i.e. once the execution of a task has started, it cannot be interrupted until it completes.

The DAG scheduling problem we consider in this paper is the minimization of the total execution time (the makespan) of the program taking into account the constraints defined by the DAG and the communication costs resulting from the system architecture and non-zero weights of the edges.

3 List Schedulers for Heterogeneous Model

List scheduling is one of the most popular heuristic approaches to the problem of DAG scheduling. One can divide a typical list scheduler algorithm (such as HEFT [9]) into two steps: priority computation heuristic (sometimes referred as a policy) and scheduling. In the first step, a number specifying the task’s priority is associated with each task. In the second step, the tasks are ordered by decreasing priority and each task is allocated to the processor which gives the minimum completion time. Those two steps will

![Figure 1: Example graphs of a two-processor system (a) and a four-task program (b).](image-url)
be covered in the next subsections.

3.1 Priority Computation

Priority computation can be viewed as the aggregation of the information about DAG structure in each node. The simplest way is to define the priority $pr(t_i)$ of a task $t_i$ recursively [11], either by so-called upward ranking $r_u(t_i)$:

$$r_u(t_i) = \max_{t_j \in \text{succt}(t_i)} \left( r_u(t_j) + \text{comm}(c_{i,j}^0, \ldots, c_{i,j}^{m,m'}) + \text{comp}(w_i^1, \ldots, w_i^m, \ldots, w_i^M) \right)$$

or by downward ranking $r_d(t_i)$:

$$r_d(t_i) = \max_{t_j \in \text{pred}(t_i)} \left( r_d(t_j) + \text{comm}(w_j^1, \ldots, w_j^m, \ldots, w_j^M) + \text{comp}(c_{j,i}^0, \ldots, c_{j,i}^{m,m'}, \ldots, c_{j,i}^{M,M}) \right),$$

where $\text{comp}$ is a function which aggregates the times needed for computation on individual processors, $\text{comm}$ is a function which aggregates the time needed for communication, $w_i^m$ gives the time needed for computation of task $t_i$ on processor $p_m$, $c_{i,j}^{m,m'}$ is the time needed for the communication between tasks $t_i$ and $t_j$, when those two tasks are executed on processors $m$ and $m'$ respectively. There might be other approaches refining the formulas (1) and (2), which consider e.g. the critical path in the DAG.

In the homogeneous processor model, the value of $\text{comp}$ depends only on task. However, in heterogeneous model computation time depends also on the processor. Therefore $\text{comp}$ must somehow aggregate information about different processing times. The algorithm also lacks information about the exact communication time. As during this phase the allocation of tasks to processors is unknown, the heuristic does not know the distance between the processors on which two dependent task will be executed. Consequently, $\text{comm}$ has to aggregate information about every possible communication time. Six possible functions for $\text{comp}$ and $\text{comm}$ were defined in [11]:

- $\text{mean}$ – the average of input arguments,
- $\text{median}$ – the median of input arguments,
- $\text{simple best}$ – the minimum of input arguments,
- $\text{best}$ – for $\text{comp}$, returns the minimum computation time, for $\text{comm}$ returns the time needed for communication on two processors which give minimum computation cost for the dependent tasks,
- $\text{simple worst}$ – the maximum,
- $\text{worst}$ – like $\text{best}$, but takes maximum values.

The biggest problem is that, given a DAG, it is hard to judge a priori which function will yield the best result. In our experiments, two well-performing combinations were upward ranking (Eq. 1) with $\text{mean}$ function (best makespan in 28% of experiments) and upward ranking with $\text{best}$ function (best makespan also in 28%). However, the worst functions had score of 10% (note that for one experiment more than one function can deliver the best makespan, so those values do not have to sum up to 100%). We observed no correlation between the performance of heuristics and the graph type, nor the number of nodes, nor the CCR.

3.2 Scheduling

In this step, the list scheduling algorithm assigns tasks to processors and determines the order of execution. There are two possible approaches to this issue. The scheduler can use tasks’ priorities (or the order suggested by the global search algorithm) either as hints for tie-breaking when two or more ready tasks compete for processors or as the order in which tasks will be assigned to processors.

The first case is computationally more expensive. An ordered list of ready tasks must be maintained. Each time a task completes, this list must be updated and some new tasks must be scheduled for execution. This requires inserting temporary each ready task into the schedule of each processor (in the heterogeneous model the processor which gives the earliest time of completion is not necessarily the one which is free in the moment of scheduling) and computing the resulting start and completion times. In order to follow the priorities given by the algorithm as closely as possible, the algorithm should not schedule the tasks which would start later than the next scheduling step (when the next task will complete). Otherwise, in the next scheduling step there may be a ready task with priority higher than the priority of one of the tasks already scheduled, but not started. This leads to multiple iterations of the ready list. In the worst case, when all $N$ tasks are ready, the algorithm performs $N$ scheduling steps, in the following steps reviewing the list of size $N$, $N - 1$, $\ldots$, 1. Assuming that inserting the task into the schedule costs $O(N)$ (naive insertion scheduling)$^1$, the whole algorithm has complexity of $O(N^3)$.

In the second case, when tasks’ priorities give the order in which tasks will be assigned to processors, they must obey tasks’ dependencies defined by the DAG, i.e. each task must have the priority greater than its successors:

$$\forall t_i \forall t_j \in \text{succt}(t_i) : p(t_i) > p(t_j).$$

The algorithm is therefore simpler (see Table 1). Firstly, tasks are ordered by decreasing priority. Then, each tasks is allocated to the processor which gives the earliest time of completion. For each processor $m$, task’s $i$ ready time $r_i^m$ is computed (the time when the last communication arrives). Then task $i$ is inserted into the schedule of the processor $m$ after the time $r_i^m$ (not necessarily at the end of the schedule, if there is a gap long enough to insert the task). The computation time $f_i^m$ is the sum of task’s start time $s_i^m$ and the computation time $w_i^m$. This algorithm inserts each task into the schedule only once, so with the naive insertion

---

$^1$By using balanced tree for storing scheduled tasks on each processor this cost can be easily reduced to $O(\log(N))$.
scheduling its complexity is \( O(N^2) \) (which can be further reduced to \( O(N \log(N)) \) with balanced tree).

### 4 Differential Evolution

DE is a population-based global optimization method, suitable for functions defined on totally ordered spaces, including real numbers. There were many attempts to use genetic-like approach in global optimization of such functions, including the binary-encoded GA or the Evolution Strategies. Those approaches were, however, sensitive to some phenomena seen frequently in the functions to be optimized, such as epistasis (hidden dependencies between variables which do not allow the separate optimization on each dimension), rotation (a search method often failed when the function was rotated in the search space) or binary-encoding related problems (typically used encoding is often unable to represent wide range of variables’ values). The novel approach in DE is a customized mutation operator which replaces the commonly-used reinitialization from the uniform distribution. In DE’s basic version, \( DE/rand/1/bin \), to the gene to be mutated it is added the difference between the values of this gene from two randomly-chosen individuals. In the version used in this article, \( DE/current-to-rand/1 \), a third individual is used and all of the genes are changed in order to make the search process rotation-indifferent (see Table 2). The selection operator is also simplified. Given the parent and its child, the better one is chosen.

The optimization of tasks’ priorities can be viewed as the minimization of a function which assigns a makespan to a vector of priorities. Although this function probably contains some domain-specific operations (such as the second step of the list scheduling algorithm, covered in the Section 3.2), we treat it like a black box. We expect that such a function will be difficult to optimize. The number of dimensions is high, because it is equal to the number of tasks. Epistasis also occur, as the schedule is produced by comparing the values of input priorities. Therefore a robust global optimization method should be used to optimize such a function – and we expect the DE is such a solution.

### 5 Differential Scheduler

Our algorithm employs the idea of differential evolution to optimize priorities of nodes, which are the input data for the second phase of the list scheduling algorithm. Differential Scheduler (DS) replaces the heuristics used in the step of priority computation in the list scheduling algorithm (Section 3.2) by a meta-heuristic. It uses internally the second step of the list scheduler in order to evaluate the proposed priorities (to compute the length of the schedule). The result of the algorithm are the optimal values for priorities of tasks. In order to obtain the schedule induced by those priorities it suffices to execute the evaluation function (i.e. the second step of the list scheduler) with the result. The whole algorithm is described in the Table 3.

The length of an individual is equal to the number \( N \) of tasks in the DAG. \( k \)th gene of \( i \)th individual specifies a single real number – \( pr_i(t_k) \), the value of the priority for the \( k \)th task (see Fig. 2).

The search space defined in such a way is sizable. Therefore it might be valuable to start the global search
Table 3: Differential Scheduler algorithm

1. for each priority computing heuristic
   \[ H \in \{\text{upward ranking, downward ranking}\} \times \}
   \times \{\text{mean, median, simple best, best, simple worst, worst}\}
   
   (a) initiate \textit{NumCopy} clones of an individual with priorities computed by \( H \)
   (b) if \( H \) is downward ranking: inverse priorities
   (c) normalize the individuals

2. initiate the rest of population randomly:
   (a) assign random priorities to each individual
   (b) apply repair algorithm to each individual (Table 4)
   (c) normalize each individual

3. for each individual \( i \):
   compute schedule length by running the list scheduler with priorities \( \overline{pr}_i \)

4. for \( genNum = 1 \) to \( G_{\max} \)
   (a) newPopulation = \( \emptyset \)
   (b) for each individual \( i \) of current population \( \text{pop} \)
      i. randomly choose 3 other individuals \( r_1, r_2, r_3 \)
      ii. create a child with priorities:
          \[
          \overline{pr}_{child} = \overline{pr}_i + K \cdot (\overline{pr}_{r_3} - \overline{pr}_i) + F \cdot (\overline{pr}_{r_1} - \overline{pr}_{r_2})
          \]
      iii. apply repair algorithm (Table 4)
      iv. normalize the child
      v. compute schedule length \( \text{makespan}_{child} \)
          by running the list scheduler with priorities \( \overline{pr}_{child} \)
      vi. if \( \text{makespan}_{child} < \text{makespan}_i \)
        newPopulation = child
        else
        newPopulation = i
   (c) \( \text{pop} = \text{newPopulation} \)

from a number of “acceptable” solutions, rather than from random ones (step 1a of the algorithm). Priorities computed by different heuristics outlined in the Section 3.1 (i.e. either upward ranking (Eq 1), or downward ranking (Eq 2) with one of the functions mean, median, simple best, best, simple worst, worst), seem to be natural candidates to be included in such a starting set. What is more important, “vector of priorities” is a common language of all priority-computation based list scheduling algorithms, so it is a natural base for comparing and merging their results.

Of course different heuristics can assign values which differ numerically, e.g. we can easily construct an heuristic \( H_1 \) which assigns priorities from the range \((0, 1)\) and an heuristic \( H_2 \) from the range \((0, 1000)\). However, in such a vector, the information is stored in relations (for the example from Fig. 2, bottom: \( pr(t_4) < pr(t_2), pr(t_1) > pr(t_2) \)) between priorities \((t_4 \text{ after } t_2, t_1 \text{ before } t_2)\), and not the values themselves. Therefore, operations such as multiplying the vector by a number (i.e. multiplying all the priorities) or adding a scalar value to the vector do not change the schedule returned by the list scheduler in the second step. Hence, after applying a heuristic, in the step 1c we normalize the vector by subtracting the minimum value and by dividing the vector by the sum of priorities:

\[
pr(t_i) = \frac{pr(t_i) - \min_{k=1, \cdots, |N|} pr(t_k)}{\sum_{k=1}^{N} pr(t_k)}
\]

(4)

Our list scheduler requires that the priority of each task has to be greater than priorities of all its successors – this is the easiest way to ensure that the dependencies between tasks are not violated. Priorities computed by downward heuristics (Eq. 2) are, however, inverted, in the sense that for each task, the priority of a task is less than the priority of its successors. Therefore, priorities are inverted (step 1b) before the normalization step described in the previous paragraph:

\[
pr(t_i) = \max_{k=1, \cdots, |N|} pr(t_k) - pr(t_i).
\]

(5)

The rest of the population is initialized randomly (step 2).

In order to compute the makespan (steps 3 and 4(b)v), individual’s priorities are the input data to the second step of the list scheduler algorithm, described in the Section 3.2.

Population of individuals is evolved by a DE algorithm (loop in the step 4). In each generation, for each individual \( i \), three other individuals \( r_1, r_2, r_3 \) are randomly selected. Those four individuals produce a child, whose priority values are a product of parents’ priorities:

\[
\overline{pr}_{child} = \overline{pr}_i + K \cdot (\overline{pr}_{r_3} - \overline{pr}_i) + F \cdot (\overline{pr}_{r_1} - \overline{pr}_{r_2})
\].

Figure 2: An example of an individual for the DAG from Fig. 1 with priorities computed by a downward ranking (top), after inverse operation (middle) and after normalization (bottom).
that this is an operation on the vector of priorities). Such an operation can produce an unfeasible child, i.e. it is possible that for some tasks the condition (Eq. 3) is violated. Therefore, after the crossover the new individual is repaired of list scheduler. The child replaces its parent

\[ \text{toAdd} = \text{pr}(t) - \min \text{Pred} + C \]

where \( \overline{pr}_x \) is a vector of priorities of the individual \( x \) (note that this is an operation on the vector of priorities). Such an operation can produce an unfeasible child, i.e. it is possible that for some tasks the condition (Eq. 3) is violated. Therefore, after the crossover the new individual is repaired (step 4(b)iii) by an algorithm described in Table 4. Without priorities’ repairing, we would have to use the slower version of list scheduler. The child replaces its parent \( i \), if its makespan is shorter than parent’s.

The repair algorithm (Table 4) assigns the values for priorities which result in ordering as close as possible to the original one, but which obeys the rule (Eq. 3). The cost of this algorithm is \( O(N) \). The algorithm visits, from the bottom till the top, every task \( t \) in the graph. For each \( t \), two predecessor tasks are found: \( \min \text{Pred} \) which has the minimum priority and \( \min \text{NV Pred} \), which has the minimum priority from the tasks which do not violate the rule in Eq. (3). If every predecessor obeys the rule (3), their priorities do not have to be adjusted. Otherwise,

\[ \text{gain} = 100 \% \times \frac{\text{makespan}_{\text{algorithm}} - \text{makespan}_{\text{HEFT}}}{\text{makespan}_{\text{HEFT}}} \]

We ran both the GA and the DS five times on each graph.

---

Table 4: The algorithm for repairing the priorities of tasks

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>toVisit</td>
<td>a FIFO queue of tasks to be visited</td>
</tr>
<tr>
<td>uSN(t)</td>
<td>number of unvisited successors for each task ( t )</td>
</tr>
<tr>
<td>NVPreds</td>
<td>for task ( t ): set of predecessors with priority greater than ( \text{pr}(t) )</td>
</tr>
<tr>
<td>( C )</td>
<td>a number greater than 1 (we used 1.1)</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>a small number (used in border cases)</td>
</tr>
</tbody>
</table>

1. initiate toVisit with all tasks with no successors
2. for each task \( t \): \( uSN(t) = |\text{succ}(t)| \)
3. while not empty(toVisit)
   (a) task \( t = \) first task from toVisit
   (b) foreach \( t_i \in \text{pred}(t) \): \( uSN(t_i) -- \)
   (c) foreach \( t_i \in \text{pred}(t) \land uSN(t_i) = 0 \):
      add \( t_i \) to toVisit
   (d) \( \min \text{Pred} = \min_{t_i \in \text{pred}(t)} \text{pr}(t_i) \)
   (e) \( \text{NV Preds} = \{ t_i : t_i \in \text{pred}(t) \land \text{pr}(t_i) > \text{pr}(t) \} \)
   (f) if \( \text{NV Preds} \neq \emptyset \)
      \( \min \text{NV Pred} = \min_{t_i \in \text{NV Preds}} \text{pr}(t_i) \)
   (g) if (\( \min \text{Pred} > \text{pr}(t) \)) continue;
   (h) \( \text{toAdd} = \text{pr}(t) - \min \text{Pred} \)
   (i) if (\( \text{NV Preds} \neq \emptyset \))
      \( \text{toAdd}^+ = \frac{1}{2} (\min \text{NonViol} - \text{pr}(t)) \)
      else
      \( \text{toAdd} = \text{toAdd} \times C \)
   (j) if (\( \text{toAdd} < \epsilon \)) \( \text{toAdd} = \epsilon \).
   (k) add \( \text{toAdd} \) to the priority of all the predecessors

\[ \text{toAdd} \] contains the value which will be added to every predecessor. This value is mainly the difference between the priorities of \( \min \text{Pred} \) and \( t \). In order to increment it even more (so that \( \text{pr}(\min \text{Pred}) > \text{pr}(t) \)), the algorithm adds either half of the difference between \( \text{pr}(\min \text{NV Pred}) \) and \( \text{pr}(t) \), or (if all the predecessors violate the rule (3), \( \text{pr}(t) - \text{pr}(\min \text{Pred}) \)) multiplied by a constant.

### 6 Experimental Results

We performed an extensive simulation in order to evaluate the quality of the results obtained by our algorithm. We experimented on four families of random graphs (depicted in Figure 3), with three different CCR ratios (0.1, 1, 10), and different number of nodes (50, 100, 200, 500). There were 5 graphs generated for each combination of those parameters. The processing time of each task on each processor \( w_i^n \) were randomly chosen from the range \((1, 20)\) with the uniform distribution. The algorithms were scheduling those graphs on three different system architectures (two processor, fully connected four processors and eight processors connected in cube). In total, there were 675 different experiment settings (we have not experimented on matrix graphs with 500 nodes because of the long time of execution of the list scheduling algorithm).

We compared our algorithm with HEFT and a slightly modified genetic algorithm (GA) from [2]. For each graph, we compared the best result of the HEFT (the minimum makespan over the results returned by all the 12 possible heuristics described in the Section 3) with the result of DS and the GA by computing a percentage improvement of the makespan:

\[ \text{gain} = 100 \% \times \frac{\text{makespan}_{\text{HEFT}} - \text{makespan}_{\text{algorithm}}}{\text{makespan}_{\text{HEFT}}} \]
We compared both the best makespan found in 5 runs and the average makespan. As the number of experiments is considerable, Table 5 presents only aggregated results. When analyzing the impact of one of the dimensions (family, CCR, number of nodes, system) on the results, the results from other dimensions are averaged (e.g. the second row of the Table 5 presents an average over all the experiments with two processor system).

We had to modify the original GA from [2] because the list algorithm used there was optimized for homogeneous model. In each step tasks were scheduled only on processors which were free in that moment, which not necessarily results in the processor with earliest time of completion. Such a version of the GA gave results worse than the HEFT algorithm. We decided to apply the same repair algorithm we used in DS, but without modifying permanently the values of the genes (i.e. priorities are modified only for the list scheduler).

We set the population size of DS to 24 and number of generations to 50 — after some basic experiments we saw that those values are small enough to get decent execution time, yet sufficient to yield acceptable results. Those settings result in 1224 function evaluations in the course of optimization. For the initialization of the population, DS used all 12 heuristics, each heuristic produced 1 individual (*numCopy = 1*). The other 12 individuals were initiated randomly. The coefficients of combination (*k*) and mutation (*p*) were set to 0.5. We have seen though that the algorithm was not very sensitive when those values were from the range (0.1, 0.9). We set the parameters of the GA as suggested by its authors, however, in order to have fair comparison with the DS, we set the same population size and the same number of generations.

The average time of execution of the DS was 10.8 seconds, considerably more than the average time of the HEFT (140 ms). It varied with the size and the family of the graph.

Table 5 summarizes the results obtained. On average, DS improves the makespan of the schedule by 4.55%, which is considerably better than the GA (1.34%). In the case of DS, the average from 5 runs was close to the best result obtained (5.34%), contrary to the GA, where the differences were much more significant – 2.64% of improvement when looking at the best result and only 1.34% when looking at the average. DS performs almost equally well on every type of parallel system considered — however a slight increase in the quality with the increased number of processors can be seen (4.17%, 4.65%, 4.83%). Because the DS algorithm does not encode the processor number, we think that either HEFT performs worse on larger systems, or the list scheduler algorithm used by DS has more “freedom” to choose the right processor. The results of the GA are worsening quickly with the increased number of processors. Both algorithms had problems with *matrix* type graphs — in the case of DS, the average improvement in that graphs (1.02%) is more than five times lower than the average improvement on the three other types of graphs (5.43%). GA’s results were worse (by 2.12%) than the HEFT’s. We suspect that, due to a large number of edges in those graphs, the HEFT results are close to the optimum, that there is no much place left for improvements. It is also possible that that both algorithm do not deal well with highly connected graphs. The results of the DS algorithm are worsening when increasing the number of nodes. When the the number of nodes increases, the search space and the length of the chromosome gets larger. As the number of function evaluations remains the same, one can expect such behaviour. Both algorithms achieved best results on graphs in which communication plays important role. The difference between DS’s results on graphs with *CCR = 10* (7.16%) and *CCR = 0.1* (2.65%) is especially significant. We suspect that this is due to the fact of underestimating the costs of communication by the HEFT. In such cases DS has “a room for improvement”.

When the other dimensions are not averaged, our algorithm can improve the results of the HEFT from 0%
(some matrix graphs) up to 12%-17% (some graphs with 50 nodes and CCR=10).

In the second set of experiments we wanted to observe how far the proposed solutions are from the ones obtained with “decent” parameter settings (which should be closer to the optimal solutions). We ran DS algorithm with population size of 100 individuals and with 200 generations at most (which resulted in 20077 function evaluations). As in the previous set of experiments we saw that the DS results are independent of the parallel system, so we decided to experiment only on four processor system. We also chose smaller graphs in order to diminish the time required for experiments (remembering that on bigger graphs the differences between the “optimal” and the “normal” results should be bigger). Table 6 summarizes the results obtained. OPT is the best result of the DS with “decent” parameters found in 5 independent runs.

We can see that, on average, the difference between the gain obtained by the DS (6.27%) and the OPT value (8.90%) is not very big. On the other side, OPT version requires almost eight times as much computational time. Similarly to DS, OPT achieve best results on the wickler graph family, though the difference between those two results is the biggest. We think that this graph family has the biggest possibility of improvement. The difference in gains between the graphs with CCR=0.1 and CCR=10 also probably results from a similar phenomenon. To our surprise, the difference between the DS and the OPT results is not the biggest on the biggest programs.

### 7 Conclusions and Future Work

We have presented an optimization algorithm for the problem of DAG scheduling which uses the differential evolution to optimize the priorities of the individual tasks. Our algorithm starts with a number of “acceptable” solutions (results of different heuristics) and gradually improves them. The algorithm works with rather small population and a limited number of generations. From the results of extensive experiments performed we can conclude that the algorithm is not very sensitive neither to the size of the system, nor to the number of nodes in the graph and on the most of the graphs considered it is able to improve the results of the greedy heuristics on average by 4.5%. The results are close to the optimal ones, obtained with much higher cost. By using a representation close to the problem domain, together with genetic operators acting directly “on” that representation, we outperformed a GA using the same search space.

In our future work we would like to apply other meta-heuristics to the same search space. We also plan to add new heuristics for computing priorities in order to further expand the initial population.
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